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Abstract

This paper describes data collection efforts conducted as part of
the RedDots project which is dedicated to the study of speaker
recognition under conditions where test utterances are of short
duration and of variable phonetic content. At the current stage,
we focus on English speakers, both native and non-native, re-
cruited worldwide. This is made possible through the use of a
recording front-end consisting of an application running on mo-
bile devices communicating with a centralized web server at the
back-end. Speech recordings are collected by having speakers
read text prompts displayed on the screen of the mobile devices.
We aim to collect a large number of sessions from each speaker
over a long time span, typically one session per week over a one
year period. The corpus is expected to include rich inter-speaker
and intra-speaker variations, both intrinsic and extrinsic (that is,
due to recording channel and acoustic environment).

Index Terms: speaker recognition, crowd sourcing, corpus col-
lection

1. Introduction

The RedDots project aims to collect speech data over mobile
devices primarily for the development and evaluation of auto-
matic speaker recognition systems. Mobile devices, in the form
of smartphones and tablet computers, provide tools and connec-
tions that allow people to access and share information. They
have shown great potential as dominant user access points to
the Internet and cloud services, and as sensory inputs for smart
cities [1]. They can be used at any location, be it urban with
Internet connectivity (office, home, public transport) or rural
areas where Internet connectivity may be absent. Studies show
that 80% of global Internet access will take place through mo-
bile devices by 2016 [2]. Due to their small form factor, speech
input has proved to be an attractive alternative to conventional
text-based input via touch screen or an on-screen keypad. For
instance, Google voice search [3] has shown to be successful.
Voice authentication for mobile application is another example
[4].

With the advances of mobile technology and ever increas-
ing computational power, it may be supposed the built-in mi-
crophone in mobile devices would be of high quality. This
may not be entirely true. To squeeze more components onto
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small devices, the space available for the microphone has been
greatly reduced [5]. Also, the signal conditioning and enhance-
ment recorded speech is subject to generally differs from one
manufacturer to the next. Mobile devices are often used in
varying environments, ranging from private offices and quiet
meeting rooms to locations with noisy surroundings such as
crowded cafeterias or streets. The need to compensate for vari-
ability in recording channels and environment poses a multi-
tude of challenges to speaker recognition technology. In addi-
tion to speaker-extrinsic variation, the RedDots collection was
designed to capture speaker-intrinsic variation due to speaker
physical condition (e.g., flu, sore throat). This is accomplished
by having speakers participate in a large number of recording
sessions spaced at regular intervals over long time span. One
target scenario is to collect one session per week over a one
year period for each speaker.

The collection of speech corpora is typically carried out
by either requesting the speakers to be onsite [6], [7] or re-
motely through telephone calls [8], [9], [10], [11]. The former
has the benefit of a controlled environment, where the chan-
nel and acoustic environment conditions can be kept consistent
across speakers. The latter allows speakers to record speech
from wherever they happen to be located, which has the benefit
of a potentially wider population with greater diversity. Re-
cently, we have seen a rising trend of collecting speech data
remotely using the Internet as it becomes more widely accessi-
ble [12], [13], [14]. In [12], [13] speech data were collected via
a web-based interface in the presence of Internet connectivity.
A slightly different methodology was reported in [14], where a
dedicated mobile application (app) was developed for data col-
lection. Similar to [14], we use a mobile app as the record-
ing front-end. Speakers record their voices offline and later on
upload the recordings to an Apache web server when Internet
connection is available. This has the benefit of enabling data to
be collected in the field in the absence of a persistent Internet
connection.

This paper describes the database development efforts as
part of the on-going RedDots project with collaboration from
multiple sites. The effort was initiated as a follow-up to a
special session [15] during INTERSPEECH 2014. The ma-
jor motivation is to collect a speech corpus for the develop-
ment and evaluation of speaker recognition system targeted for
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fixed phrase, free speech and text-prompted input modes. For
the evaluation of text-dependent speaker recognizers [16, 17,
18, 19, 20, 21, 22, 23], we need a corpus having all speakers
reading a similar set of sentences [7] — one characteristic that
makes the design of text-dependent corpora different from text-
independent task [24, 25]. The data collection protocol was de-
signed to meet a multitude of use case — the dataset consists of
four parts of increasing degree of lexical variability. It is also
our intention to make the database useful for the study of inter
and intra speaker variability modeling with short utterances.

2. The RedDots Dataset

2.1. Design specification

Contrary to previous work [7], the current dataset was designed
to have a relatively small number of utterances per session —
speakers participate in a larger number of sessions of shorter du-
ration instead. The current targeted scenario is to collect 52 ses-
sions per speaker, that is, one session every week for a year. The
reason for recording more sessions is to obtain sufficient cover-
age of intra-speaker variability over time. This strategy also fits
in better with the usage of mobile applications, where users tend
to switch between applications given the multi-purpose nature
of the devices. Each session is limited to two minutes, with
individual utterances being of 3 seconds duration on average.
Allowing for the transition time between utterances, the num-
ber of sentences is set to 24 for each session. The composition
of sentences used for a recording session is shown in Table L.

As shown in Table 1, the sentence set is designed to con-
sist of four parts of increasing lexical variability. Part I consists
of ten sentences common to all speakers; Part II consists of ten
sentences unique to each speaker; Part III consists of two free-
choice sentences chosen by the speaker; while Part IV consists
of free-text sentences that are unique across sessions. The first
ten common sentences are pronounced by all speakers across
all sessions. Lexical variability is thus limited to ten sentences.
The ten unique sentences of Part II and the two free-choice sen-
tences of Part III are speaker specific and they differ from one
speaker to another. Thus we are sampling the lexical space
at N x S points instead of N in the former case, where N
and S are the number of sentences and speakers, respectively.
The fully variable case happens in Part IV, where lexical con-
tent change across speakers as well as all the sessions of the
same speaker. Lexical variability is folded in at each of the M
sessions, so we now sample the lexical space at N x S x M
points. (We use N to denote the number of sentences in each
part, though its value differs from one part to another as indi-
cated in Table 1.)

Table 1: Type of sentences used for each recording session.

| Sentence Type [ #Sentences ‘

Common 10

Unique 10
Free choice 2
Free text 2

2.2. Use case consideration
2.2.1. Short test utterances

The use of subspace modeling techniques [26] has greatly im-
proved the robustness of speaker verification against variability
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due to channel [27], [28] and noise [29]. The main limitation of
these techniques is their strong dependence on large amounts
of data for background modeling. Also, it is generally con-
ceded that text-independent speaker recognition systems per-
form poorly with utterances of short duration. This is primarily
due to the difficulty in factoring out the influence of phonetic
content.

Two approaches have shown to be promising for tackling
the issue of phonetic variability in the case of short utterances.
In the first approach, we consider cooperative speakers pro-
nouncing the same sentence during enrollment and test. This is
called text-dependent speaker verification [7]. Parts I, II, and I1I
of the database were designed for this scenario. The second ap-
proach focuses on “content matching” which aims to equip text-
independent speaker recognition systems with a way of match-
ing words or phones that co-occur in enrollment and test utter-
ances [23]. Part IV was designed for this scenario, where test
utterances are of short duration and of variable phonetic con-
tent. Text-dependent and text-independent speaker recognition
both stand to benefit from the progress in this area.

2.2.2. Low error rate region

In the deployment of speaker recognition system for access con-
trol, the prior probability of target trial is generally close to
unity. This means the system is likely to operate at a small miss
rate. For the purpose of calibration, or to measure performance,
we need to have sufficient number of misses at the low miss-
rate region on the detection error trade-off (DET) curve. To
flesh out a bit, let consider a miss rate P of 0.1%. In order
to count at least 30 misses at the particular miss rate [30], the
number of target trials Ne: has to be larger than 30, 000 since
Nmiss = Niarget X Phiss. This is traditionally hard to achieve as
target trials are relatively scarce. Furthermore, if calibration and
evaluation are to be conducted on independent datasets, Nurget
has to be doubled. Similar arguments can be applied in the case
of applications where the cost of false alarms is much greater
than the cost of misses (e.g. prevention of credit card frauds).
In this scenario, the area of interest is the low false alarm region.

Suppose that we have collected data from .S speakers. The
number of possible non-target trials, S(.S — 1)/2, grows as S.
In other words, by making S large, the number of non-targets
grows quadratically since we can match a speaker against oth-
ers. This is not the case for target trials, whose number grows
only linearly with S. However, if each speaker has M sessions
(M > 1), the number of possible target trials, M (M — 1)/2,
grows quadratically with M if we consider all sessions as poten-
tial “models” (in the terminology of the NIST evaluations [31],
[32]). In the current project, our approach is to collect large
number of sessions per speaker over a long period of time. In
addition to obtaining good coverage of intra-speaker variability
over time, we will be able to manufacture a large number of tar-
get trials. Furthermore, we hope that having multiple sessions
per speaker will facilitate the development of subspace methods
for inter-session variability compensation.

2.2.3. Lexical coverage

The database design presented above includes ten speaker-
unique sentences per speaker. These sentences facilitate inves-
tigation into scenarios where the speaker recognizer is exposed
to unseen phrases at enrollment and test time. This is important
because, in a practical scenario, even if all users are asked to
use a common phrase, it can never be guaranteed that the true
clients and impostors will actually be speaking the required text



MySQL

Com D) e

Corpus Release

User credentials Moderator RedDots End
website
* l
v
Online Form e-mail Web Server Database Transcription
User e-mail ) Speaker label End users
Favourite Phrase 01 User credentials @ Fusionopolis ‘ Noise level
Favourite Phrase 02 .
o Word trans
o
2 I
Mobile app Automatic/
L
post-
processing
N AN J

~

Speaker recruitment

and registration anytime, everywhere

Data collection via mobile devices

Post-processing (manual, automatic, or
semi-automatic) and data hosting

Figure 1: The acquisition protocol and process flow for data collection over mobile devices as adopted for the RedDots project

[7]. Furthermore, text-dependent speaker recognition systems
generally need a passphrase rejection capability as a counter-
measure to spoofing attacks and the speaker-unique sentences
can be used to study this problem. The two free-choice sen-
tence contributes as well to the same objective. In addition, we
can get some insight in what people choose if they are given the
choice.

3. Practical consideration
3.1. Acquisition Protocol

The flow cart in Fig. 1 illustrates the process flow from speaker
recruitment and registration to voice recording and data host-
ing. The on-line registration form, the mobile application and
the web server are the three main functional blocks of the data
collection infrastructure. It is worth mentioning that the process
is semi-automatic, where a moderator verifies the user inputs re-
ceived via the on-line form and the voice recordings uploaded to
the web server. The acquisition process flow is detailed below.

Step 1. Speaker registration. Prospective speakers fill in an
online registration form'. The information collected in-
cludes e-mail address, gender, age group, country of res-
idence, native language of the speakers, two free-choice
sentences, and user consent to allow their voice record-
ings to be made available for research purpose’.

Step 2. User credentials and instructions. The information
collected through the registration form is verified man-
ually and keyed-in to a database. The user credentials
(a five-character user ID paired with a four-digit pass-
code), a user guide and the download link for the mobile
app are made available to the users via e-mail. Speaker
identity is tagged to the five-character user ID and e-mail
address. The e-mail addresses are stored separately from
other meta-data.

Step 3. Mobile data collection anytime, everywhere. Upon the
first log-in to the mobile app, a designated list of sen-
tences will be retrieved from the server. Once the list of
sentences has been downloaded, recording can be carried
out off-line. The recorded speech samples are uploaded
when network connectivity is available. This feature al-
lows users to make recordings at any indoor or outdoor
locations.

Thttp://goo.gl/forms/2KmktzgVV9
2Users acknowledge by submitting the form
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Step 4. Data post-processing. A first layer post-processing
will be carried out to discard inappropriate recordings.
It is expected that automatic or semi-automatic post-
processing will be carried by research community. The
transcription obtained will be made available as part of
the data release.

Step 5. Data hosting. The data collected will be made avail-
able via an online portal. Update will be released in a
regular basis.

Table 2: Total number of sentences and their sources used for
data collection

| Sentence Type [ #Sentences | Source |
Common 10 TIMIT
4,000 Gigawords
Unique 3,000 News 2008
3,000 News 2009
Free choice 2,000 User provided
Free text 104, 000 Wikipedia

3.2. Corpus text material

Central to the data collection is the selection of sentences to
be used as prompts. As we explained in Section 2.1, our goals
with respect to lexical variability are very ambitious. Table 2
illustrates the number of distinct sentences that we need to pro-
duce in order to handle 1000 participants. The sources of the
sentences that we are using are also given.

All sentences are in English. Except for the TIMIT [6]
and Gigawords [33], which are standard corpora from LDC, all
other sentences are sourced from the web. In particular, News
2008 and News 2009 are crawled from various news sites. For
the free-text sentences, English Wikipedia dumps are used. *
Before they can be used as prompts, the raw texts are segmented
into sentences and normalized. Sentences are then selected so
that all the phoneme realizations of each speaker can be cap-
tured weekly. More specifically, the speaker-unique and free-
text sentences are selected so that all the phonemes are covered
for each chunk of 10 sentences. The CMU dictionary * was

3http://en.wikipedia.org/wiki/Wikipedia:Database_download#English-
language_Wikipedia
“http://www.speech.cs.cmu.edu/cgi-bin/cmudict
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Figure 2: Number of speakers per country as of March 16, 2015

used to resolve words into their pronunciations. This dictionary
contains more than 130K word entries covering many esoteric
words that are difficult to read. We selected 20K entries with
a phoneme set of 39 phonemes. The 20K word list was taken
from the Wall Street Journal (WSJ) corpus. Other practical con-
siderations when selecting the sentences are listed below:

* The total number of phonemes for each sentence is con-
strained to be between 15 and 25 in order to avoid sen-
tences which are too long or too short.

e A stop list of sensitive words (e.g., religious or sexual
content) is used to eliminate sentences that contain any
of these words. Examples are “extremist” and “drug”.

3.3. Other implementation issues

As shown in Table I, for each recording session, a speaker read a
set of 24 sentences consisting of 10 common, 10 unique, 2 free-
choice, and 2 free-text sentences. For each speaker, the first 22
sentences will be repeated for each session, while the 2 free-
text sentences will be different from one session to the next. In
our implementation, sentences in the same batch are randomly
shuffled to counter the effects of learning, habituation and user
fatigue that may arise as a result of repeating the same sentences
in every recording session.

The RedDots dataset facilitates a longitudinal study of the
impact of the aging phenomenon on text-dependent [34] and
text-independent [35] [36] [37] speaker recognition with an ex-
pected time span of one year. Another benefit of the long time
span is that it may be possible to capture intrinsic variation due
to speakers’ physical condition (e.g., flu, sore throat). To this
end, a feature is made available on the mobile application which
allows users to tag specific remarks regarding their recordings.
On the downside, speakers tend to skip the scheduled weekly
recordings. To counter this tendency, a reminder feature has
been built in to the mobile application.

4. Community-driven approach

The project was rolled-out on January 29, 2015. Volunteers
are recruited worldwide through personal contacts and various
mailing lists. As of March 16, 2015 we have recruited 45 speak-
ers from 16 countries. The distribution of speakers is shown in
Fig. 2. It could be noted that the number of male speakers is sig-
nificantly higher than female, which amount to 87%. This bias
is mainly due to the fact that the current pool of volunteers are
mainly those working on speech research predominantly male.
In terms of age, majority of speakers belong to the 26 — 35
age group, which amounts to 58%. These two factors pose a
challenge that we have to look into as part of future work.
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Figure 3: DET curves on RedDot’s data for 3 types of imposture

Preliminary experiment was conducted using the male data.
Only the first eight common sentences were used. This requires
the speakers to complete at least two sessions (so that one ses-
sion can be used for enrollment and another for testing). There
are 15 male speakers with a total of 333 test utterances that ful-
fill this criterion. The system used for the experiment was de-
veloped based on the open source ALIZE platform [38] and the
front-end processing is based on SIDEKIT®. An UBM with 512
mixtures was trained on data from the 157 male speakers drawn
from the RSR2015 [7]. The same data was used to train a total
variability matrix of rank 150 for i-vector extraction. Eventu-
ally, a PLDA model was trained with 100 eigenvoices with a
full residual covariance matrix. The 3 enrolment i-vectors used
for each model were averaged and scored against each test i-
vector. For comparison purpose, the evaluation protocol has
been kept similar to the one described in [7] for text-dependent
speaker verification. For the three DET curves in Fig. 3, the case
where the target speaker pronounces the correct pass-phrase is
taken as the target trial. Non-target trials comprise of either tar-
get speaker pronouncing the wrong pass-phrase (Tar-Wrong),
impostor pronouncing wrong pass-phrases (Imp-Wrong), or im-
postor pronouncing correct pass-phrases (Imp-True). Compared
to that reported in [7], the EERs are almost doubled on the Red-
Dots dataset. This makes the dataset challenging, and interest-
ing.

5. Conclusions

The RedDots project is dedicated to the study of speaker recog-
nition under conditions where test utterances are of short du-
ration and varying degrees of variability in phonetic content.
Phonetic variation is handled by having four different sentence
types with increasing lexical variability. A distinguishing fea-
ture of the RedDots dataset is the high degree of inter-speaker
variation which covers multiple regions worldwide. As of the
time of this writing, we have recruited 45 speakers from 16
countries, with a total of 91 complete sessions. Current result
shows an EER of 7.32% on text-dependent speaker verification
task. The first release of the dataset is planed for the third quar-
ter of 2015.

SSIDEKIT is an open-source toolkit for speaker recognition
that will be released in the coming months, http://www-lium.univ-
lemans.fr/sidekit/
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