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**Abstract**—This paper addresses the lateral control of a vehicle during lane change maneuvers. The proposed design procedure aims to answer the questions of control using cost-effective sensors implementation, adaptation to measured variables and robustness to unmeasured varying parameters. This is achieved through a static output feedback controller with preview information. The only used measurements are the lateral displacement at sensor location and the yaw angle relative to the lane centerline. The vehicle lateral model is augmented with an integral action, the error signal and the preview reference signal. The controller is synthesized using the LMI framework thanks to a relaxation method that removes the nonlinear terms. Simulations are conducted for various scenarios showing the ability of the design method to handle different performance objectives.

I. INTRODUCTION

Several research works have addressed autonomous lane keeping maneuver during the last thirty years. Several control methods have been applied ranging from classical PID controller to advanced robust and nonlinear approaches. Presently, several market vehicles are already equipped with lane keeping systems working mainly in nominal driving conditions. However, complete vehicle automation needs also lane changing maneuver handling in order to allow more flexible use of the lane capacity and to ensure that the vehicle can for example take hand over the driver in order to avoid a collision by changing lane.

Performing automatic lane change maneuver will really provide an advance in driving comfort and safety [1]. Lane change involves both longitudinal and lateral dynamics on one side and vehicle positioning on the road and relative to others vehicles. In contrast, autonomous lane change maneuver has been less addressed. Works mainly focus on traffic conditions allowing performing the maneuver and on path planning computation allowing to design a trajectory for the vehicle from a present lane to the adjacent one. In [4] the question on when and how to perform a lane change maneuver has been examined. Determining whether a lane change maneuver is possible results from a reachability analysis problem [3]. Maneuver generation is addressed in [5] and [19]. When an appropriate traffic gap is available with a corresponding time instance, the maneuver is initiated by controlling the longitudinal and the lateral motion. Lane change maneuver has been addressed as a kinematic trajectory planning and control problems solved using Model Predictive Control [7], [8]. Various research studies have previously applied MPC for trajectory planning and motion control of automated vehicles [9],[10]. Other control methods have been used to control the trajectory following in the inner-loop. Among controller design method, loop-shaping robust $H_{\infty}$ control has been applied in [11]. An $H_{\infty}$ controller which combines a closed-loop component with a prefilter controller which achieves robust model reference tracking has been introduced in [12]. A fuzzy controller has been considered in [13]. Lane change maneuver has also been treated in the situation of cooperation with human driver [14] and [15]. Performing the maneuver in adverse conditions has been considered in [16] and [17]. In [18] control aspects during emergency lane change maneuver have been proposed. Further results concerning lane change maneuver for automated highways are provided in [19], [20], [21] including receding horizon control approaches.

In this paper, the aim is to design a very simple implementable controller. An output feedback controller overcomes the necessity to have access to the whole state vector and avoids the use of observers in order to estimate it. Dynamic output feedback has been considered under different control objectives, which are converted into Linear Matrix Inequalities (LMI) conditions [23] and [24]. Static output feedback is more difficult to design under LMI framework. It has been considered in [25] and [26] by introducing a transformation matrix about the system output matrices. Further improvements have been proposed in [27], [28] and [29] addressing different classes of systems. Even if the design of static output feedback controller is more complicated, it offers a simple interpretation of the controller action as it directly maps the measurements to the control input.

In addition, controllers are generally designed in order to ensure stabilization of the system. However, we generally intend that the output tracks a given reference signal which is normally known in advance. A simple way to enhance controller performance for trajectory tracking is to include preview actions taking into account the terms of the reference trajectory for feedback [30], [32] and [34]. The preview range is adjustable and directly impacts the performance of the system.

This paper proposes the design of a static output feedback controller which includes preview terms of the lane change reference trajectory. The controller uses the only available measurements, namely the lateral displacement and the relative yaw rate. The vehicle lateral model is put under a polytopic form allowing to take into account the variations of the forward speed as a varying parameter [28] and [31].
This leads to a system with four submodels. In addition, an integrator is added to the system in order to ensure zeros steady state error for constant road curvature. Afterwards, the preview information of reference signal to be tracked is included in the model state-space vector. A static output feedback controller is thus synthesized using Linear Matrix inequalities (LMI) framework. This controller feedbacks the error signal, the measurement and the reference signal. The controller is tested under several conditions which highlight the performances of the proposed approach.

The remainder of the paper is organized as follows. Section II is dedicated for the polytopic vehicle lateral model development. The control objectives are also detailed in this section. Section III focusses of the system adaptation for the controller design. The controller is shown to result from the solution of an LMI problem in which some parameters are priorly chosen. Section IV considers some simulation tests under different conditions and discusses some practical design adjustments. Finally section V provides some conclusions and future works.

II. VEHICLE LATERAL MODEL

The vehicle model is based on the classical bicycle model for lateral dynamics and the lane positioning dynamics [22]. In this model, the left and right lateral forces are projected on virtual wheels located on the vehicle longitudinal axle at a distance \( l_f \) from the center of gravity for the front one and at a distance \( l_r \) from the center of gravity for the rear one (Figure 1).

The model includes the lateral dynamics (Figure 1). The front and rear lateral forces, \( F_{yf} \) and \( F_{yr} \) respectively, are directly related to the front sideslip angle \( \alpha_f \) and rear sideslip angle \( \alpha_r \) respectively. These forces start with a linear region a distance

\[
l_f \quad \text{and} \quad l_r
\]

on virtual wheels located on the vehicle longitudinal axle at a distance \( l_f \) from the center of gravity for the front one and at a distance \( l_r \) from the center of gravity for the rear one (Figure 1).

The model includes the lateral dynamics (Figure 1). The front and rear lateral forces, \( F_{yf} \) and \( F_{yr} \) respectively, are directly related to the front sideslip angle \( \alpha_f \) and rear sideslip angle \( \alpha_r \) respectively. These forces start with a linear region allowing the approximations \( F_{yf} = C_f \alpha_f \) and \( F_{yr} = C_r \alpha_r \) respectively, before saturation. The coefficients \( C_f \) and \( C_r \) are the front and rear tire cornering stiffness respectively.

The model state variables are: the sideslip angle at the center of gravity \( \beta \) which is related to the forward and the lateral velocities \( v_y = v_x \beta \), the yaw rate \( \dot{\psi} \), the relative yaw angle \( \psi_L \) and the lateral displacement \( y_L \) as state variables. The later is considered to be measured at a preview distance \( l_s \). The preview distance is naturally constrained by the sensor range and the vehicle environment. The look forward measurement provides the system with a lead phase. The optimal value of \( l_s \) can be determined according to the forward speed.

The control input of this model is the tire steering angle \( \delta \) while the road curvature \( \rho_{ref} \) is considered as a disturbance input. The model state-space equations are:

\[
\dot{x}(t) = A \left( v_x, \frac{1}{v_x} \right) x(t) + B \left( \frac{1}{v_x} \right) \delta_f(t) + E \left( v_x \right) \rho_{ref}(t)
\]

where

\[
A = \begin{bmatrix}
a_{11} & a_{12} & 0 & 0 \\
a_{21} & a_{22} & 0 & 0 \\
0 & v_x & 0 & 0 \\
1 & l_s v_x & v_x & 0 \\
\end{bmatrix},
\]

\[
B^T = \begin{bmatrix}
b_1 & b_2 & 0 & 0
\end{bmatrix},
\]

\[
E^T = \begin{bmatrix}
0 & 0 & -v_x & -l_s v_x
\end{bmatrix},
\]

and

\[
a_{11} = -\frac{C_f+C_r}{mv_x}, \quad a_{12} = \frac{C_f l_f-C_r l_f}{mv_x v_x}, \quad a_{21} = -\frac{C_f l_f+C_r l_f}{J}, \quad a_{22} = -\frac{C_f l_f^2+C_r l_f^2}{J}, \\
b_1 = \frac{C_f}{mv_x}, \quad b_2 = \frac{C_r}{J}.
\]

The state vector is \( x = [\beta, \frac{\dot{\psi}}{v_x}, \psi_L, y_L]^T \). Notice that the second state-space variable is chosen as \( \frac{\dot{\psi}}{v_x} \) in order to remove the dependency on \( \frac{1}{v_x} \) of the second term of the first row of the \( A \) matrix. The numerical values of the above parameters are given in Table 1 in the appendix. In the following, it is assumed that only \( y_L \) and \( \psi_L \) are measured and thus available for feedback. The control input is the front steering angle.

A. Takagi-Sugeno model

Model of equation (1) exhibits terms depending on the forward speed \( v_x \) and its inverse \( \frac{1}{v_x} \). The speed appears thus linearly and nonlinearly. The speed is assumed to be controlled by another loop and is measured. The Takagi-Sugeno (TS) modelling framework, allows to describe the parameter dependent model under a set of submodels depending on the extremal values of the parameters. This representation is called nonlinear sector approximation [35]. In fact, defining
\[ \rho_1 = v_x \quad \text{and} \quad \rho_2 = \frac{1}{v_x}, \quad \text{a four submodels TS system is achieved} \]

\[ \dot{x}(t) = \sum_{i=1}^{4} \theta_i \left( \hat{A}_i x(t) + \hat{B}_i \delta_f(t) + \hat{E}_i \rho_{ref}(t) \right) \]  

(2)

where \( \theta_i \geq 0, \quad 1 \leq i \leq 4, \quad \sum_{i=1}^{4} \theta_i = 1 \) and

\[ \theta_1 = m_{11} m_{21}, \quad \theta_2 = m_{11} m_{22}, \quad \theta_3 = m_{12} m_{21}, \quad \theta_4 = m_{12} m_{22} \]

with

\[ m_{11} = \frac{v_M - \rho_1}{v_M}, \quad m_{21} = \frac{v_M - \rho_2}{v_M}, \quad m_{12} = 1 - m_{11}, \quad m_{22} = 1 - m_{21} \]

The matrices \((\hat{A}_i, \hat{B}_i, \hat{E}_i), \quad 1 \leq i \leq 4\) are obtained from

\[ (\hat{A}_1, \hat{B}_1, \hat{E}_1) = \left( A \left( v_m - \frac{1}{v_M} \right), B \left( \frac{1}{v_M} \right), E \left( v_m \right) \right) \]

\[ (\hat{A}_2, \hat{B}_2, \hat{E}_2) = \left( A \left( v_m - \frac{1}{v_M} \right), B \left( \frac{1}{v_M} \right), E \left( v_m \right) \right) \]

\[ (\hat{A}_3, \hat{B}_3, \hat{E}_3) = \left( A \left( v_m - \frac{1}{v_M} \right), B \left( \frac{1}{v_M} \right), E \left( v_M \right) \right) \]

\[ (\hat{A}_4, \hat{B}_4, \hat{E}_4) = \left( A \left( v_m - \frac{1}{v_M} \right), B \left( \frac{1}{v_M} \right), E \left( v_M \right) \right) \]

Notice that the obtained model is an exact representation of the model of equation (1) in the compact set \( v_m \leq v_x \leq v_M \). The obtained model is a continuous time model. However for implementation aspects and when considering preview information, it is more convenient to consider it in discrete time domain. In fact the preview information is only available at some sensor sample times. Knowing that, the model is discretized using a simple Euler method leading to the discrete-time state-space model with sample time of \( T = 0.05 \) sec.

\[ \begin{align*}
    x(k+1) &= \sum_{i=1}^{4} \theta_i \left( A_i x(k) + B_i \delta_f(k) + E_i \rho_{ref}(k) \right) \\
    y(k) &= C x(k)
\end{align*} \]

(3)

where \((A_i, B_i, C_i) = \left( I + T \hat{A}_i, T \hat{B}_i, T \hat{E}_i \right)\).

III. CONTROLLER DESIGN

In the following, the road curvature is considered constant. Taking the difference operator on both sides of equation (3) leads to:

\[ \begin{align*}
    \Delta x(k+1) &= \sum_{i=1}^{4} \theta_i \left( A_i \Delta x(k) + B_i \Delta \delta_f(k) \right) \\
    \Delta y(k) &= C \Delta x(k)
\end{align*} \]

(4)

Notice that since the road curvature is considered as constant, taking the difference operator cancels it from the equations. In addition, the integral input which is added at the control input will ensure a zeros steady state error on circular bends.

Let us now define the error signal \( e(k) \) as the difference between the output \( y(k) \) and the reference signal \( r(k) \) to be tracked, that is

\[ e(k) = y(k) - r(k) \]

(5)

Let us now define the augmented plant with the augmented state vector \( \ddot{x} = \left[ e^T(k), \Delta x^T(k) \right]^T \). The augmented statespace system reads

\[ \begin{align*}
    \ddot{x}(k+1) &= \sum_{i=1}^{4} \theta_i \left( \hat{A}_i \ddot{x}(k) + \hat{B}_i \Delta \delta_f(k) + G_p \Delta r(k) \right) \\
    e(k) &= \hat{C} \ddot{x}(k)
\end{align*} \]

(6)

where

\[ \hat{A}_i = \begin{bmatrix} I_2 & C \\ 0 & A_i \end{bmatrix}, \quad \hat{B}_i = \begin{bmatrix} 0 \\ B_i \end{bmatrix}, \quad G_p = \begin{bmatrix} -I_2 \\ 0 \end{bmatrix} \]

(7)

Suppose now that the reference signal values are known \( n_p \) samples ahead. Let us define the vector

\[ \chi_r(k) = \left[ \Delta r^T(k) \ldots \Delta r^T(k + n_p) \right]^T \]

and the matrix

\[ A_r = \begin{bmatrix} 0 & I_2 & 0 & \cdots & 0 \\ 0 & 0 & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & 0 \\ 0 & \cdots & \cdots & 0 & I_2 \\ 0 & \cdots & \cdots & 0 & 0 \end{bmatrix} \]

(8)

The objective now is to embed the reference signal appearing in equation (6) into a state vector. This is achieved by defining the state vector

\[ \dot{x}(k) = \left[ \ddot{x}^T(k), x_r^T(k) \right]^T \]

which allows to obtain the augmented system

\[ \begin{align*}
    \ddot{x}(k+1) &= \sum_{i=1}^{4} \theta_i \left( \hat{A}_i \ddot{x}(k) + \hat{B}_i \Delta \delta_f(k) \right) \\
    y_p(k) &= \hat{C} \ddot{x}(k)
\end{align*} \]

(9)

where

\[ \hat{A}_i = \begin{bmatrix} \hat{A}_i & G_p \\ 0 & A_r \end{bmatrix}, \quad \hat{B}_i = \begin{bmatrix} \hat{B}_i \\ 0 \end{bmatrix}, \quad \hat{C} = \begin{bmatrix} I_2 & C \\ I_{(n_p+1) \times 4} \end{bmatrix} \]

The aim now is to design a static output feedback controller of the form

\[ \Delta u(k) = \Delta \delta_f(k) = \left( \sum_{i=1}^{4} \theta_i K_i \right) y_p(k) \]

(10)

This controller combines four gains each of them dedicated for one of the submodels. In fact, the real-time availability of the parameter \( \theta_i \) allows to adapt the gain values.

When incorporating controller (8) into the augmented system (10), one easily obtain the closed-loop system:

\[ \ddot{x}(k+1) = \sum_{i=1}^{4} \theta_i \left( \hat{A}_i + \hat{B}_i \left( \sum_{j=1}^{4} \theta_j K_j \right) \hat{C} \right) \ddot{x}(k) \]
The gains $K_j$, ($1 \leq j \leq 4$), have to be computed such that the system (9) is asymptotically stable, which means $\lim_{k \to +\infty} \dot{x}(k) = 0$ and as the error $e(k)$ is a part of the state $\dot{x}(k)$, it is ensured also that $\lim_{k \to +\infty} e(k) = 0$.

Designing the matrix gains $K_j$ is not simple to handle using LMI techniques due on one hand to the inherent difficulty to design a static output feedback and on the other hand to the crossing terms product $B_i K_j$. In fact the synthesis of a static output feedback is primarily a bilinear matrix inequality problem (BMI). Several approaches have been developed which involve equality constraints. Relaxation method has been proposed for example in [33].

This paper adapts the main result presented in [34]. It allows to introduce relaxation terms and parameter dependent matrices $G(\theta)$ and $P(\theta)$ defined as:

$$G(\theta) = \sum_{i=1}^{4} \theta_i G_i, \quad P(\theta) = \sum_{i=1}^{4} \theta_i P_i$$

Following the results provided in [34], given a positive scalar $\nu$ and matrices $Q, W$ of compatible dimensions, if there exist matrices $P_i > 0, U_i, L_i, G_i$, $1 \leq i \leq 4$ of compatible dimensions such that

$$\Pi_{ij} + \Pi_{ji} < 0 \quad (1 \leq i \leq j \leq 4)$$

where

$$\Pi_{ij} = \left( \begin{array}{ccc} -G_i - G_i^T + P_i & * & * \\ \hat{A} G_j + \hat{B}_j L_j Q & -P_j & * \\ \hat{C} G_j - U Q & \nu W^T L_j^T \hat{B}_j^T & \Theta \end{array} \right)$$

and

$$\Theta = -\nu U W - \nu W^T U^T,$$

then the system (9) is robustly asymptotically stable, and the gain matrix can be obtained by

$$K_i = L_i U^{-1}$$

One can notice that this matrix gain involves the following components

$$K_i = \left( \begin{array}{cccc} K_{e i} & K_{y i} & K_{r i} (0) & \ldots & K_{r i} (n_p) \end{array} \right)$$

thus the command increment is given by

$$\Delta u(k) = K_e e(k) + K_y \Delta y(k) + \sum_{j=0}^{n_p} K_r(j) \Delta r(k + j)$$

where

$$K_e = \sum_{i=1}^{4} \theta_i K_{e i}, \quad K_y = \sum_{i=1}^{4} \theta_i K_{y i},$$

$$K_r(j) = \sum_{i=1}^{4} \theta_i K_{r i}(j)$$

and finally the control input is obtained from

$$u(k) = \delta_f(k) = K_e \sum_{j=0}^{k} e(k) + K_y y(k) + \sum_{j=0}^{n_p} K_r(j) r(k + j)$$

IV. SIMULATION RESULTS

The vehicle speed range is considered varies from $v_m = 10 m/s$ to $v_M = 25 m/s$. The controller is designed is the following parameters $\nu = 0.1, Q = 0.6 \hat{C}, W = 0.2 \hat{C}^T \hat{C}$. The controller gains are computed from solving the LMI (12).

A. Lane change on straight road

The lane change maneuver is first performed on a straight road and it is initiated at time $t = 1 sec$. The sample time is set to $T = 0.05 sec$. The reference signal is constituted of 5 samples with incremental values of $0.6m, 1.2m, 1.8m$ and $2.4m$ then reaching the value of $3m$ which corresponds to the position of the adjacent lane. Its profile is depicted in Figure 2. After a time duration of $10 sec$, the vehicle is driven back automatically to the initial lane, simulating thus a kind of obstacle avoidance maneuver.

The system responses with the preview controller are shown in solid lines while those without the preview action are given in dashed lines in Figure 2. The final reference value is reached within 5 steps of $(0.2, 0.4, 0.6, 0.8, 1) \times 3m$. The needed steering angle is depicted in the second plot of the same figure. The lateral velocity and the yaw rate are provided in the third and the fourth plot of figure 2, while the relative yaw angle and the lateral displacement are shown in the fifth and sixth plot of the same figure. The steering angle is smooth, and the lateral velocity is limited and is within comfort limits as it is less than $2m/s$. The maneuver is performed within $3 sec$ with very limited overshot on the lateral displacement (Figure 2) the reference signal is tracked without steady state error.

Comparing the solid and dashed lines of the Figure 2 shows the advantages in using the preview information for control as using the same design procedure but without the preview controller leads to much slower responses provided in dashed lines.

![Fig. 2. Reference signal and steering angle](image)
B. Lane change on curved road

The lane change maneuver is now considered on a curved road with a curvature of \( \rho_{\text{ref}} = 1/250 \text{m}^{-1} \). Entering the bend is initiated after an autonomous lane change maneuver of 3 sec. At the end of this time duration, the bend starts and enters the system as a constant step input. Results are depicted in Figure 3. As the curvature acts as a perturbation, its effect is visible on the plots of the different state space variables which have non-zero steady-state values. These values correspond to the stationary ones on a circular bend. Even if the responses exhibit overshoot during the transient phase, the performances are still good as all the requirements are achieved.

C. Lane change on low friction road

Road friction is subject to variations however its value is not available for measurement. Even if it is not possible to make the controller adaptive to these variations, it is still possible to compute the controller for the polytopic system constituted by the submodels obtained at the extreme values of the road adhesion stiffness \( c_f \) and \( c_r \). These coefficients appear as linear parameters in the state-space matrices. Combining with the speed variations, one obtains a 16 sub-models polytopic system. The controller is computed assuming 25% contribution of each controller corresponding to one of the vertices. During the simulation, the road friction is reduced by 30% at the front and the rear wheels during all the simulation duration. Results are shown in Figure 4 for both the nominal case in solid lines and the low friction case in dashed lines. The later are more oscillatory but still acceptable and close to the nominal case. This demonstrates the ability of the controller to handle such situation or reduced road friction.

V. CONCLUSION

In this paper, a static output feedback with preview feedforward compensation is considered for ground vehicle autonomous lane change maneuver. This control approach allows a reference signal previewing to be taken into account allowing trajectory tracking during the maneuver. The vehicle model which includes varying vehicle speed is discretized and an error system method allows to obtain a parameter dependent augmented system. A speed dependent static output feedback is then derived using LMI conditions. In its expanded form, it includes a static feedback of the output, the integral of the tracking error and the preview actions. Design parameters allow to have impact on the performance of the system. Simulations results illustrate the advantage of the preview control which allows to adjust the behaviour during the transient phase and to ensure zero tracking error. The formulation of finite future information is particularly convenient in the context of limited preview distance in constrained driving environment.

APPENDIX

TABLE I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_f )</td>
<td>front cornering stiffness</td>
</tr>
<tr>
<td>( C_r )</td>
<td>rear cornering stiffness</td>
</tr>
<tr>
<td>( J )</td>
<td>vehicle yaw moment of inertia</td>
</tr>
<tr>
<td>( l_f )</td>
<td>distance from CG to front axle</td>
</tr>
<tr>
<td>( l_r )</td>
<td>distance from CG to rear axle</td>
</tr>
<tr>
<td>( l_s )</td>
<td>look ahead distance</td>
</tr>
<tr>
<td>( m )</td>
<td>total mass</td>
</tr>
<tr>
<td>( v_x )</td>
<td>longitudinal velocity</td>
</tr>
</tbody>
</table>
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