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Abstract—In the context of the ACTIF project that aims for active and collaborative learning promotion, this paper presents a pattern recognition and analysis system for Geometry learning in middle school. The goal is to allow students to draw geometric shapes on a touch-tablet, given a teacher’s instruction. To make the student active, the system has to recognize and analyze on the fly the student's productions in order to produce real-time visual, corrective, and guidance feedback. We base our work on the visual grammar CD-CMG [1] (Context Driven Constraints Multi-set Grammar), to model the domain prior knowledge and interpret the hand-drawn sketches on the fly. Our first contribution lies in adapting this grammar to the Geometry domain to cover the geometric objects taught in middle school curriculum. Although being expressive enough to model this large scope, the formalism could not cope with the exigence of real-time analysis, given that the multiple interactions between geometric objects generate combinatorial issues. Our second contribution lies in extending the formalism which resulted in having an acceptable performance for a real-time user interaction system. The first experiments show that the proposed approach allows complexity and interpretation time reduction.

Index Terms—On-line Recognition, Hand-drawn stroke analysis, Digital learning

I. INTRODUCTION

Our work is in the context of ACTIF project, which aims to use pen-based tablets in an educational context, mainly in French middle schools, to foster active learning [14]. In this paper, we focus on learning Geometry by drawing freely on a touch-tablet. Dynamic Geometry Software products are now an important part of teaching geometry. Their goal is to make geometric concepts understanding easier for the student by graphical construction, manipulation and visualization of figures. To our knowledge, the tools used in middle schools, such as Geogebra [2], rely on a drag-and-drop approach to manipulate geometric objects. Indeed, in order to compose a figure, a student must choose from a graphical panel the object he wants to create then has to place its components in the interface. This tends to limit the creative process of the user. In [13], Fiorella and Mayer demonstrate that "generative drawing", i.e learning by drawing, has a positive impact on students learning abilities in the classroom. In [15], Kluger and DeNisi show the impact of feedback intervention on learning performance. These two points represent the pedagogical foundation of our project. We propose a pen-based system that simulates the traditional pen and paper figure sketching and enriches it by real-time visual, corrective and guidance feedback. This paper presents the first works done in the project, and focuses on the online recognition method of the system. In the literature several works have been done for hand-drawn sketches recognition, the following Sec. II presents an overview of existing approaches. Based on this overview and the application domain, we introduce the formalism and the modelling of the geometric knowledge in Sec. III. Since the system has to recognize hand-drawn sketches in real-time, some optimizations are needed, Sec. IV describes the formalism extension and its impact on the analysis process. Sec. V presents our experiments and results while conclusion and perspectives are given in Sec. VI.

II. RELATED WORKS

In this work, we are interested in on-line recognition of handwritten structured documents. We distinguish between two types of handwritten documents interpretations methods: lazy [8] and eager [10]. Lazy interpretation means that the analysis process begins after completion of the user’s production. Eager interpretation means that the handwritten strokes are analyzed on the fly, which is more relevant to our objective of having real-time corrective and guidance feedback to prevent error propagation. There are two major approaches for document analysis: statistical and structural. Statistical approaches [3] rely on learning on large labelled databases to discriminate between symbols and are well suited for isolated shapes recognition. However, they do not allow the modelling of the document’s structure. Since we are in Geometry context, the system has to recognize not only the geometric shapes, but also the structural relations between the objects. Structural approaches consider a symbol in terms of its constituents, the graphical primitives, and the structural relations between them. For instance, a triangle is considered as three segments related by spacial relations. Structural approaches rely on modelling prior domain knowledge by visual grammars. We distinguish between two classes of structural recognition methods. The former is based on graph grammars. For example, Zannibi et al. [4] use labelled graphs to recognize handwritten mathematical expressions. One problem with graph-based methods is that they are complex to manipulate for the designer, especially if the production rules number is high. The latter is based on bi-dimensional grammars. For example, in [5] Hammond
and Davis proposed Ladder, a generic description language, and applied it for the interpretation of Truss diagrams in a digital learning context [6]. In [7], a bi-dimensional extension to the Stochastic Context Free Grammar is proposed for handwritten mathematical expressions analysis. In this work, to model the geometry domain knowledge, we prefer to use Context Driven Constraints Multi-set Grammar (CD-CMG) [1], a generic formalism for eager interpretation of hand drawn documents. Indeed, in this grammar, the context is explicitly specified in the production rules, which reduces the search space. Moreover, this formalism is the combination between a statistical approach (to locally recognize a shape) and a structural approach (to model the global structure of the document). Finally, CD-CMG has been applied on various types of documents such as architectural plans [11] or electrical sketches [1]. All these features show these formalism is well adapted for our purpose. Therefore, our contribution lies in two folds: adapting this grammar to the Geometry domain for e-education (see Section III), and extending this formalism to match the constraint of real-time analysis of geometric productions (see Section IV).

III. GEOMETRY DOMAIN MODELLING

In this section, we present the formalism, and illustrate it through its adaptation to the Geometry domain.

A. Context Driven Constraints Multi-Set Grammar

As an extension of the well-known grammar CMG [12], CD-CMG is formally defined as follows:

**Definition 1.** A CD-CMG is a tuple \( G=(V_N, V_T, S, P) \) with:

- \( V_N \): the set of non terminal symbols = symbol classes;
- \( V_T \): the alphabet, here \( V_T=\{\text{stroke}\} \);
- \( S \): the first symbol, or axiom;
- \( P \): the set of production rules.

And where a production rule \( p \in P \) is composed of three blocks allowing different levels of vision on the document. The **precondition** and the **postcondition** blocks stand for the global vision of the document while the **constraint** block stands for the local vision of the analyzed strokes. Therefore, a production rule \( p \) is denoted as follows:

\[
\alpha \rightarrow \beta
\]

- **Preconditions**
  - \( \alpha \in V_N^+ \)
- **Constraints**
  - \( \beta \in (V_T \cup V_N)^+ \)
- **Postconditions**
  - \( \text{recognizer}(t, \text{segment}) \)

Preconditions and postconditions are based on the concept of **Document Structural Context**, which models a zone in the document and the awaited elements in it, defined as follows:

**Definition 2.** A DSC is defined by \( (\lambda)[\text{position}](\gamma)[\text{part}] \) where:

- \( \lambda \) is a set of reference elements;
- \( \text{position} \) is a zone (i.e a position) related to \( \lambda \);
- \( \gamma \) is a set of awaited symbols in this zone;
- \( \text{part} \) is a part of the awaited symbol that has to intersect the zone.

The **preconditions** are a set of DSC that have to be satisfied and represent the context in which \( \beta \) can be replaced by \( \alpha \). The **postconditions** are a set of DSC that represent the objects that can be created from the new reduced elements \( \alpha \). This formalization enables to drive the analysis process by the context. Indeed, the preconditions represent the **verification step** while the postconditions represent the **prediction step**. The **constraints** model a local vision on the analyzed elements \( \beta \). They have two purposes: checking that the shape of \( \beta \) is consistent with the production, and decide if it is pertinent to reduce \( \beta \) into \( \alpha \)

B. Adaptation of CD-CMG to Geometry

We consider the main geometric objects taught in French middle schools: segments, arcs, circles, angles, all the types of triangles and quadrilaterals. We defined around 20 productions rules to model these objects productions as well as the interactions between them (e.g intersection and orthogonality).

Let's illustrate this with two production rules.

Fig. 1 presents a part of a **segment production rule**, while Fig. 2 and Fig. 3 illustrate a segment composition. In this example, the red stroke in Fig. 2 is transformed into a segment if the **precondition** block and the **constraint** block are satisfied. The **postcondition DSC** (green rectangle in Fig. 1) models the fact that a bisector production rule will be triggered if a straight \( d \) intersects the center zone of the new created segment (res).

**Fig. 1:** Segment production rule in CD-CMG

**Fig. 2:** Drawn stroke (in red)

**Fig. 3:** Interpreted segment

**Fig. 4:** Production rule of a scalene triangle. The precondition block is composed of one precondition which is a conjunction of three DSC modelling the fact that each segment intersects a zone related to the other two. The constraint here is structural, such that it verifies that the three
segments are linked by their extremities. Since the structural context is the same for all types of triangles (and quadrilaterals as well), we established a hierarchy between production rules, from general to specific, in order to prune the search space and speed up the analysis process. For example, a triangle can be reduced into an isosceles triangle if two of its sides are equal.

C. Analysis process associated to CD-CMG

The analysis process, extensively explained in [1], is a combination of a bottom-up strategy (guided by the reduced elements) and a top-down strategy (guided by the postconditions DSCs). For each new element, the parser searches the DSC it satisfies and vice versa. Consequently, a production is triggered if its \( \beta \) elements contain at least a new element and its precondition block contains at least a new DSC. Let’s consider the scene illustrated in Fig. 5 composed of a new stroke \( t \) (in red) and 3 segments (s1, s2, s3).

The analysis of \( t \) leads to the construction of the analysis (or derivation) tree presented in Fig. 6. The root represents the stroke \( t \). The nodes and the leaves represent the triggered rules, while the blue path is the sequence of reduced production rules, i.e, the analysis result. As shown in Fig. 6, \( t \) is first reduced into a segment, denoted thereafter \( s4 \). Then, several rules are tested among which the production rules that led to the correct interpretation of the user’s drawing.

D. Limits of CD-CMG in geometry

As we can see in Fig. 6, the triangle production rule is triggered three times for each possible combination of segments: (s4, s1, s2), (s4, s1, s3) and (s4, s2, s3), even if there is no coherent context for creating a triangle in this scene. This is due to the fact that these productions contain a new element (s4) and one of their preconditions DSC is satisfied (c.f Fig. 5). Only the preconditions block is checked in this case, since not all DSC are satisfied. The impact on the combinatorics is not important here, but when the document is complex, the analysis becomes costly. Even though the formalism is generic and expressive enough to model the prior geometry knowledge, the multiple possible interactions between geometric objects, e.g creating sub-figures from existing ones (c.f Fig. 7), also generate combinatorics problems in the analysis process.

Let’s consider the triangle production rule (c.f Fig. 4). A direct consequence of adapting CD-GMC to the geometry domain is that the \( \beta \) elements (here the 3 segments) are not really replaced by the \( \alpha \) elements (here the triangle). They contribute to create the triangle but they remain considered in the analysis process in order to create other new elements. This has a big impact on the applicable rules search space size. We distinguish two factors producing the combinatorics explosions: the format of the DSCs, and the computation of equivalent interpretations. We will explicit these factors and our proposed solutions in the next section.

IV. REVISION AND FORMALISM EXTENSION

In this section, we present the problems we faced in terms of analysis process complexity and our proposed solutions.

A. The DSC problematic

The expressivity of the formalism in terms of describing the document structure with the DSC allows to formalize that all the components of a polygon are linked by their extremities. Unfortunately, as we have seen in Section III.C, the fact that a production can be triggered even if only one of its preconditions DSC is validated generates a combinatory problem. Indeed, the more segments a polygon contains, the more DSC there are in the polygon production. Fig. 8 illustrates the composition of a new stroke \( t \) in the context of three already interpreted segments. \( t \) will be recognized as a new segment called thereafter \( s2 \). The fact that \( s2 \) is linked to [AB] (blue zone in Fig. 8) will activate the DSC:

\[
[AB] \text{ [InitialExtremity]} s2 \text{ [one]} \implies \text{ triangle } \rightarrow [AB], s2, s3.
\]
The parser will search the third segment (i.e. s3) that completes the triangle rule with [AB] and s2. There is no contextual information in this DSC about the segment [BC] that completes the triangle since it is not concerned by the zone [AB] [InitialExtremity]. In consequence, for this scene composed of 3 segments besides [AB] and s2, the triangle production rule will be tested three times (for s3=[BC], s3=[ED] and s3=[EF]) instead of once. Thus, the analysis time can be very long, especially if the document is complex. In fact, this issue relies on a CD-CMG limitation. The formalism does not allow to have more than one zone in a DSC, which would enable positioning many awaited elements in relation to one reference element.

To resolve this problem, we propose to refine the constraints on the zones such that a zone can cover all the awaited symbols in the same DSC. The DSC related to the triangle production rules will then be:

\[[AB] \ [TotalLengthSegment] \ s2, s3 \ [one]\]

where TotalLengthSegment is the zone that covers the length of [AB] (in blue in Fig. 9). This formulation allows to have a contextual information on all the segments composing a triangle. The loss in focus of the zone (from covering an extremity to covering all the segment) is balanced in the Constraint block by verifying that the segments are structurally linked by their extremities. For the scene illustrated in Fig. 9, the triangle production rule is triggered only once, which reduces the analysis complexity.

B. Equivalent interpretations problematic and formalism extension

Since we are in Geometry learning context, it is important to know the dependence links between the elements, e.g. the connections between several segments. These links are modeled in the preconditions DSCs. Fig. 10 presents a focus on the precondition block of the segment production rule. It is composed of a dis-union of three preconditions. They model the fact that there are three possible contexts for a segment creation. The stroke can be linked to two existing segments by their extremities, or linked to the extremity of only one segment, or not linked to anything (in the document).

The FirstPrecondition operator, introduced in [11], establishes an order between the preconditions, e.g from specific to general, and forces the parser to stop the context research at the first valid precondition.

Fig. 11 illustrates a scene in which a stroke t is recognized as a segment. FirstPrecondition forces the parser to consider the stroke as linked to two segments, considering only the first precondition. Without this operator, the three preconditions, which are valid in this case, will be tested as hypotheses and the parser will choose the one with the highest score.

A limit to this operator is that the verification of the first precondition can also be complex. Indeed, in this example, there are six contextually valid hypotheses: t can be linked to the couples (s1, s5), (s1, s6), (s1, s7), (s4, s5), (s4, s6), (s4, s7). Hence, six equivalent branches will be created in the analysis tree multiplying the analysis complexity by six. To tackle this problem, we propose to extend the formalism by creating a new operator FirstContext. This operator forces the parser not only to stop the research at the first valid precondition, but also at the first valid context within a precondition. That means that the search is stopped when the first reference elements that are coherent with the precondition are found. In the example (Fig. 11), the parser will choose the first couple of segments that satisfies the DSCs of the preconditions, e.g it will choose the couple (s1, s7) without considering the other combinations. This will drastically reduce complexity, without losing information about connections. In use, we have noticed a limit to this new operator, which occurs when the segments are not exactly connected, but have overlapping zones (see the example in Fig. 12). Without the FirstContext operator, the system computes the membership degree of the stroke’s extremity in each zone of the segments to choose the best possible interpretation. With FirstContext operator, it has to

---

**Segment:** res → stroke t with:

**Preconditions:**

FirstPrecondition:

- (Segment:S1) [Zone] (t) [first] & (Segment:S2) [Zone] (t) [last] or
- (Segment:S1) [Zone] (t) [extremity] or
- (Document) [in] (t) [all]

---

Fig. 10: Precondition block for segment production

Fig. 11: FirstPrecondition limits

Fig. 12: Zones overlap problem
choose the first valid interpretation, which is not necessarily the best. However, the robustness of this extension lies in the interaction with the user since he has the possibility to implicitly validate the interpretation by continuing his drawings, or to delete the segment and redraw it more precisely. This is a trade-off between interpretation precision and analysis process. We will detail the impact of our contributions in the next section.

V. EXPERIMENTS AND RESULTS

A. Quantitative study

To evaluate the impact of our contributions on the system performance, we established several criteria:

- Iterations: number of reduced productions rules
- Interpretations: number of branches in the analysis tree
- Time: Analysis time
- Triggered: Number of triggered rules

The evaluation is realized on one complex drawing benchmark, illustrated in Fig. 13.

![Fig. 13: Benchmark](image)

We study the impact of our contributions on three critical steps of the drawing scenario of this figure, illustrated in Fig. 14, Fig. 15, and Fig. 16. We compare the performance of our system with DALI, the framework based on CD-CMG and its associated parser. In the following, the term ZoneOpt refers to the constraints refinement on the zones while FirstContext refers to the formalism extension by the addition of the new operator.

1) First step of the scenario: The scene (Fig. 14) illustrates a drawn stroke that will produce an analysis process. The stroke will be first interpreted as segment [AD]. This segment will trigger the production of a rectangle.

![Drawn stroke](image)  ![Analysis result](image)

Fig. 14: First step of the scenario

<table>
<thead>
<tr>
<th>Approach</th>
<th>Iterations</th>
<th>Interpretations</th>
<th>Time</th>
<th>Triggered</th>
</tr>
</thead>
<tbody>
<tr>
<td>DALI</td>
<td>4</td>
<td>1</td>
<td>0.23 s</td>
<td>43</td>
</tr>
<tr>
<td>ZoneOpt</td>
<td>4</td>
<td>1</td>
<td>0.20 s</td>
<td>23</td>
</tr>
<tr>
<td>FirstContext</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZoneOpt + FirstContext</td>
<td>4</td>
<td>1</td>
<td>0.19 s</td>
<td>23</td>
</tr>
</tbody>
</table>

2) Second step of the scenario: The scene (Fig. 15) illustrates a more complex production. The drawn stroke will be first interpreted as segment [EB]. This segment will trigger the production of two triangles, one being isosceles and the other rectangle.

![Drawn stroke](image)  ![Analysis result](image)

Fig. 15: Second step of the scenario

The impact of our contributions on this step is illustrated in TABLE II.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Iterations</th>
<th>Interpretations</th>
<th>Time</th>
<th>Triggered</th>
</tr>
</thead>
<tbody>
<tr>
<td>DALI</td>
<td>15</td>
<td>3</td>
<td>6.4 s</td>
<td>1057</td>
</tr>
<tr>
<td>ZoneOpt</td>
<td>15</td>
<td>3</td>
<td>2 s</td>
<td>330</td>
</tr>
<tr>
<td>FirstContext</td>
<td>5</td>
<td>1</td>
<td>4.2 s</td>
<td>356</td>
</tr>
<tr>
<td>ZoneOpt + FirstContext</td>
<td>5</td>
<td>1</td>
<td>0.62 s</td>
<td>113</td>
</tr>
</tbody>
</table>

With the classic Dali methodology, the performance is not acceptable since analysis time takes 6.4 seconds. This is due to the number of triggered rules (1057) and equivalent interpretations (3). By modifying the format of the DSCs, ZoneOpt improves the analysis time (2s) by reducing the number of triggered rules. FirstContext operator forces the parser to consider only one interpretation. In consequence, the number of triggered rules decreases from 1057 to 356, and the analysis time is down to 4.2 seconds, which is still not acceptable in a context of real-time interaction with a user. However, the coupling of Opt1 and Opt2 enables to have an analysis time of 0.62 which is acceptable.

3) Third step of the scenario: In this final step of the scenario (illustrated in Fig. 16), the drawn stroke will be first interpreted as segment [DF]. This segment will trigger the production of a triangle, a trapezoid, and a parallelogram.

![Drawn stroke](image)  ![Analysis result](image)

Fig. 16: Third step of the scenario

TABLE I: First step analysis result

<table>
<thead>
<tr>
<th>Approach</th>
<th>Iterations</th>
<th>Interpretations</th>
<th>Time</th>
<th>Triggered</th>
</tr>
</thead>
<tbody>
<tr>
<td>DALI</td>
<td>4</td>
<td>1</td>
<td>0.23 s</td>
<td>43</td>
</tr>
<tr>
<td>ZoneOpt</td>
<td>4</td>
<td>1</td>
<td>0.20 s</td>
<td>23</td>
</tr>
<tr>
<td>FirstContext</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZoneOpt + FirstContext</td>
<td>4</td>
<td>1</td>
<td>0.19 s</td>
<td>23</td>
</tr>
</tbody>
</table>

TABLE II: Second step analysis results

\[\text{ZoneOpt} + \text{FirstContext}\]
TABLE III: Third step analysis results

<table>
<thead>
<tr>
<th>Approach</th>
<th>Interpretations</th>
<th>Analysis time</th>
<th>Triggered rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD-CMG</td>
<td>6</td>
<td>30 s</td>
<td>2472</td>
</tr>
<tr>
<td>Extended zones</td>
<td>6</td>
<td>7 s</td>
<td>962</td>
</tr>
<tr>
<td>FirstContext</td>
<td>1</td>
<td>3 s</td>
<td>412</td>
</tr>
<tr>
<td>Extended zones + FirstContext</td>
<td>4</td>
<td>1.5 s</td>
<td>107</td>
</tr>
</tbody>
</table>

and TABLE III, the more complex the scene gets, the greater the impact of our contributions on the performance gets. Thus, taking into account the desired real-time user interaction, the proposed optimizations allow the design of a system with acceptable performance.

B. Qualitative study

1) Edition mode: In the traditional pen and paper setup, we often use symbols or codes to explicit geometric properties such as orthogonality or equality. We extend this notion by designing command gestures that not only display properties, but also modify physically the objects, with respect to these properties. These gestures are integrated in the grammar as strokes triggering production rules, therefore modifying the geometric objects. The orthogonality command gesture is illustrated in Fig. ?? . Our system also allows to modify the length of a segment by dragging one of its extremities. The same principle is applied for angle modification.

Fig. 17: Prototype interface

VI. CONCLUSION AND PERSPECTIVES

In this paper, we propose a pen-based system that interprets in real-time geometric figures in order to give visual and corrective feedback, given an instruction. We optimize and extend the CD-CMG formalism to adapt the DALI methodology to geometry. Our contributions have a consequent impact on the system performance which is now acceptable for real-time user-interaction. Our future work consist in improving even more the analysis time, one possible solution being the modification of the analysis process in terms of triggering rules. We will also work on an author mode, where the teacher can create customized exercises. The goal will be to generate automatically the solver procedure from the teacher’s drawings. The system will also have to generate all the alternative procedures in order to give personalized corrective feedback to each student. The successive versions of our prototype will be tested in pilot middle schools, and we will benefit from the studies of LP3C and LOUSTIC laboratories in usage psychology and ergonomics to design visual and corrective feedbacks that are well suited for the students.
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