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#### Abstract

Archimax copula models can account for any type of asymptotic dependence between extremes and at the same time capture joint risks at medium levels. An Archimax copula $C_{\psi, \ell}$ is characterized by two functional parameters, the stable tail dependence function $\ell$, and the Archimedean generator $\psi$ which acts as a distortion of the extreme-value dependence model. This article develops semiparametric inference for Archimax copulas: a nonparametric estimator of $\ell$ and a moment-based estimator of $\psi$ assuming the latter belongs to a parametric family. Conditions under which $\psi$ and $\ell$ are identifiable are derived. The asymptotic behavior of the estimators is then established under broad regularity conditions; performance in small samples is assessed through a comprehensive simulation study. The Archimax copula model with the Clayton generator is then used to analyze monthly rainfall maxima at three stations in French Brittany. The model is seen to fit the data very well, both in the lower and in the upper tail. The nonparametric estimator of $\ell$ reveals asymmetric extremal dependence between the stations, which reflects heavy precipitation patterns in the area. Technical proofs, simulation results and R code are provided in the Appendix.
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## 1 Introduction

In various applications in environmental sciences, finance, insurance or risk management, joint extremal behavior between random variables is of particular interest. For example, this plays a central role in assessing risks of natural

[^0]disasters and in determining the dimensions of structures such as dams or dikes. Misspecification of the dependence between the variables can lead to substantial underestimation of risk. To fix ideas, consider monthly maxima of daily precipitation for the months from September to February between 1976 and 2016 at three stations in French Brittany, Belle-Île-en-Mer, Groix, and Lorient. Based on these trivariate observations, provided by Météo France, the goal might be to assess the risk of medium and high precipitation at these three stations simultaneously in order to devise protective measures against floods in the region.

To answer questions such as the above, the so-called copula approach to multivariate data modeling has gained substantial popularity in recent years [30]. It is rooted in the decomposition of [45] which states that the joint distribution function of any multivariate random vector $\boldsymbol{X}=\left(X_{1}, \ldots, X_{d}\right)$ with continuous margins $F_{1}, \ldots, F_{d}$ can be written, for any $\boldsymbol{x} \in \mathbb{R}^{d}$, as

$$
\begin{equation*}
\operatorname{Pr}\left(X_{1} \leq x_{1}, \ldots, X_{d} \leq x_{d}\right)=C\left\{F_{1}\left(x_{1}\right), \ldots, F_{d}\left(x_{d}\right)\right\} \tag{1.1}
\end{equation*}
$$

in terms of a unique copula $C$, that is, a distribution function on $[0,1]^{d}$ with standard uniform margins. This decomposition allows for separate modelling of the marginals $F_{1}, \ldots, F_{d}$ and the dependence structure $C$.

In the context of extremes, $C$ in (1.1) is typically chosen to be extreme-value. Following [27], this means that $C=C_{\ell}$ for some stable tail dependence function $($ stdf $) \ell$, that is, for any $\boldsymbol{u}=\left(u_{1}, \ldots, u_{d}\right) \in[0,1]^{d}$,

$$
C(\boldsymbol{u})=C_{\ell}(\boldsymbol{u})=\exp \left[-\ell\left\{-\log \left(u_{1}\right), \ldots,-\log \left(u_{d}\right)\right\}\right] .
$$

The use of extreme-value copulas is motivated by the fact that the latter are the only possible limits of normalized component-wise maxima on the uniform scale. However, while this asymptotic result is a very strong theoretical argument for using these models, it is seldom a realistic assumption in finite samples. For example, for the above precipitation data, the hypothesis that the underlying copula is extreme-value is clearly rejected by the test of [32] (p-val. $\approx 5 \times$ $10^{-5}$ ). While extreme-value dependence seems reasonable for seasonal maxima (p-val. $\approx 0.43$ ), working with the latter greatly reduces the sample size from $n=240$ to $n=40$. To estimate extremal dependence from monthly maxima directly, one could resort to the procedures in [13, 16]. However, the latter approaches cannot assess joint risk in medium regimes, which can also be a cause for damaging events. Thus unified, smooth, and flexible yet parsimonious models that can capture risk at both medium and extreme regimes are needed, and only few such are available. Only recently, [39] proposed such a model for univariate non-zero precipitation amounts.

In the multivariate case when asymptotic dependence is present, the only dependence model available so far that is fully flexible in the extreme regime and can account for medium risks at the same time are the so-called Archimax copulas, proposed by [9] in the bivariate case and extended to higher dimensions in $[11,37]$. The latter are of the form

$$
\begin{equation*}
C_{\psi, \ell}(\boldsymbol{u})=\psi\left[\ell\left\{\psi^{-1}\left(u_{1}\right), \ldots, \psi^{-1}\left(u_{d}\right)\right\}\right] \tag{1.2}
\end{equation*}
$$

at any $\boldsymbol{u} \in[0,1]^{d}$, where $\ell$ is an arbitrary $d$-variate stdf and $\psi:[0, \infty) \rightarrow[0,1]$ an Archimedean generator, specified in detail in Section 2. At this stage, $\psi$ may be thought of as a distortion function that contorts the extreme-value dependence model. Indeed, if $\psi(x)=\exp (-x), C_{\psi, \ell}$ becomes the extreme-value copula $C_{\ell}$. Moreover, as we recall in Section 2, $C_{\psi, \ell}$ is in the domain of attraction of $C_{\ell}$ under suitable conditions on $\psi[9,11]$.

Given that no inference is available, Archimax copulas have been rarely used in practice. The only viable option at present is to use a fully parametric Archimax model, where $\psi$ and $\ell$ belong to parametric classes of Archimedean generators and stdfs, respectively. In the bivariate and trivariate case, this has been employed in [2, 3]. However, especially in higher dimensions, parametric models for $\ell$ are typically either too restrictive or too cumbersome.

This paper is the first to consider the statistical problem of fitting Archimax copulas to data in full generality. This amounts to estimating both $\ell$ and $\psi$. To accomplish this, we propose a semiparametric approach, in which $\ell$ is estimated nonparametrically and $\psi$ is assumed to belong to a parametric family $\Psi=$ $\left\{\psi_{\theta}, \theta \in \Theta\right\}$. Proceeding this way ensures the identifiability of $\ell$ and $\theta$ under mild conditions on $\Psi$. In addition, given that $\psi$ is a distortion function of the limiting extreme-value dependence, a parametric model for it is likely to be sufficiently rich to adequately capture dependence at medium and extreme levels. The estimators of $\ell$ developed here extend the ideas of [8, 41] and converge weakly to a centered Gaussian process under regularity conditions on $\ell$ and $\psi$. As we show, the Archimax copula model where $\Psi$ is the Clayton family fits the above mentioned monthly precipitation maxima very well, and reveals some particular aspects of the data that are climatologically sound. We also demonstrate that when the Clayton-Archimax model is appropriate, the nonparametric estimators of $\ell$ proposed here are considerably more precise and efficient than those in $[13,16]$, as well as the estimators based on seasonal blocks in [23].

The paper is organized as follows. Basic facts about Archimax copulas are recalled in Section 2, where the identifiability of $\psi$ and $\ell$ is proved under mild conditions on the family $\Psi$. Section 3 introduces nonparametric estimators of $\ell$ under the assumption that $\psi$ is known. Under the latter assumption and regularity conditions, the asymptotic behavior of these estimators is derived in Section 4, and their finite-sample performance is investigated via simulations in Section 5. The estimation of the Archimedean generator $\psi$ is then treated in Section 6 using a moment-based procedure. Section 7 is presents an application to precipitation data. Detailed proofs are reported in the Appendix; the latter also contains additional simulations.

In what follows, vectors in $\mathbb{R}^{d}$ are denoted by boldface letters, viz. $\boldsymbol{x}=$ $\left(x_{1}, \ldots, x_{d}\right)$. Binary operations such as $\boldsymbol{x}+\boldsymbol{y}$ or $a \cdot \boldsymbol{x}, \boldsymbol{x}^{a}$ are understood as component-wise operations. In particular, for any function $f: \mathbb{R} \rightarrow \mathbb{R}$ and $\boldsymbol{x} \in \mathbb{R}^{d}, f(\boldsymbol{x})$ denotes the vector $\left(f\left(x_{1}\right), \ldots, f\left(x_{d}\right)\right)$. Furthermore, $\|\cdot\|$ stands for the $\ell_{1}$-norm, viz. $\|\boldsymbol{x}\|=x_{1}+\cdots+x_{d}$. For any $x, y \in \mathbb{R}$, let $x \wedge y=\min \{x, y\}$ and $x \vee y=\max \{x, y\}$. Finally, $\mathbb{R}_{+}^{d}$ is the positive orthant $[0, \infty)^{d}$ and for any $x \in \mathbb{R}, x_{+}$denotes the positive part of $x$.

## 2 Multivariate Archimax copulas

This section gathers properties of Achimax copulas that are needed for subsequent developments. In Section 2.1, the existence, stochastic representation, and extremal behaivor is recalled, while Section 2.2 discusses the identifiability of $\psi$ and $\ell$.

### 2.1 Existence and stochastic representation of Archimax copulas

The class of Archimax copulas generalizes both the Archimedean and extremevalue copula families. On the one hand, when $\ell$ is the stdf pertaining to independence, i.e., $\ell(\boldsymbol{x})=x_{1}+\cdots+x_{d}$ for all $\boldsymbol{x} \in \mathbb{R}_{+}^{d}, C_{\psi, \ell}$ becomes the Archimedean copula $C_{\psi}$ with generator $\psi$ given, for all $\boldsymbol{u} \in[0,1]^{d}$ by

$$
C_{\psi}\left(u_{1}, \ldots, u_{d}\right)=\psi\left\{\phi\left(u_{1}\right)+\ldots+\phi\left(u_{d}\right)\right\}
$$

where $\phi:[0,1] \rightarrow[0, \infty)$ denotes the pseudo-inverse of $\psi$, given by $\phi(u)=$ $\psi^{-1}(u)$ for $u \in(0,1]$ and $\phi(0)=x_{\psi} \equiv \inf \{x \geq 0: \psi(x)=0\}$.

On the other hand, when $\psi(x)=\exp (-x)$ for any $x \geq 0, C_{\psi, \ell}$ becomes the extreme-value copula $C_{\ell}$ with stdf $\ell$.

For any generator $\psi$ of a $d$-variate Archimedean copula and any $d$-variate stdf $\ell, C_{\psi, \ell}$ given by (1.2) defines a copula, as proved by [11]. Recall from $[35,36,38]$ that $\psi$ is a generator of a $d$-variate Archimedean copula iff $\psi(0)=1$, $\psi(x) \rightarrow 0$ as $x \rightarrow \infty$ and if $\psi$ is $d$-monotone on $(0, \infty)$, i.e., $\psi$ has $d-2$ derivatives satisfying $(-1)^{k} \psi^{(k)} \geq 0$ on $(0, \infty)$ for $1 \leq k \leq d-2$ and that $(-1)^{d-2} \psi^{(d-2)}$ is non-increasing and convex on $(0, \infty)$. As proved in [43], $\ell: \mathbb{R}_{+}^{d} \rightarrow \mathbb{R}^{+}$is a $d$-variate stdf iff
(a) $\ell$ is homogeneous of degree 1, i.e., for all $k>0$ and $x_{1}, \ldots, x_{d} \in[0, \infty)$, $\ell\left(k x_{1}, \ldots, k x_{d}\right)=k \ell\left(x_{1}, \ldots, x_{d}\right) ;$
(b) $\ell\left(\mathbf{e}_{1}\right)=\cdots=\ell\left(\mathbf{e}_{d}\right)=1$ where for $j=1, \ldots, d, \boldsymbol{e}_{j}$ denotes a $d$-dimensional vector whose components are all 0 except the $j$ th which is equal to 1 ;
(c) $\ell$ is fully $d$-max decreasing, i.e., for any $k \in \mathbb{N}, x_{1}, \ldots, x_{d}, h_{1}, \ldots, h_{d} \in$ $[0, \infty)$ and $J \subseteq\{1, \ldots, d\}$ with $|J|=k$,

$$
\sum_{\iota_{1}, \ldots, \iota_{k} \in\{0,1\}}(-1)^{\iota_{1}+\cdots+\iota_{k}} \ell\left(x_{1}+\iota_{1} h_{1} \mathbf{1}_{1 \in J}, \ldots, x_{d}+\iota_{d} h_{d} \mathbf{1}_{d \in J}\right) \leq 0
$$

Due to the homogeneity property (a), any stdf $\ell$ can be expressed, at any $\boldsymbol{x}=\mathbb{R}_{+}^{d}$ as $\ell(\boldsymbol{x})=\|\boldsymbol{x}\| A(\boldsymbol{x} /\|\boldsymbol{x}\|)$ where $A$ is the so-called Pickands dependence function [41] defined on the unit simplex

$$
\begin{equation*}
\Delta_{d}=\left\{\boldsymbol{w} \in[0,1]^{d}: w_{1}+\ldots+w_{d}=1\right\} \tag{2.1}
\end{equation*}
$$

Thus an Archimax copula $C_{\psi, \ell}$ can also be expressed, for any $\boldsymbol{u} \in[0,1]^{d}$, as

$$
\begin{equation*}
C_{\psi, \ell}(\boldsymbol{u})=C_{\psi, A}(\boldsymbol{u})=\psi\left[\|\phi(\boldsymbol{u})\| A\left\{\frac{\phi(\boldsymbol{u})}{\|\phi(\boldsymbol{u})\|}\right\}\right] \tag{2.2}
\end{equation*}
$$

Archimax copulas also admit a stochastic representation. Per Theorem 3.3 of [11], $C_{\psi, \ell}$ is the survival copula of a random vector

$$
\begin{equation*}
\left(X_{1}, \ldots, X_{d}\right)=R \times\left(S_{1}, \ldots, S_{d}\right) \tag{2.3}
\end{equation*}
$$

where $R$ is a positive random variable independent of $\boldsymbol{S}$. The distribution function of $R$ is the inverse Williamson $d$-transform of $\psi$ and the survival function of $\boldsymbol{S}$ is given, for any $\boldsymbol{s} \in \mathbb{R}_{+}^{d}$, by $\operatorname{Pr}\left(S_{1}>s_{1}, \ldots, S_{d}>s_{d}\right)=[\max \{0,1-\ell(\boldsymbol{s})\}]^{d-1}$. In this representation, $R$ can again be interpreted as a distortion variable; when its law is Erlang with parameter $d, C_{\psi, \ell}=C_{\ell}$.

Finally, as announced in the introduction, Archimax copulas have a given extreme-value attractor. Recall that a function $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is regularly varying with index $\alpha \in \mathbb{R}$ iff for all $x>0, f(x t) / f(t) \rightarrow x^{\alpha}$ as $t \rightarrow \infty$, in notation $f \in \mathcal{R}_{\alpha}$. When $1-\psi(1 / \cdot) \in \mathcal{R}_{-\alpha}$ for $\alpha \in(0,1]$, it is shown in Proposition 6.1 in [11] that $C_{\psi, \ell}$ is in the maximum domain of attraction of the extreme-value copula $C_{\ell_{\alpha}}$, that is, for any $\boldsymbol{u} \in[0,1]^{d}, \lim _{n \rightarrow \infty} C_{\psi, \ell}^{n}\left(\boldsymbol{u}^{1 / n}\right)=C_{\ell_{\alpha}}(\boldsymbol{u})$, where for any $\boldsymbol{x} \in \mathbb{R}_{+}^{d}, \ell_{\alpha}(\boldsymbol{x})=\ell^{\alpha}\left(\boldsymbol{x}^{1 / \alpha}\right)$.

### 2.2 Identifiability concerns

In this section, we establish conditions under which $\ell$ and $\theta$ are identifiable when $\psi \in \Psi=\left\{\psi_{\theta}, \theta \in \Theta\right\}$. To accomplish this, we first consider two arbitrary $d$-variate Archimax copulas $C_{1}=C_{\psi_{1}, \ell_{1}}$ and $C_{2}=C_{\psi_{2}, \ell_{2}}$ whose generators $\psi_{k}, k \in\{1,2\}$ are not necessarily from a parametric class. The lemmas below investigate the question whether $C_{1}=C_{2}$ implies that the generators and stdfs are equal. All proofs are reported in Section A of the Appendix.

Lemma 2.1. Suppose that $C_{1}=C_{2}$ and $\psi_{1}=\psi_{2}=\psi$. Then $\ell_{1}=\ell_{2}$.
Lemma 2.2. Suppose that $C_{1}=C_{2}$ and $\ell_{1}=\ell_{2}=\ell$ is a d-variate stdf such that $\ell \neq \ell_{M}$, where for each $\boldsymbol{x} \in \mathbb{R}_{+}^{d}, \ell_{M}(\boldsymbol{x})=\max \left(x_{1}, \ldots, x_{d}\right)$. Suppose also that $\psi_{1}$ and $\psi_{2}$ are 2-monotone Archimedean generators. Then there exists a constant $c>0$ such that, for all $x \geq 0, \psi_{1}(x)=\psi_{2}(c x)$.

Next, note the following lemma. Its first part is an extension of Theorem 4.5.1 in [40] and has been shown in [25] in the case when $\psi$ is completely monotone. In the following, for any $\beta \in(0,1], \psi_{\beta}$ is defined by $\psi_{\beta}(t)=\psi\left(t^{\beta}\right)$ for all $t \geq 0$, and $\ell_{\beta}$ denotes $\ell^{\beta}\left(x_{1}^{1 / \beta}, \ldots, x_{d}^{1 / \beta}\right)$ for all $\boldsymbol{x} \in \mathbb{R}_{+}^{d}$.

Lemma 2.3. (i) Let $\psi$ be a d-monotone Archimedean generator, and let $0<\beta \leq 1$. Then $\psi_{\beta}$ is a d-monotone Archimedean generator.
(ii) Let $\ell$ be a d-variate stdf and $0<\beta \leq 1$. Then $\ell_{\beta}$ is a d-variate stdf.

Now suppose that $\psi$ is a $d$-monotone Archimedean generator and $\ell$ an arbitrary $d$-variate stdf. By Lemma 2.3, $\psi_{\beta}$ is a $d$-monotone Archimedean generator and $\ell_{\beta}$ is a $d$-variate stdf for some $\beta \in(0,1]$. It is then easily seen that the Archimax copulas $C_{\psi_{\beta}, \ell}$ and $C_{\psi, \ell_{\beta}}$ are identical. One thus cannot expect $\ell$ to be unique and $\psi$ to be unique up to scaling. However, the following lemma shows that under a mild regularity condition on $\psi$, power transformations of $\psi$ and $\ell$ are the only possible sources of non-identifiability.

Lemma 2.4. Suppose that $\ell_{1} \neq \ell_{M}$ and $\ell_{2} \neq \ell_{M}$ are arbitrary d-variate stdfs and $\psi_{1}, \psi_{2}$ are d-monotone Archimedean generators with the property that for $k \in\{1,2\}, 1-\psi_{k}(1 / \cdot) \in \mathcal{R}_{-1 / m_{k}}$, with $m_{k} \geq 1$. Assuming, without loss of generality, that $m_{1} \leq m_{2}, C_{\psi_{1}, \ell_{1}}=C_{\psi_{2}, \ell_{2}}$ holds iff for all $\boldsymbol{x} \in \mathbb{R}_{+}^{d}$,

$$
\ell_{1}\left(x_{1}, \ldots, x_{d}\right)=\ell_{2}^{m_{1} / m_{2}}\left(x_{1}^{m_{2} / m_{1}}, \ldots, x_{d}^{m_{2} / m_{1}}\right)
$$

and there exists $c>0$ such that, for all $t \geq 0, \psi_{1}\left(c t^{m_{1} / m_{2}}\right)=\psi_{2}(t)$.
Lemma 2.4 allows us to formulate the following main result of this section that delineates the conditions under which an Archimax copula model is identifiable assuming that the Archimedean generator belongs to a parametric family. Its proof is a direct consequence of Lemma 2.4.

Proposition 2.1. Consider the class of d-variate Archimax copulas $\mathcal{C}_{\Psi}$ whose stdfs are arbitrary with $\ell \neq \ell_{M}$ and whose Archimedean generators belong to a parametric family $\Psi=\left\{\psi_{\theta}, \theta \in \Theta\right\}$. Assume also that the following conditions hold:
(i) For all $\theta \in \Theta, 1-\psi_{\theta}(1 / \cdot) \in \mathcal{R}_{-1 / m_{\theta}}$, with $m_{\theta} \geq 1$;
(ii) For all $\theta \in \Theta, c>0$ and $\beta>0, \psi_{\theta}\left(c t^{\beta}\right) \in \Psi$ implies that $c=1$ and $\beta=1$.

Then for arbitrary $C_{\psi_{\theta}, \ell}, C_{\psi_{\theta^{*}}, \ell^{*}} \in \mathcal{C}_{\Psi}, C_{\psi_{\theta}, \ell}=C_{\psi_{\theta^{*}}, \ell^{*}}$ holds if and only if $\ell=\ell^{*}$ and $\theta=\theta^{*}$.

Assumption (i) in Proposition 2.1 is Condition 4.1, which is anyway required for the nonparametric estimation of $\ell$ and discussed in detail in Section 4. As shown in [10], (i) holds for all Archimedean families in Tables 1 and 2 therein, that include Table 4.1 in [40]. Assumption (ii) is satisfied by most commonly used one-parameter families of Archimedean generators including the Frank, Clayton, and Ali-Mikhail-Haq models. The only exceptions we could find are Families 4.2.2, 4.2.4 (Gumbel), 4.2.12, and 4.2.18 in [40], and the outer power family $\phi_{1, \beta}$ from Theorem 4.5 .1 therein. The nonidentifiability is not a concern for these models however, because the parameter $\theta$ is then absorbed by the stable tail dependence function using Lemma 2.4 so that the generator $\psi$ of the resulting Archimax model is a fixed function.

## 3 Estimation of the stdf

In this section, we introduce two nonparametric estimators of the stdf $\ell$ of an Archimax copula $C_{\psi, \ell}$ under the assumption that the Archimedean generator $\psi$ is known. Recall that under this assumption, $\ell$ is unique, as explained in Section 2. Recall also that $\ell$ can be uniquely reconstructed from the corresponding Pickands dependence function $A$, and hence it suffices to estimate the latter. To see how to proceed, consider a random vector $\boldsymbol{U}$ distributed as an Archimax copula $C_{\psi, A}$ defined in (2.2). Introduce, for any $\boldsymbol{w}$ in the unit simplex $\Delta_{d}$ defined in (2.1),

$$
\xi(\boldsymbol{w})=\min _{1 \leq j \leq d}\left\{\frac{\phi\left(U_{j}\right)}{w_{j}}\right\}
$$

with the convention when $w_{j}=0$ for some $j=1, \ldots, d$. Then

$$
\operatorname{Pr}\{\xi(\boldsymbol{w})>x\}=C_{\psi, A}\{\psi(x \boldsymbol{w})\}=\psi\{x A(\boldsymbol{w})\}
$$

Note in passing that when $\psi(x)=\exp (-x)$, that is, when $C_{\psi, A}$ is extremevalue, $\xi(\boldsymbol{w})$ is exponential with rate $A(\boldsymbol{w})$. This leads to the Pickands and the Capéraà-Fougères-Genest (CFG) type estimators of $A$ [8, 19, 22, 41, 49].

Now let $Z$ denote a random variable with survival function $\psi$, i.e., for all $x \geq 0, \operatorname{Pr}(Z>x)=\psi(x)$. Then for any $\boldsymbol{w} \in \Delta_{d}, \xi(\boldsymbol{w})$ has the same distribution as $Z / A(\boldsymbol{w})$. One gets in particular that

$$
\begin{equation*}
\mathrm{E}\{\xi(\boldsymbol{w})\}=\frac{\mathrm{E}(Z)}{A(\boldsymbol{w})}, \quad \mathrm{E}[\log \{\xi(\boldsymbol{w})\}]=\mathrm{E}(\log Z)+\log \{A(\boldsymbol{w})\} \tag{3.1}
\end{equation*}
$$

When $\psi$ is known, so are $\mathrm{E}(Z)$ and $\mathrm{E}(\log Z)$. Provided the latter are finite, (3.1) leads to the Pickands and CFG-type estimators of $A$, as explained next.

Let $\boldsymbol{X}_{1}, \boldsymbol{X}_{2}, \ldots, \boldsymbol{X}_{n}$ be a random sample from a $d$-variate distribution $H$ with unknown continuous margins $F_{1}, \ldots, F_{d}$ and an Archimax copula $C_{\psi, A}$ with known $\psi$ and unknown $A$. Because the margins are unknown, a sample of $C_{\psi, A}$ is not available, but as in $[19,23]$ one can base inference on the pseudoobservations given, for all $i \in\{1, \ldots, n\}$ and $j \in\{1, \ldots, d\}$ by

$$
\begin{equation*}
\hat{U}_{i j}=\frac{n F_{n j}\left(X_{i j}\right)}{n+1} \tag{3.2}
\end{equation*}
$$

where $F_{n j}$ is the empirical distribution function of $X_{1 j}, \ldots, X_{n j}$, for any $j \in$ $\{1, \ldots, d\}$. Now define for every $\boldsymbol{w} \in \Delta_{d}$, and $i \in\{1, \ldots, n\}$,

$$
\hat{\xi}_{i}(\boldsymbol{w})=\min _{1 \leq j \leq d} \frac{\phi\left(\hat{U}_{i j}\right)}{w_{j}},
$$

again with the convention that $\phi\left(\hat{U}_{i j}\right) / w_{j}=\infty$ when $w_{j}=0$. However, note that for any $\boldsymbol{w} \in \Delta_{d}, w_{j}>0$ for at least one $j$, so that $\hat{\xi}_{i}(\boldsymbol{w})$ is finite for every $i=1, \ldots, n$. Then, provided that $\mathrm{E}(Z)$ exists, the Pickands-type estimator $A_{n}^{\mathrm{P}}$ is defined, for any $\boldsymbol{w} \in \Delta_{d}$, by

$$
\begin{equation*}
A_{n}^{\mathrm{P}}(\boldsymbol{w})=\frac{n \mathrm{E}(Z)}{\sum_{i=1}^{n} \hat{\xi}_{i}(\boldsymbol{w})} \tag{3.3}
\end{equation*}
$$

Similarly, if $\mathrm{E}(\log Z)$ exists, the CFG-type estimator $A_{n}^{\mathrm{CFG}}$ is defined through

$$
\begin{equation*}
\log A_{n}^{\mathrm{CFG}}(\boldsymbol{w})=\mathrm{E} \log Z-\frac{1}{n} \sum_{i=1}^{n} \log \hat{\xi}_{i}(\boldsymbol{w}) \tag{3.4}
\end{equation*}
$$

When $\psi(x)=\exp (-x)$, one has that $\mathrm{E}(Z)=1$ and $\mathrm{E}(\log Z)=-\gamma$, where $\gamma$ is the Euler-Mascheroni constant, and $A_{n}^{\mathrm{P}}$ and $A_{n}^{\mathrm{CFG}}$ reduce to the rank based Pickands and CFG estimators investigated in [19, 23].

Note that in general, neither $A_{n}^{\mathrm{P}}$ or $A_{n}^{\mathrm{CFG}}$ is a genuine Pickands dependence function. In order to enforce the endpoint constraints $A\left(\boldsymbol{e}_{j}\right)=1$ for $j=1, \ldots, d$, introduce

$$
\hat{\mu}=\frac{1}{n} \sum_{i=1}^{n} \phi\left(\frac{i}{n+1}\right), \quad \hat{\nu}=\frac{1}{n} \sum_{i=1}^{n} \log \phi\left(\frac{i}{n+1}\right)
$$

The endpoint-corrected Pickands and CFG-type estimators now arise by replacing $\mathrm{E}(Z)$ by $\hat{\mu}$ in (3.3) and $\mathrm{E}(\log Z)$ by $\hat{\nu}$ in (3.4), respectively, viz.

$$
\begin{equation*}
A_{n, c}^{\mathrm{P}}(\boldsymbol{w})=\frac{n \hat{\mu}}{\sum_{i=1}^{n} \hat{\xi}_{i}(\boldsymbol{w})}, \quad \log A_{n, c}^{\mathrm{CFG}}(\boldsymbol{w})=\hat{\nu}-\frac{1}{n} \sum_{i=1}^{n} \log \hat{\xi}_{i}(\boldsymbol{w}) . \tag{3.5}
\end{equation*}
$$

These corrected versions avoid the generally cumbersome computation of $\mathrm{E}(Z)$ or $\mathrm{E}(\log Z)$. In addition, the following holds, owing to the fact that $\hat{\mu}=$ $1 / n \sum_{i=1}^{n} \phi\left(\hat{U}_{i j}\right)$ and $\hat{\nu}=1 / n \sum_{i=1}^{n} \log \phi\left(\hat{U}_{i j}\right)$ a.s. for all $j \in\{1, \ldots, d\}$.
Proposition 3.1. For $j=1, \ldots$, d, it holds that $A_{n, c}^{P}\left(\boldsymbol{e}_{j}\right)=1$ and $A_{n, c}^{C F G}\left(\boldsymbol{e}_{j}\right)=$ 1 a.s. Moreover, one also has a.s. that $A_{n, c}^{P}(\boldsymbol{w}) \geq \max _{1 \leq j \leq d} w_{j}$ and $A_{n, c}^{C F G}(\boldsymbol{w}) \geq$ $\max _{1 \leq j \leq d} w_{j}$ for all $\boldsymbol{w} \in \Delta_{d}$.

Note that when $d=2$ and $\psi(x)=\exp (-x), A_{n, c}^{\mathrm{P}}$ is the corrected rank-based Pickands estimator from [19] with end-point correction as in [24].

## 4 Asymptotic behavior

In this section, we investigate the asymptotic behavior of the Pickands and CFGtype estimators defined in the previous section, under the assumption that $\psi$ is known. We first detail the required conditions on $\psi$ and $\ell$ in Section 4.1, and study, in Section 4.2, the limiting behavior of the processes

$$
\begin{equation*}
\mathbb{A}_{n}^{\mathrm{P}}=\sqrt{n}\left(A_{n}^{\mathrm{P}}-A\right) \quad \text { and } \quad \mathbb{A}_{n}^{\mathrm{CFG}}=\sqrt{n}\left(A_{n}^{\mathrm{CFG}}-A\right) \tag{4.1}
\end{equation*}
$$

The main ingredients of the proof are then made explicit in Section 4.3.

### 4.1 Conditions

Conditions on $\psi$ are stated, followed by conditions on $\ell$.

Condition 4.1. For $d \geq 2, \psi$ is a d-monotone Archimedean generator and $1-\psi(1 / x) \in \mathcal{R}_{-1 / m}$ for some $m \geq 1$.

Condition 4.1, which is equivalent to $\phi(1-1 / x) \in \mathcal{R}_{-m}$, is very general and satisfied by virtually all $d$-monotone Archimedean generators [10, 33]. This is because it holds whenever $1 / R$ with $R$ as in (2.3) is in the domain of attraction of the Fréchet $\left(\Phi_{\alpha}\right)$, Gumbel ( $\Lambda$ ) or Weibull $\left(\Psi_{\alpha}\right)$ distributions for some $\alpha>0$, in notation $1 / R \in \mathcal{M}\left(\Phi_{\alpha}\right), 1 / R \in \mathcal{M}(\Lambda)$ or $1 / R \in \mathcal{M}\left(\Psi_{\alpha}\right)$. Moreover, Condition 4.1 with $m=1$ further holds as soon as $\mathrm{E}\left(1 / R^{1+\epsilon}\right)<\infty$ for some $\epsilon>0$, see Proposition 2 in [4].

Condition 4.2. For $d \geq 2, \psi$ is a d-monotone Archimedean generator that satisfies either
(a) $\psi \in \mathcal{R}_{-s}$ for $s>0$;
(b) $\psi \in \mathcal{M}(\Lambda)$;
(c) $\psi^{-1}(0)<\infty$ and $\psi\left\{\psi^{-1}(0)-1 / x\right\} \in \mathcal{R}_{-\alpha-d+1}$ for $\alpha>0$.

Most Archimedean generators indeed satisfy Condition 4.2. As shown in [33], Condition 4.2 (a) holds whenever $R$ in (2.3) is such that $R \in \mathcal{M}\left(\Phi_{s}\right)$ and is further equivalent to $\phi(1 / x) \in \mathcal{R}_{1 / s}$. Furthermore, Condition 4.2 (b) holds whenever $R \in \mathcal{M}(\Lambda)$ and this happens if and only if $\phi(1 / x)$ is $\Pi$-varying as defined, e.g., in [42, Section 0.4.3]. Finally, Condition 4.2 (c) is equivalent to $R \in \mathcal{M}\left(\Psi_{\alpha}\right)$ and further to $\left\{\psi^{-1}(0)-\phi(1 / x)\right\} \in \mathcal{R}_{-1 /(\alpha+d-1)}$.
Condition 4.3. For $d \geq 2$, $\ell$ is a d-variate stdf that is twice continuously differentiable and for which there exists $M>0$ such that for any $i \neq j \in$ $\{1, \ldots, d\}$ and any $\boldsymbol{x} \in(0, \infty)^{d}$,

$$
-\frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \ell\left(x_{1}, \ldots, x_{d}\right) \equiv-\ddot{\ell}_{i j}\left(x_{1}, \ldots, x_{d}\right) \leq M\left(\frac{1}{x_{i}} \wedge \frac{1}{x_{j}}\right) .
$$

Condition 4.3 extends Condition (5.2) in [44] to the case of $d>2$. The following example demonstrates that it is satisfied by the logistic stdf.
Example 4.1. The logistic stdf is given for any $\boldsymbol{x} \in \mathbb{R}_{+}^{d}$ and $\theta \geq 1$ by $\ell_{\theta}\left(x_{1}, \ldots, x_{d}\right)=$ $\left(x_{1}^{\theta}+\ldots+x_{d}^{\theta}\right)^{\frac{1}{\theta}}$. It is easily seen that for any $\boldsymbol{x} \in \mathbb{R}_{+}^{d}$

$$
-\ddot{\ell}_{i j}(\boldsymbol{x})=(\theta-1) x_{i}^{\theta-1} x_{j}^{\theta-1}\left(x_{1}^{\theta}+\ldots+x_{d}^{\theta}\right)^{\frac{1}{\theta}-2} \leq(\theta-1)\left(\frac{1}{x_{i}} \wedge \frac{1}{x_{j}}\right) .
$$

The following Lemma, proved in Section 10.1 of the Appendix, explains that under Conditions 4.1 and 4.2, the Pickands and CFG-type estimators are indeed well-defined and have the same limiting behavior as their end-point corrected versions.

Lemma 4.1. (i) Suppose that $\psi$ is differentiable on $(0, \infty)$ and satisfies either Condition 4.2 (a) with $s>1$, (b) or (c). Then $\mathrm{E}(Z)<\infty$ and $\hat{\mu} \rightarrow \mathrm{E}(Z)$ as $n \rightarrow \infty$.
(ii) Suppose that $\psi$ is differentiable on $(0, \infty)$ and satisfies Conditions 4.1 and 4.2. Then $\mathrm{E}(\log Z)<\infty$ and $\hat{\nu} \rightarrow \mathrm{E}(\log Z)$ as $n \rightarrow \infty$.

### 4.2 Main results

First note that the interior of the unit simplex satisfies

$$
\grave{\Delta}_{d}=\left\{\boldsymbol{w} \in[0,1]^{d}: w_{1}+\ldots+w_{d}=1, w_{(1)}>0\right\}
$$

where $w_{(1)}=\min \left(w_{1}, \ldots, w_{d}\right)$. To simplify notation, write, for any $\boldsymbol{x} \in \mathbb{R}_{+}^{d}$, $\psi(\boldsymbol{x})=\left(\psi\left(x_{1}\right), \ldots, \psi\left(x_{d}\right)\right)$. Furthermore, for any compact subset $\mathcal{K}$ of $\grave{\Delta}_{d}$, let $\mathcal{C}(\mathcal{K})$ denote the space of continuous functions on $\mathcal{K}$ equipped with the supnorm. For a $d$-variate copula $C$, let $\alpha$ be a $C$-Brownian bridge, i.e., a tight, centered Gaussian process with covariance function given, for all $\boldsymbol{u}, \boldsymbol{v} \in[0,1]^{d}$ by $\operatorname{Cov}\{\alpha(\boldsymbol{u}), \alpha(\boldsymbol{v})\}=C(\boldsymbol{u} \wedge \boldsymbol{v})-C(\boldsymbol{u}) C(\boldsymbol{v})$. For any $j \in\{1, \ldots, d\}$ and $\boldsymbol{u} \in$ $[0,1]^{d}$, let also $\dot{C}_{j}(\boldsymbol{u})=\left(\partial / \partial u_{j}\right) C(\boldsymbol{u})$; if the latter derivative does not exist, set $\dot{C}_{j}(\boldsymbol{u})=\lim \sup _{h \rightarrow 0}\left\{C\left(\boldsymbol{u}+h \boldsymbol{e}_{j}\right)-C(\boldsymbol{u})\right\}$. Finally, let $\mathbb{C}$ be the process defined, for any $\boldsymbol{u} \in[0,1]^{d}$, by

$$
\mathbb{C}(\boldsymbol{u})=\alpha(\boldsymbol{u})-\sum_{j=1}^{d} \dot{C}_{j}(\boldsymbol{u}) \alpha\left(\boldsymbol{u}^{(j)}\right)
$$

with $\boldsymbol{u}^{(j)}=\left(1, \ldots, 1, u_{j}, 1, \ldots, 1\right)$. Theorems 4.1 and 4.2 below respectively specify the limiting behavior of the processes $\mathbb{A}_{n}^{C F G}$ and $\mathbb{A}_{n}^{P}$ defined in (4.1). These convergence results require an alpha-mixing sequence of random variables $\boldsymbol{X}_{i}$ with a time-invariant Archimax copula. This allows to forgo independence for a form of asymptotic independence in time.

Definition 4.1. For $-\infty \leq a<b \leq \infty$, let $\mathcal{F}_{a}^{b}$ be the $\sigma$-field generated by the $\boldsymbol{X}_{i}$ with $i \in\{a, a+1, \ldots, b\}$. For $k \geq 1$, define

$$
\alpha^{[\boldsymbol{X}]}(k)=\sup \left\{|\operatorname{Pr}(A \cap B)-\operatorname{Pr}(A) \operatorname{Pr}(B)|: A \in \mathcal{F}_{-\infty}^{i}, B \in \mathcal{F}_{i+k}^{\infty}, i \in \mathbb{Z}\right\}
$$

as the alpha-mixing coefficient of $\left(\boldsymbol{X}_{i}\right)_{i \in \mathbb{Z}}$. The series is called alpha-mixing (or strongly mixing) if $\alpha^{[\boldsymbol{X}]}(k) \rightarrow 0$ as $k \rightarrow \infty$.

Theorem 4.1. Suppose that $\boldsymbol{X}_{1}, \boldsymbol{X}_{2}, \ldots$ is a stationary, alpha-mixing sequence with $\alpha^{[\boldsymbol{X}]}(k)=O\left(a^{k}\right)$, as $k \rightarrow \infty$, for some $a \in(0,1)$. Suppose that the marginals of the stationary distribution are continuous and the corresponding copula $C=C_{\psi, \ell}=C_{\psi, A}$ is Archimax with generator $\psi$ that is $q$-monotone for some $q \geq 3$ and such that $\psi^{\prime \prime}$ exists and is continuous on $(0, \infty)$. Further assume that Conditions 4.1 and 4.3 hold, and that either Condition 4.2 (a) is satisfied or Condition 4.2 (b) is satisfied with the additional requirement that $-\log (\psi)$ is concave on $\left(0, x_{\psi}\right)$. Then for any compact set $\mathcal{K} \subset \stackrel{\Delta}{d}_{d}, \mathbb{A}_{n}^{C F G} \rightsquigarrow \mathbb{A}^{C F G}$ as $n \rightarrow \infty$ in $\mathcal{C}(\mathcal{K})$, where for any $\boldsymbol{w} \in \stackrel{\circ}{\Delta}_{d}$,

$$
\mathbb{A}^{C F G}(\boldsymbol{w})=A(\boldsymbol{w}) \int_{0}^{1} \mathbb{C}[\psi\{-\boldsymbol{w} \log (u)\}] \frac{d u}{u \log u}
$$

Theorem 4.2. Under the hypotheses of Theorem 4.1 and the additional assumption that $s>2$ in case Condition 4.2 (a) holds, one has that, for any compact set $\mathcal{K} \subset \grave{\Delta}_{d}$, $\mathbb{A}_{n}^{P} \rightsquigarrow \mathbb{A}^{P}$ as $n \rightarrow \infty$ in $\mathcal{C}(\mathcal{K})$, where for any $\boldsymbol{w} \in \grave{\Delta}_{d}$,

$$
\mathbb{A}^{P}(\boldsymbol{w})=\frac{-A^{2}(\boldsymbol{w})}{E(Z)} \int_{0}^{1} \mathbb{C}[\psi\{-\boldsymbol{w} \log (u)\}] \frac{d u}{u}
$$

First observe that the conditions of Theorem 4.2 are stronger than those of Theorem 4.1; this is further investigated in Section 9.2 of the Appendix. Also note that the generator given, for all $x \geq 0$, by $\psi(x)=\exp (-x)$ is completely monotone and satisfies Conditions 4.1 and 4.2 (b) and is such that $-\log (\psi)$ is linear. Hence, Theorems 4.1 and 4.2 remain valid in the special case when $C$ is extreme-value. Finally, note that because of Lemma 4.1, the asymptotic behavior for the endpoint corrected versions of the CFG and Pickands-type estimators is the same, as stated below.

Corollary 4.1. Theorems 4.1 and 4.2 also hold when $\mathbb{A}_{n}^{C F G}$ and $\mathbb{A}_{n}^{P}$ are respectively replaced by the processes $\mathbb{A}_{n, c}^{C F G}=\sqrt{n}\left(A_{n, c}^{C F G}-A\right)$ and $\mathbb{A}_{n, c}^{P}=\sqrt{n}\left(A_{n, c}^{P}-A\right)$.

### 4.3 Outline of the proofs of Theorems 4.1 and 4.2

To establish weak convergence of $\mathbb{A}_{n}^{C F G}$ and $\mathbb{A}_{n}^{P}$, the weak convergence of the empirical copula process with respect to weighted metrics established in [6] is used.

The result of [6] requires smoothness assumptions that are recalled as Conditions 9.1 and 9.2 in Section 9 of the Appendix. We start by verifying that the latter indeed hold for Archimax copulas under suitable assumptions on the generator and the stdf, and this is nontrivial. Proposition 4.1 below follows from Propositions 1 and 2 that are stated and proved in Section 9.2 of the Appendix.

Proposition 4.1. Under the hypotheses of Theorem 4.1, Conditions 9.1 and 9.2 are satisfied.

Remark 4.1. Proposition 4.1 also shows that Condition (4.1) in [44] holds for an Archimedean copula $C_{\psi}$ if $\psi$ is $q$-monotone for some $q \geq 3, \psi^{\prime \prime}$ exists and is continuous on $(0, \infty)$, Condition 4.1 holds, and either Condition 4.2 (a) is satisfied or Condition 4.2 (b) is satisfied with the additional requirement that $-\log (\psi)$ is concave.

Following [19], we introduce the processes defined, for any $\boldsymbol{w} \in \Delta_{d}$, by

$$
\begin{aligned}
\mathbb{B}_{n}^{\mathrm{CFG}}(\boldsymbol{w}) & =\sqrt{n}\left\{\log A_{n}^{\mathrm{CFG}}(\boldsymbol{w})-\log A(\boldsymbol{w})\right\} \\
\mathbb{B}_{n}^{\mathrm{P}}(\boldsymbol{w}) & =\sqrt{n}\left\{1 / A_{n}^{\mathrm{P}}(\boldsymbol{w})-1 / A(\boldsymbol{w})\right\} .
\end{aligned}
$$

The following Lemma establishes that these processes are functionals of the empirical copula process defined by $\hat{\mathbb{C}}_{n}(\boldsymbol{u})=\sqrt{n}\left\{\hat{C}_{n}(\boldsymbol{u})-C(\boldsymbol{u})\right\}$ for any $\boldsymbol{u} \in$ $[0,1]^{d}$, where $\hat{C}_{n}(\boldsymbol{u})=1 / n \sum_{i=1}^{n} \prod_{j=1}^{d} \mathbb{1}\left(\hat{U}_{i j} \leq u_{j}\right)$ denotes the empirical copula, in terms of the pseudo-observations $\hat{U}_{i j}$ specified in (3.2).

Lemma 4.2. Fix an arbitrary $\boldsymbol{w} \in \Delta_{d}$. Then, provided $E(\log Z)$ exists,

$$
\mathbb{B}_{n}^{C F G}(\boldsymbol{w})=-\int_{0}^{1} \hat{\mathbb{C}}_{n}[\psi\{-\boldsymbol{w} \log (u)\}] \frac{d u}{u \log u}
$$

Furthermore, provided $E(Z)$ exists,

$$
\mathbb{B}_{n}^{P}(\boldsymbol{w})=\frac{1}{E(Z)} \int_{0}^{1} \hat{\mathbb{C}}_{n}[\psi\{-\boldsymbol{w} \log (u)\}] \frac{d u}{u}
$$

The proof is relegated to Section 10.1 of the Appendix. Recall that the required existence of the expectations $E(\log Z)$ and $E(Z)$ is treated in Lemma 4.1 and is satisfied under the hypotheses of Theorems 4.1 and 4.2 , respectively. Weak convergence of $\mathbb{B}_{n}^{C F G}$ and $\mathbb{B}_{n}^{P}$ is established next. The proof is provided in Sections 10.3 and 10.4 of the Appendix.

Proposition 4.2. Let $\mathcal{K}$ be any compact subset of $\stackrel{\circ}{\Delta}_{d}$.
(a) Under the hypotheses of Theorem 4.1, $\mathbb{B}_{n}^{C F G} \rightsquigarrow \mathbb{B}^{C F G}$ as $n \rightarrow \infty$ in $\mathcal{C}(\mathcal{K})$, where for any $\boldsymbol{w} \in \grave{\Delta}_{d}$,

$$
\mathbb{B}^{C F G}(\boldsymbol{w})=\int_{0}^{1} \mathbb{C}[\psi\{-\boldsymbol{w} \log (u)\}] \frac{d u}{u \log u}
$$

(b) Under the hypotheses of Theorem 4.2, $\mathbb{B}_{n}^{P} \rightsquigarrow \mathbb{B}^{P}$ as $n \rightarrow \infty$ in $\mathcal{C}(\mathcal{K})$, where for any $\boldsymbol{w} \in \stackrel{\circ}{\Delta}_{d}$,

$$
\mathbb{B}^{P}(\boldsymbol{w})=\frac{1}{E(Z)} \int_{0}^{1} \mathbb{C}[\psi\{-\boldsymbol{w} \log (u)\}] \frac{d u}{u}
$$

The validity of Theorem 4.1 now follows directly from Proposition 4.2 (a) and Theorem 3.9.4. of [46], since the map $\eta: \mathcal{C}(\mathcal{K}) \rightarrow \mathcal{C}(\mathcal{K})$ defined by $\eta(f)=\exp (f)$ is Hadamard differentiable. Similarly, Theorem 4.2 is a direct consequence of Proposition 4.2 (b) and Slutsky's Lemma, as for any $\boldsymbol{w} \in \Delta_{d}$,

$$
\mathbb{A}_{n}^{\mathrm{P}}(\boldsymbol{w})=\frac{-A^{2} \mathbb{B}_{n}^{\mathrm{P}}(\boldsymbol{w})}{1+n^{-1 / 2} A(\boldsymbol{w}) \mathbb{B}_{n}^{\mathrm{P}}(\boldsymbol{w})}
$$

Remark 4.2. Theorems 4.1 and 4.2 can in fact be shown to hold for any compact $\mathcal{K}$ subset of $\dot{\Delta}_{d}=\left\{\boldsymbol{w} \in[0,1]^{d}: w_{1}+\ldots+w_{d}=1, w_{(d)}<1\right\}$, where $w_{(d)}=\max \left(w_{1}, \ldots, w_{d}\right)$. Such sets allow for several components $w_{j}$ of $\boldsymbol{w}$ to be equal to zero. In that case, Proposition 4.2 can be proved as follows. Let $\mathcal{K}$ be any compact subset of $\dot{\Delta}_{d}$. For any $\boldsymbol{w} \in \mathcal{K}$, let $\boldsymbol{w}^{\star}=\left\{w_{j}: w_{j}>0, j=1, \ldots, d\right\}$. Thus $\boldsymbol{w}^{\star}$ is a $d^{\star}$-dimensional vector, with $d^{\star} \leq d$, and

$$
\mathbb{B}_{n}^{C F G}(\boldsymbol{w})=-\int_{0}^{\infty} \hat{\mathbb{C}}_{n}^{\star}\left\{\psi\left(\boldsymbol{w}^{\star} x\right)\right\} \frac{d x}{x}, \quad \mathbb{B}_{n}^{P}(\boldsymbol{w})=\frac{1}{E(Z)} \int_{0}^{\infty} \hat{\mathbb{C}}_{n}^{\star}\left\{\psi\left(\boldsymbol{w}^{\star} x\right)\right\} d x
$$

where $\hat{\mathbb{C}}_{n}^{\star}=\sqrt{n}\left(\hat{C}_{n}^{\star}-C^{\star}\right)$. Note that $C^{\star}=C_{\psi, \ell^{\star}}$ has the same Archimedean generator $\psi$ as $C$, and the marginal stdf $\ell^{\star}$ defined as the original $\ell$ with zero arguments corresponding to the zeros of $\boldsymbol{w}$. It is then possible to find a $K \in$ $\mathbb{N}$ such that $\mathcal{K} \subset B_{1 / K}=\left\{\boldsymbol{w} \in[0,1]^{d}: w_{1}+\ldots+w_{d}=1, w_{(1)}^{\star} \geq 1 / K\right\}$, where $w_{(1)}^{\star}=\min \left\{w_{j}: w_{j}>0\right\}$. The rest of the proof is identical to that of Proposition 4.2. Extending the weak convergence to the entire unit simplex $\Delta_{d}$ would require a different approach, and it remains to be seen whether such an extension is possible at all.

## 5 Simulation Study

We investigate the performance of the endpoint-corrected estimators defined in (3.5) through simulations using $R$ package simsalapar [26]. The design is as follows: (i) dimension $d \in\{2,4,10\}$; (ii) sample size $n \in\{200,500,1000\}$; (iii) Archimedean generator from the Clayton, Gumbel, Frank and Joe families [40]; (iv) Pickands dependence functions from the following families: Logistic (LG), scaled negative extremal Dirichlet (NSD) of [4], and the discrete spectral measure (DSM) of [15].

The parameters of the Archimedean generator and the Pickands dependence function were chosen as to cover various scenarios in terms of association, lower/upper tail dependence, and asymmetry. We also intentionally challenge Conditions 4.1-4.3 to explore the robustness of the convergence results. For the sake of brevity, we present the main conclusions of this simulation study and provide representative illustrations; the complete results are available in Section 11 of the Appendix. To evaluate the performance of the estimators, the integrated squared error (ISE) and integrated relative absolute error (IRAE) defined below were used.

$$
\begin{align*}
\operatorname{ISE}\left(A_{n}\right) & =\frac{1}{\left|\Delta_{d}\right|} \int_{\Delta_{d}}\left\{A_{n}(\boldsymbol{w})-A(\boldsymbol{w})\right\}^{2} d \boldsymbol{w}  \tag{5.1}\\
\operatorname{IRAE}\left(A_{n}\right) & =\frac{1}{\left|\Delta_{d}\right|} \int_{\Delta_{d}} \frac{\left|A_{n}(\boldsymbol{w})-A(\boldsymbol{w})\right|}{A(\boldsymbol{w})} d \boldsymbol{w}
\end{align*}
$$

ISE and IRAE were computed using Monte-Carlo integration with 10000 uniformly distributed samples on $\Delta_{d}$. For each scenario, 1000 Monte-Carlo replicates were deemed sufficient to capture the behavior of ISE and IRAE.

### 5.1 Comparisons between the Pickands and the CFG-type estimators

We first compared the Pickands and the CFG-type estimators in various scenarios; the results are reported in Tables D1-D6 in the Appendix. Figure 1 is representative of the overall pattern, namely that the CFG-type estimator performs better on average both in terms of ISE and IRAE. This is in accordance with the findings of [19], who reported that the CFG estimator is generally more


Figure 1: Boxplots of $\operatorname{IRAE}\left(A_{n, c}\right)$ (left) and $\operatorname{ISE}\left(A_{n, c}\right)$ (right) for the Pickands (green) and CFG (orange) type estimators for $n=200, d=4$, various Archimedean generators with $\tau(\psi)=1 / 5$ and the NSD Pickands dependence function with parameters $\boldsymbol{\alpha}=(1,2,3,4), \rho=0.59$.




Figure 2: Boxplots of IRAE for the Pickands (green) and CFG (orange) estimators for $n=200, d=4$, and the Clayton generator $\psi$ with $\theta=1 / s$ for various values of $s$ (left), the Joe generator for various values of $\theta=m$ (middle) and Frank for various values of $\tau(\psi)=1-(4 / \theta)\left\{1-D_{1}(\theta)\right\}$ (right), where $D_{1}$ denotes the Debye function. The Pickands dependence function is NSD with parameters $\boldsymbol{\alpha}=(1,2,3,4), \rho=0.59$.
efficient than the Pickands estimator in the bivariate case. Also apparent from Figure 1 is that IRAE is more revealing than ISE, which is why we concentrate on the former henceforth.

Given that the behavior of $\psi$ at 0 and $\infty$ played a key role in the conditions of Theorems 4.1 and 4.2, we next investigate the impact of the index of regular variation of $\psi$ and $1-\psi(1 / \cdot)$. Figure 2 shows the performance of the estimators for the NSD Pickands dependence function with parameters $\boldsymbol{\alpha}=(1,2,3,4)$, $\rho=0.59$. In the left panel, the generator is Clayton with parameter $\theta$; the latter satisfies Condition 4.2 (a) with $s=1 / \theta$. This plot reveals that decreasing $s$ has a detrimental effect on $A_{n, c}^{\mathrm{P}}$ while $A_{n, c}^{\mathrm{CFG}}$ is hardly affected. When $s \leq 2$, conditions of Theorem 4.2 are no longer met; it is therefore not surprising that the behavior of $A_{n, c}^{\mathrm{P}}$ deteriorates quickly as $s \rightarrow 0$. The middle panel of Figure 2 explores the effect of $m$ when the generator is Joe, which satisfies Condition
4.1 with $\theta=m$. One can again see that $A_{n, c}^{\mathrm{P}}$ performs worse than $A_{n, c}^{\mathrm{CFG}}$, but this time, increasing $m$ has a negative effect on both estimators. Finally, the right panel of Figure 2 shows the effect of dependence of the Archimedean copula $C_{\psi}$ with generator $\psi$ measured by $\tau(\psi)$, Kendall's tau of the bivariate Archimedean copula with generator $\psi$, for the Frank generator. In this case, $m=1$, and increasing $\tau(\psi)$ negatively affects both estimators, although $A_{n, c}^{\mathrm{CFG}}$ is less sensitive.

### 5.2 The effect of the sample size, dimension, and dependence

Given that the CFG-type estimator performed consistently better than $A_{n, c}^{\mathrm{P}}$, we concentrate on the former hereafter and explore the effect of sample size, dimension and dependence. We choose the Pickands dependence function $A$ to be either LG with parameter $\varrho=1 / 2$ (all dimensions) or NSD with parameters $\boldsymbol{\alpha}=(1,2), \rho=0.59$ (for $d=2$ ), $\boldsymbol{\alpha}=(1,2,3,4), \rho=0.59$ (for $d=4$ ) and $\boldsymbol{\alpha}=(1,1,1,1,2,2,2,3,3,4), \rho=0.69$ (for $d=10$ ). These parameters are chosen so that the average of pairwise Kendall's taus (also called the coefficient of agreement [31]) of the corresponding $d$-variate extreme-value copula $C_{A}$ is $1 / 2$. The Archimedean generator is chosen to be Gumbel with $\theta=5 / 3$, which corresponds to Kendall's tau of $2 / 5$ of the corresponding bivariate Archimedean copula $C_{\psi}$. The left panel in Figure 3 shows the IRAE for various sample sizes when $d=4$. It is clear that the performance of the estimator improves with sample size, but also that it depends on the Pickands dependence function; the CFG-type estimator performs worse when $A$ is LG. Other dimensions and Archimedean generators led to the same conclusions. It is worth noting that the asymmetric Pickands dependence function NSD does not lead to better or worse results overall.

The right panel of Figure 3 shows the effect of dimension. Unsurprisingly, the performance of the CFG-type estimator deteriorates with $d$. The choice of $A$ has an effect; the latter is most pronounced when $d=4$, although this may be merely due to the choice of parameters. Again, the same pattern was observed for other sample sizes and Archimedean generators. We also tried the DSM Pickands dependence function, which does not satisfy Condition 4.3, because it is not differentiable everywhere. The performance of the CFG-type estimator remained essentially unaffected by this choice of $A$; viz. Tables D7-D9 in the Appendix. This is comforting, because Condition 4.3 is virtually impossible to verify from data.

Our next aim was to study the effect of dependence. We restricted ourselves to the LG Pickands dependence function; in that case, $C_{\psi, A}$ is exchangeable and measuring dependence can be reduced to the bivariate setting. The first study we conducted focused on Kendall's tau. For a bivariate Archimax copula $C_{\psi, A}$, let $\tau_{\psi, A}$ denote its Kendall's tau $\tau\left(C_{\psi, A}\right)$; let also $\tau(A)=\tau\left(C_{A}\right)$ and $\tau(\psi)=\tau\left(C_{\psi}\right)$ denote Kendall's tau of the corresponding bivariate extreme-


Figure 3: Boxplots of IRAE of $A_{n, c}^{\mathrm{CFG}}$ when $d=4$ and $n \in\{200,500,1000\}$ (left), and when $d \in\{2,4,10\}$ and $n=200$ (right). The Pickands dependence functions are LG (red) and NSD (blue) with coefficient of agreement $1 / 2$; the Archimedean generator is Gumbel with $\theta=5 / 3$.


Figure 4: Boxplots of IRAE of $A_{n, c}^{\mathrm{CFG}}$ when $n=200, d=10$ and the Pickands dependence function is LG for all panels. The Archimedean generators are Frank (left), Joe (middle) and Clayton (right). In the right panel, $\eta_{L}(A)=$ $1 /\{2 A(1 / 2)\}=2^{-1 / \rho}$ is the lower tail dependence index of [34].
value and Archimedean copula, respectively. From [8],

$$
\begin{equation*}
\tau_{\psi, A}=\tau(\psi)+\tau(A)-\tau(\psi) \tau(A) \tag{5.2}
\end{equation*}
$$

The left panel in Figure 4 shows the IRAE of the CFG-type estimator for various values of $\tau_{\psi, A}$ and $\tau(A)$ when $n=200$ and $d=10$. The observed trend is that for a fixed $\tau_{\psi, A}$, an increase in $\tau(A)$, which implies a decrease in $\tau(\psi)$, results in lower IRAE. There is also a performance gain as $\tau_{\psi, A}$ increases. Conclusions for other Archimedean generators, dimensions and sample sizes are the same; viz. Tables D10-D12 in the Appendix.

The second study focused on the effect of upper tail dependence as measured by the upper tail dependence coefficient $\lambda_{U}$ of [29]. For a bivariate Archimax copula $C_{\psi, A}$ whose generator $\psi$ satisfies Condition 4.1,

$$
\lambda_{U}\left(C_{\psi, A}\right)=2-\{2 A(1 / 2)\}^{\frac{1}{m}}
$$

In the middle panel of Figure 4 the Pickands dependence function is again LG with parameter $\varrho$, so that $A(1 / 2)=2^{1 / \varrho-1}$, and the Archimedean generator is

Joe with parameter $\theta=m$. Consequently, various values of $\lambda_{U}\left(C_{\psi, A}\right)$ can be obtained by varying $\varrho$ and $\theta$. There is a noticeable decrease in IRAE when the contribution of $A$ to $\lambda_{U}\left(C_{\psi, A}\right)$ increases, and a slight increase in error for a fixed $\theta$ when $\lambda_{U}\left(C_{\psi, A}\right)$ increases. The same pattern was observed for other choices of $n$ and $d$; viz. Table D13 in the Appendix.

The last study focused on the effect of lower tail dependence as measured by the lower tail dependence coefficient $\lambda_{L}$ of [29]. For a bivariate Archimax copula $C_{\psi, A}$ whose generator $\psi$ satisfies Condition 4.2 (a),

$$
\lambda_{L}\left(C_{\psi, A}\right)=\{2 A(1 / 2)\}^{-s}
$$

Again, we considered the LG Pickands dependence function. As the Archimedean generator we choose the Clayton generator, which is such that $s=$ $1 / \theta$. The right panel of Figure 4 shows that the effects of lower and upper tail dependence are similar: an increase in the contribution of $A$ to $\lambda_{L}$ leads to lower IRAE. There is also a slight decrease in performance when $\theta$ is fixed and $\lambda_{L}\left(C_{\psi}, A\right)$ increases. The same pattern was observed for other choices of $n$ and $d$; viz. Table D14 in the Appendix.

## 6 Estimation of the distortion function

Sections 3 to 5 focused on the nonparametric estimation of the stdf under the assumption that the distortion parameter $\psi$ is known. Before these estimators can be used however, $\psi$ needs to be estimated without the knowledge of $\ell$. To do so, assume that $\psi \in \Psi=\left\{\psi_{\theta}, \theta \in \Theta\right\}$. Recall that under the assumptions of Proposition 2.1, $\theta$ and $\ell$ are then identifiable. In this section, we propose a simple moment-based procedure for the most common scenario where $\Theta \subseteq \mathbb{R}$.

First consider an arbitrary bivariate copula $C$ and a pair $\left(U_{1}, U_{2}\right) \sim C$. The distribution function $K_{C}$ of the random variable $W_{C}=C\left(U_{1}, U_{2}\right)$ is called the Kendall distribution [40]. If $C=C_{\psi, A}$ is Archimax, it is known from (13) in [9] that for any $w \in[0,1], K_{C_{\psi, A}}(w)=K_{C_{\psi}}(w)+\phi(w) / \phi^{\prime}(w) \tau(A)$, where $\tau(A)$ is Kendall's tau of $C_{A}$. From this it is easily seen that for any $k \in \mathbb{N}$, the $k$-th moment of $W_{C_{\psi, A}}$ satisfies

$$
\begin{equation*}
m_{k}=\mathrm{E}\left(W_{C_{\psi, A}}^{k}\right)=\frac{\tau(A)}{k+1}+\{1-\tau(A)\} \mathrm{E}\left(W_{C_{\psi}}^{k}\right) \tag{6.1}
\end{equation*}
$$

Equations (6.1) for $k=1$ and $k=2$ then lead to the following identity:

$$
\begin{equation*}
\frac{1-2 \mathrm{E}\left(W_{C_{\psi}}\right)}{1-3 \mathrm{E}\left(W_{C_{\psi}}^{2}\right)}=\frac{1-2 m_{1}}{1-3 m_{2}} \tag{6.2}
\end{equation*}
$$

The left-hand side depends only on the Archimedean generator and is thus a function of $\theta$, say $f$. Assuming that $\psi$ is twice differentiable, Theorem 4.3.4 in [40] and partial integration yield that for any $\theta \in \Theta$,

$$
\begin{equation*}
f(\theta)=\frac{1-2 \mathrm{E}\left(W_{C_{\psi_{\theta}}}\right)}{1-3 \mathrm{E}\left(W_{C_{\psi_{\theta}}}^{2}\right)}=\frac{\int_{0}^{x_{\psi_{\theta}}} x\left\{\psi_{\theta}^{(1)}(x)\right\}^{2} d x}{3 \int_{0}^{x_{\psi_{\theta}}} x \psi_{\theta}(x)\left\{\psi_{\theta}^{(1)}(x)\right\}^{2} d x} . \tag{6.3}
\end{equation*}
$$

The following example provides explicit expressions for $f$ for three families of generators; in each case, $f$ is strictly monotone in $\theta$.

Example 6.1. For the Clayton generator given, for any $x \geq 0$, by $\psi_{\theta}(x)=$ $(1+\theta x)_{+}^{-1 / \theta}$ where $\theta \geq-1$ and by $\exp (-x)$ when $\theta=0, E\left(W_{\psi_{\theta}}^{k}\right)=(\theta+$ $1) /\{(k+1)(\theta+k+1)\}$ for any integer $k \geq 1$. Consequently,

$$
f(\theta)=\frac{\theta+3}{2(\theta+2)} .
$$

Next, consider the Genest-Ghoudi family [17] whose generator is given, for any $x \in[0,1]$, by $\psi_{\theta}(x)=\left(1-x^{\theta}\right)^{1 / \theta}$ for $\theta \in(0,1]$. Here, $E\left(W_{\psi_{\theta}}^{k}\right)=(1-$ $\theta) /(k+1-\theta)$, for any integer $k \geq 1$. Hence, for any $\theta \in(0,1]$,

$$
f(\theta)=\frac{3-\theta}{4-2 \theta} .
$$

Finally, for the bivariate Frank family with parameter $\theta \in \mathbb{R}$, the generator is given, for any $x \geq 0$, by $\psi_{\theta}(x)=-(1 / \theta) \ln \left\{1+e^{-x}\left(e^{-\theta}-1\right)\right\}$. For $j \in \mathbb{N}$, let $D_{j}(\theta)=\left(j / \theta^{j}\right) \int_{0}^{\theta}\left(t^{j}\right) /\left(e^{t}-1\right) d t$ denote the Debye function [1, Chapter 27]. Here, (6.3) yields after some algebra that for any $\theta \in \mathbb{R}$,

$$
f(\theta)=\frac{4 \theta-4 \theta D_{1}(\theta)}{3\left\{2 \theta-\theta D_{2}(\theta)+4 D_{1}(\theta)-4\right\}} .
$$

If $f$ is one-to-one, as was the case in Example 6.1, (6.2) can be used to construct an estimator of $\theta$. Following [5], define $I_{i j}=\mathbb{1}\left(X_{i} \leq X_{j}, Y_{i} \leq Y_{j}\right)$ for all $i, j \in\{1, \ldots, n\}$ and set

$$
\hat{m}_{1}=\frac{1}{n(n-1)} \sum_{i \neq j} I_{i j}, \quad \hat{m}_{2}=\frac{1}{n(n-1)(n-2)} \sum_{i \neq j \neq k} I_{i j} I_{k j}
$$

As $\hat{m}_{1}$ and $\hat{m}_{2}$ are $U$-statistics with square integrable kernels, the results of [5] imply that $\sqrt{n}\left\{\left(\hat{m}_{1}, \hat{m}_{2}\right)-\left(\mathrm{E}\left(W_{C}\right), \mathrm{E}\left(W_{C}^{2}\right)\right)\right\} \rightsquigarrow \mathcal{N}(\mathbf{0}, \Sigma)$ as $n \rightarrow \infty$; the entries of $\Sigma$ are given in Proposition 2 therein.

Next, provided $f$ has an inverse $f^{\leftarrow}$, define $h: \mathbb{R}^{2} \rightarrow \mathbb{R}$ by

$$
h\left(m_{1}, m_{2}\right)=f^{\leftarrow}\left(\frac{1-2 m_{1}}{1-3 m_{2}}\right)
$$

and set $\hat{\theta}=h\left(\hat{m}_{1}, \hat{m}_{2}\right)$. Assuming $h$ has continuous partial derivatives that are non-zero at $\left(m_{1}, m_{2}\right)$ and using the delta method, one gets that $\sqrt{n}(\hat{\theta}-\theta) \rightsquigarrow$ $\mathcal{N}\left(0, J_{h}\left(m_{1}, m_{2}\right) \Sigma J_{h}\left(m_{1}, m_{2}\right)^{T}\right)$, where $J_{h}$ is the $2 \times 1$ Jacobian matrix of $h$. Consistent plug-in estimators of the entries of $\Sigma$ are provided in [5]. For small $n$, the calculations of [5] can also be used to compute and estimate the finite sample variance-covariance matrix of ( $\hat{m}_{1}, \hat{m}_{2}$ ).

Example 6.2. For the Clayton family, $\hat{\theta}=S_{n} / R_{n}$, where

$$
\begin{equation*}
S_{n}=8 \hat{m}_{1}-9 \hat{m}_{2}-1, \quad R_{n}=1-4 \hat{m}_{1}+3 \hat{m}_{2} . \tag{6.4}
\end{equation*}
$$

Letting $S=8 m_{1}-9 m_{2}-1$ and $R=1-4 m_{1}+3 m_{2}$,

$$
\sqrt{n}(\hat{\theta}-\theta)=\sqrt{n}\left\{h\left(\hat{m}_{1}, \hat{m}_{2}\right)-h\left(m_{1}, m_{2}\right)\right\} \rightsquigarrow \mathcal{N}\left(0, \sigma^{2}\right)
$$

with the asymptotic variance

$$
\begin{align*}
\sigma^{2}= & \frac{1}{R^{4}}\left\{R^{2}\left(64 \Sigma_{11}+81 \Sigma_{22}-144 \Sigma_{12}\right)\right. \\
& \left.+S^{2}\left(16 \Sigma_{11}+9 \Sigma_{22}-24 \Sigma_{12}\right)-2 R S\left(32 \Sigma_{11}-27 \Sigma_{22}+50 \Sigma_{12}\right)\right\} \tag{6.5}
\end{align*}
$$

Note that the numerator $S_{n}$ in (6.4) is the quantity on which the test for bivariate extreme-value dependence of [21] is based. These authors showed that when $C$ is extreme-value, $8 E\left(W_{C}\right)-9 E\left(W_{C}^{2}\right)-1=0$. When $\theta=0$, the Clayton generator simplifies to $\psi(t)=e^{-t}$ and $C_{\psi, A}=C_{A}$ is extreme-value.

For the Genest-Ghoudi family, $\hat{\theta}=-S_{n} / R_{n}$, where $S_{n}$ and $R_{n}$ are as in (6.4). Hence $\sqrt{n}(\hat{\theta}-\theta) \rightsquigarrow \mathcal{N}\left(0, \sigma^{2}\right)$, where $\sigma^{2}$ is given by (6.5).

For the bivariate Frank family, the function $f$ is one-to-one but its inverse is not explicit. Therefore, both the estimator and the asymptotic variance are not explicit either. An estimate of $\theta$ can be obtained numerically and its asymptotic variance can be studied via resampling.

In the multivariate case, a generalization of (6.1) does not seem possible. We thus propose to use $\hat{\theta}=[2 /\{d(d-1)\}] \sum_{j<k} \hat{\theta}_{j k}$, where $\hat{\theta}_{j k}$ is the above moment-based estimator of $\theta$ based on the bivariate sample $\left(X_{1 j}, X_{1 k}\right), \ldots$, $\left(X_{n j}, X_{n k}\right)$. A heuristic approach for checking whether averaging the pairwise estimates is reasonable is presented in the following section.

## 7 Data application

In this section, the practical usefulness of the proposed estimation procedure for Archimax copula models is illustrated in the context of flood monitoring. The data is a trivariate sample of daily precipitation amounts in French Brittany from 1976 to 2016 provided by Météo France. To avoid seasonality, the series is restricted to September to February, during which most extreme events occur. The position of the three stations Belle-Ille, Groix, and Lorient is shown in the left panel of Figure 5.

To remove time dependence, and since our primary focus is on extreme precipitation, we considered monthly maxima at each station, totalling $240 \mathrm{ob}-$ servations. Blocking the data by months also eliminates ties; in particular, it avoids the large number of zeros in the sample of daily maxima. This series shows no departures from stationarity; the Ljung and Box-Pierce tests do not reject the hypothesis of temporal independence except at Groix, where there is
slight evidence of dependence at lags 1 and 2. As the asymptotic results hold for alpha-mixing sequences, time dependence is allowed.

The pairs of the normalized component-wise ranks of monthly maxima are displayed in the right panel of Figure 5. These plots show strong correlation between Lorient and Groix, which is not surprising given their geographical proximity. Also apparent is asymmetry between Belle-Île on the one hand and both Lorient and Groix on the other, in the sense that large precipitation amounts at Groix correspond to large precipitation amounts at Belle-Île, but not necessarily vice versa, and similarly for Lorient.

Because the data at hand are monthly maxima, one might first think of fitting an extreme-value copula model. However the test of [32] clearly rejects the hypothesis of extreme-value dependence ( p -val. $\approx 5 \times 10^{-5}$ ). This may be explained by the presence of lower-tail dependence, which manifests itself by the clumping of points in the bottom-left corner of the rankplots in the right panel of Figure 5. The empirical estimates of the tail probabilities plotted against $q$ in the bottom row of Figure 6 also indicate that all pairwise lower tail dependence coefficients are likely greater than 0 . This phenomenon is not present in multivariate extreme-value distributions, whose all pairwise lower tail dependence coefficients are equal to 0 . Archimax copula models advocated in this paper may on the other hand capture lower-tail as well as extremal dependence. The Clayton-Archimax model may be particularly well suited. The latter assumes continuous marginals and an Archimax copula of the form $C_{\psi_{\theta}, A}$, where $A$ is an arbitrary Pickands dependence function and $\psi_{\theta}$ is the Clayton generator given for all $t \geq 0$ by $\psi_{\theta}(t)=(1+\theta t)^{-1 / \theta}$, where $\theta \in[-1 /(d-1), \infty)$ is an unknown parameter. Because $\psi_{\theta}$ for any $\theta>0$ satisfies Condition 4.2 (a) with $s=1 / \theta$, the lower tail dependence coefficient equals $\{2 A(1 / 2)\}^{-1 / \theta}$. Furthermore, Condition 4.1 holds with $m=1$, so that $C_{\psi_{\theta}, A}$ is in the domain


Figure 5: Satellite map of French Brittany, showing the sites Belle-Île, Groix, and Lorient (left). Rankplots of monthly maximum precipitation for the months of September to February, from 1976 to 2016 (right).

|  | $\hat{\theta}$ | $90 \%$ C.I. | $\tau\left(C_{\hat{\psi}, \hat{A}}\right)$ | $\tau_{n}$ |
| ---: | :---: | :---: | :---: | :---: |
| Belle-Île \& Groix | 1.58 | $(0.77,2.39)$ | 0.54 | 0.56 |
| Belle-Île \& Lorient | 1.08 | $(0.49,1.67)$ | 0.51 | 0.52 |
| Groix \& Lorient | 1.27 | $(0.54,1.99)$ | 0.64 | 0.67 |

Table 1: Pairwise estimates $\hat{\theta}$ along with $90 \%$ asymptotic confidence intervals in the Clayton-Archimax model, model-based estimates $\tau\left(C_{\hat{\psi}, \hat{A}}\right)$ of pairwise Kendall's tau in the Clayton-Archimax model, and empirical estimates $\tau_{n}$ of pairwise Kendall's tau.
of attraction of the extreme-value copula $C_{A}$. The Clayton-Archimax model is fitted to the data in Section 7.1; comparisons with other estimators of the limiting $A$ are considered in Section 7.2.

### 7.1 Fitting the Clayton-Archimax model

We begin by estimating the Clayton distortion using the moment-based method presented in Section 6. The pairwise estimates of $\theta$ are given in Table 1, along with $90 \%$ confidence intervals. Because these intervals overlap, there is no evidence against a trivariate Clayton-Archimax model with a common value of $\theta$. The latter is estimated by the average of the pairwise estimates to be $\hat{\theta}=1.31$.

The next step consists of estimating $A$. We use the CFG-type estimator $A_{n, c}^{\mathrm{CFG}}$ given in (3.5) with $\psi$ replaced by $\psi_{\hat{\theta}}$. The Pickands-type estimator is not well suited here, because for the estimated value of $\theta, s \approx 0.76<2$, so that the requirements of Theorem 4.2 are likely violated. On the other hand, assuming that Condition 4.3 holds, the hypotheses of Theorem 4.1 are fulfilled. However, the latter theorem is only the first step in the assessment of the limiting behaviour of $A_{n, c}^{\mathrm{CFG}}$ because the Archimedean generator is estimated parametrically rather than treated as known. To establish the limiting behavior of $\mathbb{A}_{n}^{C F G}$ under this more general setup seems very complex however. Instead, we run a pilot simulation which is detailed in Section 7.2 and the results of which are shown in Figure 8. The boxplots $\mathrm{AXC}(1)$ and $\mathrm{AXC}(2)$ summarize the IRAE when $\psi$ is known and estimated parametrically, respectively. Unsurprisingly, parameter uncertainty increases the variability of the estimator; this is also confirmed by our preliminary calculations which show that the limiting process of $\mathbb{A}_{n}^{C F G}$ will have an additional term involving the asymptotic distribution of $\hat{\theta}$. Nonetheless, we conjecture that $\mathbb{A}_{n}^{C F G}$ converges to a centered Gaussian process as $n \rightarrow \infty$.

A contour plot of $A_{n, c}^{\mathrm{CFG}}$ is shown in the left panel of Figure 7. The contour levels of $A_{n, c}^{\mathrm{CFG}}$ show a clear global asymmetry, but axial symmetry with respect to Belle-Île. This pattern corroborates what was seen on the rankplots in Figure 5. This asymmetry may be explained by the fact that Belle-Ille is located far off shore. This can lead to strong localized rainfall which does not affect the stations at Groix and Lorient. Although Groix is also an island, it
lies much closer to the coast, and is hence not affected by the localized rainfall phenomenon. Furthermore, it can also be seen from pressure maps and radar images that heavy rainfall at Groix and Lorient is mainly due to large-scale weather systems that affect Belle-Île as well.

Finally, we check the fit of the Clayton-Archimax model. Because $A_{n, c}^{\mathrm{CFG}}$ is nonparametric, no existing formal goodness-of-fit test for copula models can be used. However, the contours of the fitted trivariate Clayton-Archimax copula seem fairly close to the empirical copula, as evidenced by the bottom panel of Figure 6. We also compared various sample dependence measures to their model estimates. To assess the fit in the tails, we consider each pair of stations $j \neq k$, say. Following [12], we plot the empirical estimates of

$$
\begin{aligned}
& \chi_{U}(q)=2-\frac{\log \operatorname{Pr}\left\{F_{j}\left(X_{j}\right)<q, F_{k}\left(X_{k}\right)<q\right\}}{\log (q)} \\
& \chi_{L}(q)=2-\frac{\log \operatorname{Pr}\left\{F_{j}\left(X_{j}\right)>1-q, F_{k}\left(X_{k}\right)>1-q\right\}}{\log (q)}
\end{aligned}
$$

against $q$ together with the model-based estimates of the lower and upper tail dependence coefficients $\lambda_{L}$ and $\lambda_{U}$ for that pair, respectively. To compute the latter, we use that in a bivariate Clayton-Archimax model,

$$
\lambda_{L}=\lim _{q \rightarrow 1} \chi_{L}(q)=\{2 A(1 / 2)\}^{-1 / \theta}, \quad \lambda_{U}=\lim _{q \rightarrow 1} \chi_{U}(q)=2-2 A(1 / 2)
$$

The top two panels of Figure 6 show that the model-based estimates approximate the empirical probabilities quite nicely when $q \rightarrow 1$, which indicates a good fit in the tails. The contour plots of the empirical copula and the fitted ClaytonArchimax model displayed in the bottom panel of the same Figure match nicely as well. Finally, we compared empirical estimates of pairwise Kendall's tau with model-based estimates. To compute the latter, we used (5.2) with $\tau_{\psi}=\theta /(\theta+2)$ and $\tau(A)=\int_{0}^{1}[\{t(1-t)\} / A(t)] d A^{\prime}(t)$, and approximated the integral in the expression for $\tau(A)$ with finite differences. Table 1 shows that the empirical and model-based estimates are very close. Overall, the fit of the Clayton-Archimax model seems adequate, and allows to model the dependence in this trivariate precipitation dataset, not only in extremes, but also in a medium size regime.

### 7.2 Comparison with other estimators of $A$

If the objective is to specifically assess the joint risk of extreme precipitation, then the estimation of the Pickands dependence function $A$ of the extremevalue attractor of the distribution of the monthly maxima at the three stations is of interest. Because the Clayton-Archimax copula $C_{\psi, A}$ is in the domain of attraction of $C_{A}$, the estimator $A_{n, c}^{\mathrm{CFG}}$ calculated in the preceding section is also an estimate of the limiting Pickands dependence function. As such, it can be compared to other nonparametric estimators considered in the literature.

The first idea would be to block the data by seasons and consider the maxima over the period from September to February. This reduces the sample size to


Figure 6: Empirical estimates of $\chi_{U}(q)(t o p)$ and $\chi_{L}(q)$ (middle) plotted against $q$ (Quantile) along with $95 \%$ confidence bands (black). The red lines indicate the model-based estimates of $\lambda_{U}$ (top) and $\lambda_{L}$ (middle). Contour plots (bottom) of the empirical copula (black dashed) and the fitted Clayton-Archimax copula (red). The plots correspond to Belle-Île \& Groix (left), Belle-Île \& Lorient (middle), and Groix \& Lorient (right).
$n=40$, but the hypothesis of extreme-value dependence is no longer rejected by the test of [32] (p-val. $\approx 0.43$ ). Consequently, the multivariate rank-based CFG estimator of [23] can be used. Another option would be to use nonparametric estimators of $A$ that only assume that the underlying copula is in the domain of attraction of $C_{A}$. We consider the FHM and EKS estimators of [16] and [13], respectively. More precisely, the FHM estimator is denoted as $\circ_{\text {agg }}$ in [16, Section 5.1], built from equation (15) therein, and its tuning parameters are $\kappa_{n}=239, a=0.8, r=0.8, k_{\rho}=237$. The bias-corrected EKS estimator is denoted $\bar{\ell}_{n, k, k_{1}}$ and its parameters were set to the default choices from the R package tailDepFun.





Figure 7: AXC: CFG-type estimator $A_{n, c}^{\mathrm{CFG}}$ based on monthly maxima and the Clayton-Archimax model. CFG: Rank-based CFG estimator of [22] based on seasonal maxima. FHM and EKS: Estimators of [16] and [13] based on monthly maxima.

The three competing estimators CFG, FHM, and EKS are displayed in Figure 7 along with $A_{n, c}^{\mathrm{CFG}}$ from Section 7.1. The contours of the CFG estimator are rougher, which is not surprising given that it is based on 40 observations. Although we expect this estimator to be more variable because it is based on a smaller sample, it is comforting that it shows a similar pattern as $A_{n, c}^{\mathrm{CFG}}$; this further confirms that the Clayton-Archimax model is adequate for the data at hand. The contours of the FHM and EKS estimators are much more irregular which makes the plots difficult to interpret.

To compare these estimators further, we run a pilot simulation study mimicking the data. We generated $N=1000$ samples of size $n=240$ from a trivariate Clayton-Archimax copula with $\theta=1.31$ and the scaled negative extremal Dirichlet Pickands dependence function parameters $\boldsymbol{\alpha}=(1,2,3)$ and $\rho=0.9$ whose shape roughly resembles $A_{n, c}^{\mathrm{CFG}}$ (see the left panel of Figure 8). For each sample, we estimated $A$ by: (i) the CFG-type estimator from (3.5) assuming that $\psi$ is known; (ii) the CFG-type estimator from (3.5) with $\theta$ estimated by the moment estimator $\hat{\theta}$ from Section 7.1; (iii) the CFG estimator of [22] based on block maxima with 40 blocks; (iv) the FHM estimator of [16]; (v) the EKS estimator of [13]. The boxplots of the IRAE are shown in Figure 8. Even if $\psi$ is estimated by $\psi_{\hat{\theta}}, A_{n, c}^{\mathrm{CFG}}$ is clearly superior to the CFG, FHM and EKS estimators particularly in terms of bias.

To sum up, this application on precipitation data demonstrates the feasibility of the proposed inference techniques but more importantly illustrates the potential of Archimax copulas to model joint risk in subasymptotic settings. Since the max domain of attraction of Archimax copulas is known, one can check the performance of the latter model by comparing it to models using the max-stable assumption. In this particular data application, the Archimax model accurately captures the bulk and both tails of medium to high precipitation observations. Performance at extreme levels is no doubt also due to the fact that the studied weather stations are located in a relatively small area. To model extremes over larger spatial scales however, more flexible models than those studied herein are required in order to capture asymptotic independence,
as noted e.g. by [28] and [47].


Figure 8: Left: Negative scaled extremal Dirichlet (NSD) Pickands dependence function $A$ with parameters $\boldsymbol{\alpha}=(1,2,3)$ and $\rho=0.9$. Right: Boxplots of $\operatorname{IRAE}\left(\hat{A}_{n}\right)$ based on $N=1000$ samples of size $n=240$ from a 3 -variate ClaytonArchimax copula $C_{\psi_{\theta}, A}$ with $\theta=1.31$ and the scaled negative extremal Dirichlet $A$ with parameters $\boldsymbol{\alpha}=(1,2,3)$ and $\rho=0.9$. AXC(1): the CFG-type estimator from (3.5) assuming that $\psi$ is known; AXC(2): the CFG-type estimator from (3.5) with $\theta$ estimated by the moment estimator $\hat{\theta}$ from Section 7.1; CFG: the CFG estimator of [22] based on block maxima with 40 blocks; FHM: the estimator of [16]; EKS: the estimator of [13].
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## 8 Proofs from Section 2

Proof of Lemma 2.1. For all $\boldsymbol{u} \in[0,1]^{d}, \ell_{1}\left\{\psi^{-1}(\boldsymbol{u})\right\}=\ell_{2}\left\{\psi^{-1}(\boldsymbol{u})\right\}$, and since $\psi^{-1}$ is one-to-one, $\ell_{1}(\boldsymbol{x})=\ell_{2}(\boldsymbol{x})$ for all $\boldsymbol{x} \in \mathbb{R}_{+}^{d}$.
Proof of Lemma 2.2. If $\ell(\boldsymbol{x})=\ell_{M}(\boldsymbol{x})=\max \left\{x_{1}, \ldots, x_{d}\right\}$ for all $\boldsymbol{x} \in \mathbb{R}_{+}^{d}$, then regardless of $\psi_{1}$ and $\psi_{2}$, we have that $C_{1}=C_{2}=C_{M}$, the copula corresponding to the Fréchet-Hoeffding upper bound which describes comonotonic variables.

Now suppose that $\ell \neq \ell_{M}$. Then it is clear that $C_{k} \neq C_{M}$ for both $k \in\{1,2\}$. Indeed, fix $k \in\{1,2\}$. Note that $\ell(\boldsymbol{x})>\ell_{M}(\boldsymbol{x})$ for some $\boldsymbol{x} \in \mathbb{R}_{+}^{d}$. By the homogeneity of $\ell$, there also exists an $x \in \mathbb{R}_{+}^{d}$ such that $0<\psi_{k}\{\ell(\boldsymbol{x})\}<$ $\psi_{k}\left\{\ell_{M}(\boldsymbol{x})\right\}$. Therefore, $C_{k}(\boldsymbol{u})=\psi_{k} \circ \ell\left\{\psi_{k}^{-1}(\boldsymbol{u})\right\}<\psi_{k} \circ \ell_{M}\left\{\psi_{k}^{-1}(\boldsymbol{u})\right\}=C_{M}(\boldsymbol{u})$ for $\boldsymbol{u}=\psi_{k}(\boldsymbol{x})$. Consequently, there exists at least one pair $i, j \in\{1, \ldots, d\}$, $i<j$, such that the bivariate margin of $C_{k}$, given, for all $u_{i}, u_{j} \in[0,1]$, by

$$
C_{k}^{(i j)}\left(u_{i}, u_{j}\right):=C_{k}\left(1, \ldots, 1, u_{i}, 1, \ldots, 1, u_{j}, 1, \ldots, 1\right)
$$

is not the Fréchet-Hoeffding upper bound copula. Next note that for all $u_{i}, u_{j} \in$ $[0,1]$,

$$
\begin{aligned}
C_{1}^{(i j)}\left(u_{i}, u_{j}\right) & =\psi_{1} \circ \ell^{(i j)}\left\{\psi_{1}^{-1}\left(u_{i}\right), \psi_{1}^{-1}\left(u_{j}\right)\right\} \\
& =\psi_{2} \circ \ell^{(i j)}\left\{\psi_{2}^{-1}\left(u_{i}\right), \psi_{2}^{-1}\left(u_{j}\right)\right\}=C_{2}^{(i j)}\left(u_{i}, u_{j}\right)
\end{aligned}
$$

where $\ell^{(i j)}$ denotes the bivariate margin of $\ell$, given, for all $x_{i}, x_{j} \in \mathbb{R}_{+}$, by

$$
\ell^{(i j)}\left(x_{i}, x_{j}\right):=\ell\left(0, \ldots, 0, x_{i}, 0, \ldots, 0, x_{j}, 0, \ldots, 0\right)
$$

Therefore, $C_{k}^{(i j)}, k \in\{1,2\}$ are bivariate Archimax. According to Equation (13) of [9], they have the following Kendall's function for $w \in[0,1]$,

$$
K_{k}(w)=\tau_{\ell^{(i j)}} w+\left(1-\tau_{\ell^{(i j)}}\right) K_{\psi_{k}}(w)
$$

where $\tau_{\ell^{(i j)}}$ is the Kendall's tau of the extreme-value copula $C_{\ell^{(i j)}}$ and $K_{\psi_{k}}(w)$ is the Kendall's function of the bivariate Archimedean copula $C_{\psi_{k}}$. Since $\ell^{(i j)} \neq$ $\ell_{M}$, we know that $\tau_{\ell^{(i j)}}<1$ and thus that $K_{\psi_{1}}(w)=K_{\psi_{2}}(w)$. From [20] and [18], it follows that $C_{\psi_{1}}=C_{\psi_{2}}$. By the identifiability of Archimedean copulas, this yields the equality of $\psi_{1}$ and $\psi_{2}$ up to scaling (see for example Chapter 4 of [40]).

Proof of Lemma 2.3. Proof of part (i). Clearly, $\psi_{\beta}$ is a continuous and decreasing function such that $\psi_{\beta}(0)=1$ and $\psi_{\beta}(x) \rightarrow 0$ as $x \rightarrow \infty$. Let $\ell_{\beta}$ be the logistic stdf given, for all $\boldsymbol{x} \in \mathbb{R}_{+}^{d}$ by $\ell_{\beta}\left(x_{1}, \ldots, x_{d}\right)=\left(x_{1}^{1 / \beta}+\cdots+x_{d}^{1 / \beta}\right)^{\beta}$. The Archimax copula $C_{\psi, \ell_{\beta}}$, is a bona-fide copula by Theorem 2.1 in [11]. However, it is easily seen that $C_{\psi, \ell_{\beta}}=C_{\psi_{\beta}}$, where $C_{\psi_{\beta}}$ is the $d$-variate Archimedean copula with generator $\psi_{\beta}$. By Theorem 2.2 in [36], $\psi_{\beta}$ must be $d$-monotone.

Proof of part (ii). Let $\psi_{\beta}$ be the generator of the Gumbel copula given, for all $x \geq 0$, by $\psi_{\beta}(x)=e^{-x^{\beta}}$. Then $\psi_{\beta}$ is a completely monotone Archimedean generator and $1-\psi_{\beta}(1 / x) \in \mathcal{R}_{-\beta}$. By Proposition 6.1 in [11], the $d$-variate Archimax copula $C_{\psi_{\beta}, \ell}$ is in the maximum domain of attraction of the extremevalue copula with stdf $\ell_{\beta}$. Consequently, $\ell_{\beta}$ is a $d$-variate stdf, as claimed.

Proof of Lemma 2.4. Proposition 6.1 in [11] implies that, for all $k \in\{1,2\}$, that $C_{\psi_{k}, \ell_{k}}$ is in the maximum domain of attraction of the extreme-value copula with stdf given, for all $\boldsymbol{x} \in \mathbb{R}_{+}^{d}$, by $\ell_{k}^{1 / m_{k}}\left(\boldsymbol{x}^{m_{k}}\right)$. Because $C_{\psi_{1}, \ell_{1}}=C_{\psi_{2}, \ell_{2}}$
by assumption, this implies that for all $\boldsymbol{x} \in \mathbb{R}_{+}^{d}$, it holds that $\ell_{1}^{1 / m_{1}}\left(\boldsymbol{x}^{m_{1}}\right)=$ $\ell_{2}^{1 / m_{2}}\left(\boldsymbol{x}^{m_{2}}\right)$. Hence, for all $\boldsymbol{x} \in \mathbb{R}_{+}^{d}$,

$$
\ell_{1}\left(x_{1}, \ldots, x_{d}\right)=\ell_{2}^{m_{1} / m_{2}}\left(x_{1}^{m_{2} / m_{1}}, \ldots, x_{d}^{m_{2} / m_{1}}\right)
$$

Thus, for all $\boldsymbol{u} \in[0,1]^{d}$,

$$
C_{\psi_{1}, \ell_{1}}(\boldsymbol{u})=\psi_{1} \circ \ell_{2}^{m_{1} / m_{2}}\left[\left\{\psi_{1}^{-1}\left(u_{1}\right)\right\}^{m_{2} / m_{1}}, \ldots,\left\{\psi_{1}^{-1}\left(u_{d}\right)\right\}^{m_{2} / m_{1}}\right]
$$

Now set $\psi_{1}^{\star}(t)=\psi_{1}\left(t^{m_{1} / m_{2}}\right)$ for $t \in \mathbb{R}_{+}$and note that $\psi_{1}^{\star}$ is a $d$-monotone Archimedean generator by Lemma 2.3. Therefore, $C_{\psi_{1}, \ell_{1}}=C_{\psi_{1}^{\star}, \ell_{2}}=C_{\psi_{2}, \ell_{2}}$. Given that $\ell_{2} \neq \ell_{M}$ by assumption, the rest of the claim follows from Lemma 2.2.

## 9 Smoothness of the Archimax family

Let first recall the following conditions considered in [44] and [6], featuring the set $V_{d, i}=\left\{\boldsymbol{u} \in[0,1]^{d}: u_{i} \in(0,1)\right\}$.

Condition 9.1. For each $j \in 1, \ldots$, d, the partial derivative $\dot{C}_{j}$ given for all $\boldsymbol{u} \in[0,1]^{d}$ by $\dot{C}_{j}(\boldsymbol{u})=\left(\partial / \partial u_{j}\right) C(\boldsymbol{u})$ exists and is continuous on the set $V_{d, j}$.

Condition 9.2. For every $i, j \in 1, \ldots, d$, the second-order partial derivative $\ddot{C}_{i j}$ given for all $\boldsymbol{u} \in[0,1]^{d}$ by $\ddot{C}_{i j}(\boldsymbol{u})=\left(\partial^{2} / \partial u_{i} \partial u_{j}\right) C(\boldsymbol{u})$ exists and is continuous on the set $V_{d, j} \cap V_{d, i}$, and there exists a constant $K>0$ such that for all $\boldsymbol{u} \in V_{d, j} \cap V_{d, i}$

$$
\begin{equation*}
\left|\ddot{C}_{i j}(\boldsymbol{u})\right| \leq K \min \left\{\frac{1}{u_{i}\left(1-u_{i}\right)}, \frac{1}{u_{j}\left(1-u_{j}\right)}\right\} \tag{9.1}
\end{equation*}
$$

Let $C$ be a $d$-dimensional Archimax copula $C_{\psi, \ell}$. With the notation $\phi(\boldsymbol{u})=$ $\left\{\phi\left(u_{1}\right), \ldots, \phi\left(u_{d}\right)\right\}$, the partial derivatives of $C$ can be computed for each $i, j \in$ $\{1, \ldots, d\}, i \neq j$, as

$$
\begin{gather*}
\dot{C}_{i}(\boldsymbol{u})=\psi^{\prime}[\ell\{\phi(\boldsymbol{u})\}] \dot{\ell}_{i}\{\phi(\boldsymbol{u})\} \phi^{\prime}\left(u_{i}\right),  \tag{9.2}\\
\ddot{C}_{i j}(\boldsymbol{u})=\left(\psi^{\prime \prime}[\ell\{\phi(\boldsymbol{u})\}] \dot{\ell}_{i}\{\phi(\boldsymbol{u})\} \dot{\ell}_{j}\{\phi(\boldsymbol{u})\}+\psi^{\prime}[\ell\{\phi(\boldsymbol{u})\}] \ddot{\ell}_{i j}\{\phi(\boldsymbol{u})\}\right)  \tag{9.3}\\
\times \phi^{\prime}\left(u_{i}\right) \phi^{\prime}\left(u_{j}\right), \\
\ddot{C}_{i i}(\boldsymbol{u})=\left(\psi^{\prime \prime}[\ell\{\phi(\boldsymbol{u})\}]\left[\dot{\ell}_{i}\{\phi(\boldsymbol{u})\}\right]^{2}+\psi^{\prime}[\ell\{\phi(\boldsymbol{u})\}] \ddot{\ell}_{i i}\{\phi(\boldsymbol{u})\}\right)  \tag{9.4}\\
\times\left\{\phi^{\prime}\left(u_{i}\right)\right\}^{2}+\psi^{\prime}[\ell\{\phi(\boldsymbol{u})\}] \dot{\ell}_{i}\{\phi(\boldsymbol{u})\} \phi^{\prime \prime}\left(u_{i}\right)
\end{gather*}
$$

### 9.1 Auxiliary results

Lemma 9.1. Let $\ell$ be a d-variate stdf whose first order partial derivatives exist on $\mathbb{R}_{+}^{d}$. Then, for any $i \in\{1, \ldots, d\}$ and $\boldsymbol{x} \in \mathbb{R}_{+}^{d}$, one has $0 \leq \dot{\ell}_{i}(\boldsymbol{x}) \leq 1$.

Proof. Both inequalities can be derived from the properties (a)-(c) in Section 2.1. Fix $i \in\{1, \ldots, d\}$ and $\boldsymbol{x} \in \mathbb{R}_{+}^{d}$. Since $\ell$ is fully $d$-max decreasing, it is increasing in each argument. This yields the first inequality. To show the second inequality, note that properties (a) and (b) imply $\ell\left(0, \ldots, 0, x_{i}, 0, \ldots, 0\right)=x_{i}$, and hence $\dot{\ell}_{i}\left(0, \ldots, 0, x_{i}, 0, \ldots, 0\right)=1$. From property (c), it also follows that $\dot{\ell}_{i}$ is non-increasing in the $j$-th argument for all $j \neq i$. Therefore $\dot{\ell}_{i}(\boldsymbol{x}) \leq$ $\ell_{i}\left(0, \ldots, 0, x_{i}, 0, \ldots, 0\right)=1$.

Lemma 9.2. Let $\psi$ be a d-monotone Archimedean generator for some $d \geq 2$ such that $\psi^{\prime}$ exists and is continuous on $(0, \infty)$ when $d=2$. Assume that Conditions 4.1 and 4.2 hold and let $x_{\psi}=\inf \{x \in[0, \infty): \psi(x)=0\}$. Then the function given for any $x \in\left(0, x_{\psi}\right)$ by $f(x)=\psi(x)\{1-\psi(x)\} /\left\{-x \psi^{\prime}(x)\right\}$ is continuous on $\left(0, x_{\psi}\right)$ and has finite limits at 0 and $x_{\psi}$.

Proof. Given that the continuity of $f$ is immediate, it suffices to show that its limits at 0 and $x_{\psi}$ are finite. Because Condition 4.1 holds,

$$
\lim _{x \rightarrow 0} f(x)=\lim _{x \rightarrow \infty} \frac{\psi(1 / x)\{1-\psi(1 / x)\}}{(1 / x)\left\{-\psi^{\prime}(1 / x)\right\}}=m
$$

where the last equality follows from Equation (12) in [33]. Turning to the limit of $f$ at $x_{\psi}$, three cases have to be distinguished.

Assume first that Condition 4.2 (a) holds. In this case, $x_{\psi}=\infty$ and Equation (7) in [33] implies $\lim _{x \rightarrow \infty} f(x)=1 / s$. Next, assume that Condition 4.2 (b) holds. Because the function given for all $x \in\left(0, x_{\psi}\right)$ by $\psi(x) /\left\{-\psi^{\prime}(x)\right\}$ is an auxiliary function by the calculations in the proof of Theorem 1 (c) on p. 213 in [33], $\lim _{x \rightarrow x_{\psi}} f(x)=0$ by Lemma 3.10.1 [7]. Finally, assuming Condition 4.2 (c), $x_{\psi}<\infty$ and

$$
\begin{aligned}
\lim _{x \rightarrow x_{\psi}} f(x) & =\lim _{x \rightarrow \infty} \frac{\left\{1-\psi\left(x_{\psi}-1 / x\right)\right\} \psi\left(x_{\psi}-1 / x\right)}{-\psi^{\prime}\left(x_{\psi}-1 / x\right)\left(x_{\psi}-1 / x\right)} \\
& =\lim _{x \rightarrow \infty} \frac{x \psi\left(x_{\psi}-1 / x\right)}{-\psi^{\prime}\left(x_{\psi}-1 / x\right)} \frac{(1 / x)\left\{1-\psi\left(x_{\psi}-1 / x\right)\right\}}{x_{\psi}-1 / x}=0
\end{aligned}
$$

since the first ratio in the last expression tends to $1 /(\alpha+d-1)$ thanks to Condition 4.2 (c) and [33, p. 211].

Lemma 9.3. Let $\psi$ be a d-monotone Archimedean generator for some $d \geq 3$ such that $\psi^{\prime \prime}$ exists and is continuous on $(0, \infty)$. Assume that Conditions 4.1 and 4.2 hold and let $x_{\psi}=\inf \{x \in[0, \infty): \psi(x)=0\}$. Then the function given for any $x \in\left(0, x_{\psi}\right)$ by $f(x)=\psi(x)\{1-\psi(x)\} \psi^{\prime \prime}(x) /\left\{\psi^{\prime}(x)\right\}^{2}$ is continuous on $\left(0, x_{\psi}\right)$ and has finite limits at 0 and $x_{\psi}$.

Proof. As in the proof of Lemma 9.2, the continuity of $f$ is immediate and hence it suffices to show that its limits at 0 and $x_{\psi}$ are finite. From Condition 4.1 and Equation (12) in [33],

$$
\lim _{x \rightarrow 0} f(x)=\lim _{x \rightarrow \infty} \frac{\psi(1 / x)\{1-\psi(1 / x)\}(1 / x)^{2} \psi^{\prime \prime}(1 / x)}{\left\{-(1 / x) \psi^{\prime}(1 / x)\right\}^{2}}=m-1
$$

Turning to the limit of $f$ at $x_{\psi}$, three cases have to be distinguished.
Assume first that Condition 4.2 (a) holds. In this case, $x_{\psi}=\infty$ and Equation (7) in [33] implies $\lim _{x \rightarrow \infty} f(x)=(s+1) / s$.

Next, assume that Condition 4.2 (b) holds. By the calculations in the proof of Theorem 1 (c) on p. 213 in [33], the functions given for all $x \in\left(0, x_{\psi}\right)$ by $a_{1}^{*}(x)=\psi(x) /\left\{-\psi^{\prime}(x)\right\}$ and $a_{2}^{*}(x)=-\psi^{\prime}(x) / \psi^{\prime \prime}(x)$ are auxiliary functions that are asymptotically equivalent to the auxiliary function $a$ of $\psi$. Consequently, $a_{1}^{*}(x) / a_{2}^{*}(x) \rightarrow 1$ as $x \rightarrow x_{\psi}$ so that $\lim _{x \rightarrow x_{\psi}} f(x)=1$.

Finally, assuming Condition 4.2 (c), $x_{\psi}<\infty$ and

$$
\begin{aligned}
\lim _{x \rightarrow x_{\psi}} f(x) & =\lim _{x \rightarrow \infty} \frac{\psi\left(x_{\psi}-1 / x\right)}{-(1 / x) \psi^{\prime}\left(x_{\psi}-1 / x\right)} \frac{(1 / x)^{2} \psi^{\prime \prime}\left(x_{\psi}-1 / x\right)}{-(1 / x) \psi^{\prime}\left(x_{\psi}-1 / x\right)}\left\{1-\psi\left(x_{\psi}-1 / x\right)\right\} \\
& =\frac{\alpha+d-2}{\alpha+d-1}
\end{aligned}
$$

where the last equality follows from the calculations on p. 211 in the proof of Theorem 1 (b) in [33].

### 9.2 Verification of the smoothness conditions

Proposition 1. Let $C=C_{\psi, \ell}$ be a d-variate Archimax copula such that $\psi^{\prime}$ exists and is continuous on $(0, \infty)$ when $d=2$, and the first order partial derivatives of $\ell$ exist and are continuous on $\mathbb{R}_{+}^{d}$. Then Condition 9.1 holds.

Proof. Fix $j \in\{1, \ldots, d\}, \boldsymbol{u} \in V_{d, j}$, set $\boldsymbol{x}=\phi(\boldsymbol{u})$ and using (9.2) write

$$
\dot{C}_{j}\{\psi(\boldsymbol{x})\}=\frac{\psi^{\prime}\{\ell(\boldsymbol{x})\} \dot{\ell}_{j}(\boldsymbol{x})}{\psi^{\prime}\left(x_{j}\right)}
$$

Because $\psi^{\prime}>0$ on $\left(0, \psi^{-1}(0)\right)$, and $\ell(\boldsymbol{x}) \geq x_{j}>0$ on $V_{d, j}$, the assumptions imply that $\dot{C}_{j}$ is continuous on $(0,1]^{d} \cap V_{d, j}$. If $u_{i} \rightarrow 0$ for at least one $i \neq j$, $x_{i} \rightarrow \psi^{-1}(0)$ and $\ell(\boldsymbol{x}) \rightarrow \ell\left(x_{1}, \ldots, x_{i-1}, \psi^{-1}(0), x_{i+1}, \ldots, x_{d}\right) \geq \psi^{-1}(0)$. By Lemma 1 in [48], $\psi^{\prime}(x) \rightarrow 0$ as $x \rightarrow \psi^{-1}(0)$ and if $\psi^{-1}(0)<\infty, \psi^{\prime}(x)=0$ for $x \geq \psi^{-1}(0)$. Consequently, as $x_{i} \rightarrow \psi^{-1}(0), \dot{C}_{j}\{\psi(\boldsymbol{x})\} \rightarrow 0$.

Proposition 2. Let $C=C_{\psi, \ell}$ be a d-variate Archimax copula such that $\psi$ is $k$-monotone for some $k \geq 3$ and $\psi^{\prime \prime}$ exists and is continuous on $(0, \infty)$. If Conditions 4.1, 4.2 (a) and 4.3 hold, or if $-\log (\psi)$ is concave and Conditions 4.1, 4.2 (b) and 4.3 hold, then Condition 9.2 is satisfied.

Proof. For any $\boldsymbol{u} \in[0,1]^{d}$, set $\boldsymbol{x}=\phi(\boldsymbol{u})$ and for any $i, j \in\{1, \ldots, d\}$, introduce the following terms:

$$
\begin{gathered}
T_{i j, 1}(\boldsymbol{x})=\frac{\psi^{\prime \prime}\{\ell(\boldsymbol{x})\}}{\psi^{\prime}\left(x_{i}\right) \psi^{\prime}\left(x_{j}\right)}, \quad T_{i j, 2}(\boldsymbol{x})=\frac{-M \psi^{\prime}\{\ell(\boldsymbol{x})\}}{\left(x_{i} \vee x_{j}\right) \psi^{\prime}\left(x_{i}\right) \psi^{\prime}\left(x_{j}\right)} \\
T_{i i, 3}(\boldsymbol{x})=\frac{\psi^{\prime}\{\ell(\boldsymbol{x})\} \psi^{\prime \prime}\left(x_{i}\right)}{\left\{\psi^{\prime}\left(x_{i}\right)\right\}^{3}}
\end{gathered}
$$

By the $d$-monotonicity of $\psi$, observe first that for $k \in\{1,2,3\}, T_{i j, k} \geq 0$. Now let $x_{\psi}=\inf \{x \in[0, \infty): \psi(x)=0\}$. From (9.3), (9.4), Lemma 9.1, and Condition 4.3 it follows that for any $\boldsymbol{x} \in\left(0, x_{\psi}\right)^{d}$,
$\left|\ddot{C}_{i j}\{\psi(\boldsymbol{x})\}\right| \leq T_{i j, 1}(\boldsymbol{x})+T_{i j, 2}(\boldsymbol{x}), \quad\left|\ddot{C}_{i i}\{\psi(\boldsymbol{x})\}\right| \leq T_{i i, 1}(\boldsymbol{x})+T_{i i, 2}(\boldsymbol{x})+T_{i i, 3}(\boldsymbol{x})$.
Next, note that for any $i \neq j, \ddot{C}_{i j}$ and $\ddot{C}_{i i}$ are continuous on $(0,1]^{d} \cap V_{d, i} \cap V_{d, j}$. The $d$-monotonicity of $\psi$ and Lemma 1 in [48] implies that for $k \in\{1,2\}$, $\psi^{(k)}(x) \rightarrow 0$ as $x \rightarrow x_{\psi}$ and if $x_{\psi}<\infty, \psi^{(k)}(x)=0$ for $x \geq x_{\psi}$. Consequently, for each $k \in\{1,2\}, T_{i j, k}(\boldsymbol{x}) \rightarrow 0$ as $x_{r} \rightarrow x_{\psi}$ for at least one $r \notin\{i, j\}$ and that for each $k \in\{1,2,3\}, T_{i i, k}(\boldsymbol{x}) \rightarrow 0$ as $x_{r} \rightarrow x_{\psi}$ for at least one $r \neq i$. This in turn implies that $\ddot{C}_{i j}\{\psi(\boldsymbol{x})\} \rightarrow 0$ and $\ddot{C}_{i i}\{\psi(\boldsymbol{x})\} \rightarrow 0$ as $x_{r} \rightarrow x_{\psi}$ for at least one $r$ in $\{1, \ldots, d\} \backslash\{i, j\}$ and $\{1, \ldots, d\} \backslash\{i\}$, respectively. Hence for $i \neq j, \ddot{C}_{i j}$ and $\ddot{C}_{i i}$ are continuous on $V_{d, i} \cap V_{d, j}$.

Now introduce the functions given, for any $z_{1}, z_{2} \in\left(0, x_{\psi}\right)$, by

$$
\begin{gathered}
\tilde{T}_{1}\left(z_{1}, z_{2}\right)=\frac{\psi^{\prime \prime}\left\{z_{1} \vee z_{2}\right\}}{\psi^{\prime}\left(z_{1}\right) \psi^{\prime}\left(z_{2}\right)}, \quad \tilde{T}_{2}\left(z_{1}, z_{2}\right)=\frac{-M \psi^{\prime}\left\{z_{1} \vee z_{2}\right\}}{\left(z_{1} \vee z_{2}\right) \psi^{\prime}\left(z_{1}\right) \psi^{\prime}\left(z_{2}\right)} \\
\tilde{T}_{3}\left(z_{1}\right)=\frac{\psi^{\prime}\left\{z_{1}\right\} \psi^{\prime \prime}\left(z_{1}\right)}{\left\{\psi^{\prime}\left(z_{1}\right)\right\}^{3}}
\end{gathered}
$$

Note first that for $k \in\{1,2,3\}, \tilde{T}_{k} \geq 0$ on its domain. Because $(-1)^{q} \psi^{(q)}$ is nonincreasing on $[0, \infty)$ for $q \in\{1,2\}$ and $\ell(\boldsymbol{x}) \geq x_{1} \vee \cdots \vee x_{d}$ for any $\boldsymbol{x} \in \mathbb{R}_{+}^{d}$, one has that for any $i \neq j$ and any $\boldsymbol{x} \in\left\{\phi(\boldsymbol{u}), \boldsymbol{u} \in V_{d, i} \cap V_{d, j}\right\}$ and $\boldsymbol{x} \in\left\{\phi(\boldsymbol{u}), \boldsymbol{u} \in V_{d, i}\right\}$,

$$
\begin{aligned}
& \left|\ddot{C}_{i j}\{\psi(\boldsymbol{x})\}\right|
\end{aligned} \leq \tilde{T}_{1}\left(x_{i}, x_{j}\right)+\tilde{T}_{2}\left(x_{i}, x_{j}\right) .
$$

respectively. Note that for $k \in\{1,2\}$, the term $\tilde{T}_{k}$ is symmetric. To show the inequality (9.1) it thus suffices to prove that for $k \in\{1,2\}$, the function given for all $z_{1}, z_{2} \in\left(0, x_{\psi}\right)$ by $\psi\left(z_{1}\right)\left\{1-\psi\left(z_{1}\right)\right\} \tilde{T}_{k}\left(z_{1}, z_{2}\right)$ is bounded on $\left(0, x_{\psi}\right)^{2}$, and further that the function given for all $z_{1} \in\left(0, x_{\psi}\right)$ by $\psi\left(z_{1}\right)\left\{1-\psi\left(z_{1}\right)\right\} \tilde{T}_{3}\left(z_{1}\right)$ is bounded on $\left(0, x_{\psi}\right)$. First observe that because $-\psi^{\prime}$ is nonincreasing,

$$
\begin{aligned}
\psi\left(z_{1}\right)\left\{1-\psi\left(z_{1}\right)\right\} \tilde{T}_{2}\left(z_{1}, z_{2}\right) & \leq \frac{M \psi\left(z_{1}\right)\left\{1-\psi\left(z_{1}\right)\right\}}{-z_{1} \psi^{\prime}\left(z_{1}\right)} \\
\psi\left(z_{1}\right)\left\{1-\psi\left(z_{1}\right)\right\} \tilde{T}_{3}\left(z_{1}\right) & \leq \frac{\psi^{\prime \prime}\left(z_{1}\right) \psi\left(z_{1}\right)\left\{1-\psi\left(z_{1}\right)\right\}}{\left\{\psi^{\prime}\left(z_{1}\right)\right\}^{2}}
\end{aligned}
$$

The function on the right-hand side in the first and second inequality is bounded on $\left(0, x_{\psi}\right)$ by Lemma 9.2 and Lemma 9.3, respectively.

It remains to consider the function $\tilde{T}_{1}$. For all $z_{1}, z_{2} \in\left(0, x_{\psi}\right)$, denote $h\left(z_{1}, z_{2}\right)=\psi\left(z_{1}\right)\left\{1-\psi\left(z_{1}\right)\right\} \tilde{T}_{1}\left(z_{1}, z_{2}\right)$. First note that because $-\psi^{\prime}$ is decreasing on $\left(0, x_{\psi}\right)$,

$$
\begin{equation*}
h\left(z_{1}, z_{2}\right) \leq \frac{\psi\left(z_{1}\right)\left\{1-\psi\left(z_{1}\right)\right\}}{-z_{1} \psi^{\prime}\left(z_{1}\right)} \frac{\left(z_{1} \vee z_{2}\right) \psi^{\prime \prime}\left(z_{1} \vee z_{2}\right)}{-\psi^{\prime}\left(z_{1} \vee z_{2}\right)}=f\left(z_{1}\right) g\left(z_{1} \vee z_{2}\right) \tag{9.5}
\end{equation*}
$$

in terms of $f(x)=\psi(x)\{1-\psi(x)\} /\left\{-x \psi^{\prime}(x)\right\}$ and $g(x)=x \psi^{\prime \prime}(x) /\left\{-\psi^{\prime}(x)\right\}$. Now $f$ is bounded on $\left(0, x_{\psi}\right)$ by Lemma 9.2. Furthermore, $g$ is continuous and because Condition 4.1 holds, it satisfies

$$
\lim _{x \rightarrow 0} g(x)=\lim _{x \rightarrow \infty} \frac{(1 / x)^{2} \psi^{\prime \prime}(1 / x)}{(1 / x)\left\{-\psi^{\prime}(1 / x)\right\}}=1-1 / m
$$

where the last equality follows from Equation (12) in [33]. Therefore, $h$ is bounded on $(0, \kappa]^{2}$ for any $\kappa<x_{\psi}$. To conclude that $h$ is bounded on the entire set $\left(0, x_{\psi}\right)^{2}$, two cases have to be distinguished. First, assume that Condition 4.2 (a) holds. In this case, $x_{\psi}=\infty$ and Equation (7) in [33] implies $\lim _{x \rightarrow \infty} g(x)=$ $s+1$ and hence the upper bound in (9.5) is bounded on $\left(0, x_{\psi}\right)^{2}$. Next, assume that Condition 4.2 (b) holds, and that $-\log (\psi)$ is concave. In this case, the upper bound in (9.5) is too crude because $g(x) \rightarrow \infty$ as $x \rightarrow x_{\psi}$. Instead observe that, because $\psi$ is decreasing,

$$
\begin{align*}
h\left(z_{1}, z_{2}\right)=\frac{\psi\left(z_{1} \vee z_{2}\right) \psi^{\prime \prime}\left(z_{1} \vee z_{2}\right)}{\left\{\psi^{\prime}\left(z_{1} \vee z_{2}\right)\right\}^{2}} & \frac{\psi\left(z_{1}\right)}{\psi\left(z_{1} \vee z_{2}\right)} \frac{\psi^{\prime}\left(z_{1} \vee z_{2}\right)}{\psi^{\prime}\left(z_{1} \wedge z_{2}\right)}  \tag{9.6}\\
& \leq \frac{\psi\left(z_{1} \vee z_{2}\right) \psi^{\prime \prime}\left(z_{1} \vee z_{2}\right)}{\left\{\psi^{\prime}\left(z_{1} \vee z_{2}\right)\right\}^{2}} \frac{a_{1}^{*}\left(z_{1} \wedge z_{2}\right)}{a_{1}^{*}\left(z_{1} \vee z_{2}\right)}
\end{align*}
$$

where for any $x \in\left(0, x_{\psi}\right), a_{1}^{*}(x)=\psi(x) /\left\{-\psi^{\prime}(x)\right\}$. From the proof of Lemma 9.3, $\psi(x) \psi^{\prime \prime}(x) /\left\{\psi^{\prime}(x)\right\}^{2} \rightarrow 1$ as $x \rightarrow x_{\psi}$. Furthermore, because $-\log (\psi)$ is concave, $a_{1}^{*}$ is increasing and hence the upper bound in (9.6) is bounded on $\left(0, x_{\psi}\right)^{2} \backslash(0, \kappa]^{2}$ for any $\kappa \in\left(0, x_{\psi}\right)$. Put together, $h$ is bounded on $\left(0, x_{\psi}\right)^{2}$.

## 10 Proofs from Section 4

### 10.1 Proofs of Lemmas 4.1 and 4.2

Proof of Lemma 4.1. For part (i), note that Condition 4.2 (a) with $s>1$ is equivalent to $Z \in \mathcal{M}\left(\Phi_{s}\right)$ with $s>1$. Similarly, Condition 4.2 (b) is equivalent to $Z \in \mathcal{M}(\Lambda)$, and Condition 4.2 (c) implies that $Z$ is bounded from above. In either case, $\mathrm{E}(Z)<\infty$, see, e.g., Chapter 3 in [14]. Before showing that $\hat{\mu} \rightarrow \mathrm{E}(Z)$ as $n \rightarrow \infty$, note that for any positive random variable with finite expectation and a differentiable survival function $\bar{F}$, integrating by parts and a change of variable yields

$$
\begin{equation*}
\int_{0}^{\infty} \bar{F}(t) \mathrm{d} t=\int_{0}^{1}(\bar{F})^{-1}(s) \mathrm{d} s \tag{10.1}
\end{equation*}
$$

given that $\lim _{t \rightarrow \infty} t \bar{F}(t)=\lim _{t \rightarrow 0} t \bar{F}(t)=0$. Eq. (10.1) then gives

$$
\int_{0}^{1} \phi(s) \mathrm{d} s=\int_{0}^{\infty} \psi(t) \mathrm{d} t=\mathrm{E}(Z)<\infty
$$

and hence $\hat{\mu} \rightarrow \mathrm{E}(Z)$ as $n \rightarrow \infty$, as claimed.
To show part (ii), write
$\mathrm{E}(\log Z)=\mathrm{E}\{\log (Z \vee 1)\}+\mathrm{E}\{\log (Z \wedge 1)\}=\mathrm{E}\{\log (Z \vee 1)\}-\mathrm{E}\{\log (1 / Z \vee 1)\}$.
When Condition 4.2 holds, $Z$ is in the domain of attraction of either the Fréchet, the Gumbel or the Weibull distributions. In either case, $\mathrm{E}\{\log (Z \vee 1)\}<\infty$; see Corollary 3.3.32 and Examples 3.3.33 and 3.3.34 in [14]. Furthermore, given that $1-\psi(1 / x)$ is the survival function of $1 / Z$, Condition 4.1 implies that $1 / Z \in \mathcal{M}\left(\Phi_{1 / m}\right)$ and hence $\mathrm{E}\{\log (1 / Z \vee 1)\}<\infty$ again using Example 3.3.33 in [14]. As in part (i), $\hat{\nu} \rightarrow \mathrm{E}(\log Z)$ as $n \rightarrow \infty$ then follows directly from

$$
\mathrm{E}(\log Z)=\int_{0}^{\infty} \psi\{\exp (t)\} \mathrm{d} t=\int_{0}^{1} \log \{\phi(s)\} \mathrm{d} s<\infty
$$

which holds by Eq. (10.1) given that $\psi\left(e^{t}\right)$ is the survival function of $\log Z$.
Proof of Lemma 4.2. Using the fact that
$\log (t)=\int_{0}^{\infty}\{\mathbb{1}(x \leq t)-\mathbb{1}(x \leq 1)\} x^{-1} d x$, for $\boldsymbol{w} \in \Delta_{d}$, write

$$
\begin{aligned}
& \mathbb{B}_{n}^{\mathrm{CFG}}(\boldsymbol{w})=-\sqrt{n}\left\{-E \log Z+\frac{1}{n} \sum_{i=1}^{n} \log \hat{\xi}_{i}(\boldsymbol{w})+E \log Z-E \log \xi(\boldsymbol{w})\right\} \\
&=-\sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n} \int_{0}^{\infty}\left[\mathbb{1}\left\{x \leq \hat{\xi}_{i}(\boldsymbol{w})\right\}-\mathbb{1}\{x \leq 1\}\right] \frac{d x}{x}\right. \\
&\left.-E \int_{0}^{\infty}[\mathbb{1}\{x \leq \xi(\boldsymbol{w})\}-\mathbb{1}\{x \leq 1\}] \frac{d x}{x}\right) \\
&=-\sqrt{n}\left(\int_{0}^{\infty}\left[\frac{1}{n} \sum_{i=1}^{n} \mathbb{1}\left\{x \leq \hat{\xi}_{i}(\boldsymbol{w})\right\}-\mathbb{1}\{x \leq 1\}\right] \frac{d x}{x}\right. \\
&\left.-\int_{0}^{\infty}[\mathbb{P}\{x \leq \xi(\boldsymbol{w})\}-\mathbb{1}\{x \leq 1\}] \frac{d x}{x}\right) \\
&=-\sqrt{n} \int_{0}^{\infty}\left[\frac{1}{n} \sum_{i=1}^{n} \mathbb{1}\left\{\hat{U}_{i 1} \leq \psi\left(w_{1} x\right), \ldots, \hat{U}_{i d} \leq \psi\left(w_{d} x\right)\right\}\right. \\
&=\left.-\int_{0} \sqrt{n}\left\{U_{i 1} \leq \psi\left(w_{1} x\right), \ldots, U_{i d} \leq \psi\left(w_{d} x\right)\right\}\right] \frac{d x}{x} \\
&= \int_{0}^{1} \hat{\mathbb{C}}_{n}[\psi\{-\boldsymbol{w} \log (u)\}] \frac{d u}{u \log u} .
\end{aligned}
$$

Similarly, for the Pickands-type estimator, for $\boldsymbol{w} \in \Delta_{d}$,

$$
\begin{aligned}
\mathbb{B}_{n}^{\mathrm{P}}(\boldsymbol{w}) & =\sqrt{n}\left\{\frac{\sum_{i=1}^{n} \hat{\xi}_{i}(\boldsymbol{w})}{n E(Z)}-\frac{A(\boldsymbol{w})}{E(Z)}\right\} \\
& =\frac{\sqrt{n}}{E(Z)} \int_{0}^{\infty}\left[\frac{1}{n} \sum_{i=1}^{n} \mathbb{1}\left\{\hat{\xi}_{i}(\boldsymbol{w}) \geq x\right\} d x-E\{\xi(\boldsymbol{w})\}\right] d x \\
& =\frac{\sqrt{n}}{E(Z)} \int_{0}^{\infty}\left[\frac{1}{n} \sum_{i=1}^{n} \mathbb{1}\left\{\hat{\xi}_{i}(\boldsymbol{w}) \geq x\right\}-\mathbb{P}\{\xi(\boldsymbol{w})>x\}\right] d x \\
& =\frac{1}{E(Z)} \int_{0}^{\infty} \sqrt{n}\left[\hat{C}_{n}\{\psi(\boldsymbol{w} x)\}-C\{\psi(\boldsymbol{w} x)\}\right] d x \\
& =\frac{1}{E(Z)} \int_{0}^{1} \hat{\mathbb{C}}_{n}[\psi\{-\boldsymbol{w} \log (u)\}] \frac{d u}{u}
\end{aligned}
$$

### 10.2 Auxiliary results

In the following, lemmas that are used in the proof of Proposition 4.2 are stated and proved.

Lemma 10.1. Suppose that Condition 4.1 holds. Then for any $K \in \mathbb{N}$ and $c<1 / K^{1 / m}$, there exists $N_{K} \in \mathbb{N}$ so that for all $n \geq N_{K}$,

$$
\psi\left\{K \phi\left(1-\frac{c}{n}\right)\right\}>\frac{n}{n+1}
$$

Proof. First note that because $\phi(1-1 / x) \in \mathcal{R}_{-m}$,

$$
\lim _{n \rightarrow \infty} \frac{\phi(1-c / n)}{\phi\{1-1 /(n+1)\}}=c^{m}
$$

Consequently, because $\phi\{1-1 /(n+1)\} \rightarrow 0$ as $n \rightarrow \infty$,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \frac{1-\psi\{K \phi(1-c / n)\}}{1-\psi[\phi\{1-1 /(n+1)\}]} \\
&=\lim _{n \rightarrow \infty} \frac{1-\psi[K \phi\{1-1 /(n+1)\} \phi(1-c / n) / \phi\{1-1 /(n+1)\}]}{1-\psi[\phi\{1-1 /(n+1)\}]}=c K^{1 / m}
\end{aligned}
$$

Because $c K^{1 / m}<1$ by assumption, the result follows.
Lemma 10.2. (i) If Condition 4.2 holds, then for any $\omega \in(0,1 / 2)$ and $a \in$ $\left(0, x_{\psi}\right), \int_{a}^{x_{\psi}}\{\psi(x)\}^{\omega} / x d x$ is finite.
(ii) If Condition 4.2 (a) holds with $s>2$, then for any $\omega \in(1 / s, 1 / 2)$ and any $a>0, \int_{a}^{\infty}\{\psi(x)\}^{\omega} d x$ is finite.
(iii) If Condition 2 (b) or (c) holds, then for any $\omega \in(0,1 / 2)$ and any $a \in$ $\left(0, x_{\psi}\right), \int_{a}^{x_{\psi}}\{\psi(x)\}^{\omega} d x$ is finite.

Proof. (i) If Condition 4.2 (a) holds, $x_{\psi}=\infty$ and the integrand has index of regular variation $-s \omega-1<-1$; the integral is thus finite by Karamata's Theorem [14, Theorem A3.6]. If Condition 4.2 (b) holds and $x_{\psi}=\infty$, then $\psi$ is rapidly varying and the result follows from Theorem A3.12 (a) in [14]. If Condition 4.2 (b) holds and $x_{\psi}<\infty$ or Condition (c) is satisfied, then $x_{\psi}<\infty$ and the integrand is bounded on $\left[a, x_{\psi}\right]$.
(ii) Given that the integrand is regularly varying with index $-s \omega<-1$, the result follows from Karamata's Theorem, as in (i).
(iii) In this case, the result follows from Theorem A3.12 (a) in [14] if Condition 4.2 (b) holds and $x_{\psi}=\infty$, and from fact that $x_{\psi}<\infty$ otherwise.

Lemma 10.3. (i) If Condition 4.2 holds, then for any $c \in(0,1)$,

$$
\lim _{n \rightarrow \infty} \sqrt{n} \int_{\phi(c / n)}^{x_{\psi}} \frac{\psi(x)}{x} d x=0
$$

(ii) If either Condition 4.2 (a) with $s>2$, (b) or (c) holds, then for any $c \in$ $(0,1)$,

$$
\lim _{n \rightarrow \infty} \sqrt{n} \int_{\phi(c / n)}^{x_{\psi}} \psi(x) d x=0
$$

Proof. (i) If Condition 4.2 (a) holds, $x_{\psi}=\infty$. By Karamata's Theorem the integral is a regularly varying function of $\phi(c / n)$ with index $-s$. For some slowly varying function $L$,

$$
\sqrt{n} \int_{\phi(c / n)}^{\infty} \frac{\psi(x)}{x} d x=\sqrt{n}\{\phi(c / n)\}^{-s} L\{\phi(c / n)\}
$$

Due to the regular variation of $\phi$ at zero, there exists a slowly varying function $L^{*}$ such that

$$
\begin{align*}
\sqrt{n}\{\phi(c / n)\}^{-s} L\{\phi(c / n)\} & =\sqrt{n}\left\{(n / c)^{1 / s} L^{*}(n / c)\right\}^{-s} L\{\phi(c / n)\}  \tag{10.2}\\
& =\frac{c}{\sqrt{n}} L^{\dagger}(n)
\end{align*}
$$

where $L^{\dagger}(n)=L^{*}(n / c)^{-s} L\{\phi(c / n)\}$ is a slowly varying function of $n$ Resnick [42, Proposition 0.8 (iv)]. Consequently, the right-hand side of (10.2) converges to zero as $n \rightarrow \infty$.

If Condition 4.2 (b) holds and $x_{\psi}=\infty$, Theorem A3.12 (b) in [14] implies that

$$
\lim _{n \rightarrow \infty} \frac{n}{c} \int_{\phi(c / n)}^{\infty} \frac{\psi(x)}{x} d x=0
$$

from which the result follows at once. Finally, if Condition 4.2 (b) holds and $x_{\psi}<\infty$ or if Condition 4.2 (c) is satisfied, $x_{\psi}<\infty$ and $\psi(x)=0$ for all $x \geq x_{\psi}$.

Because $\psi$ is decreasing,

$$
\sqrt{n} \int_{\phi(c / n)}^{x_{\psi}} \frac{\psi(x)}{x} d x \leq \sqrt{n} \int_{\phi(c / n)}^{x_{\psi}} \frac{\psi\{\phi(c / n)\}}{x} d x=\frac{\log x_{\psi}-\log \{\phi(c / n)\}}{\sqrt{n} / c}
$$

Clearly, the last expression converges to zero as $n \rightarrow \infty$.
(ii) If Condition 4.2 (a) holds with $s>2, x_{\psi}=\infty$ and one can argue as in the proof of (i) using Karamata's Theorem that

$$
\sqrt{n} \int_{b_{n}}^{\infty} \psi(x) d x=n^{1 / 2+1 / s-1} L^{\dagger \dagger}(n)
$$

where $L^{\dagger \dagger}$ is slowly varying. Since $1 / 2+1 / s-1<0$, the right-hand side converges to 0 as $n \rightarrow \infty$. If Condition 4.2 (b) holds and $x_{\psi}=\infty$, Theorem A3.12 (b) in [14] and the fact that $\phi(1 / x)$ is slowly varying [7, Theorem 2.4.7] imply that

$$
\lim _{n \rightarrow \infty} \sqrt{n} \int_{\phi(c / n)}^{\infty} \psi(x) d x=\lim _{n \rightarrow \infty} \frac{c \phi(c / n)}{\sqrt{n}} \frac{\int_{\phi(c / n)}^{\infty} \psi(t) d t}{(c / n) \phi(c / n)}=0
$$

If Condition 4.2 (b) holds and $x_{\psi}<\infty$ or Condition 4.2 (c) is satisfied, then $x_{\psi}<\infty$. Consequently,

$$
\sqrt{n} \int_{\phi(c / n)}^{x_{\psi}} \psi(x) d x \leq \sqrt{n}(c / n)\left\{x_{\psi}-\phi(c / n)\right\}
$$

the last expression clearly converges to zero as $n \rightarrow \infty$.
Remark 10.1. It emerges from the proofs of Lemma 10.2 and 10.3 that these results remain valid if instead of Condition 4.2 (b) or (c), $\psi$ satisfies the weaker condition that either $x_{\psi}<\infty$, or that $x_{\psi}=\infty$ and $\psi$ is rapidly varying as defined, e.g., on p. 83 in [7].

### 10.3 Proof of Proposition 4.2 (a)

Let $\mathcal{K}$ be a compact subset of $\AA_{d}$. For an arbitrary $\boldsymbol{w} \in \Delta_{d}$, set $w_{(1)}=$ $\min _{i=1, \ldots, d} w_{i}$ and $w_{(d)}=\max _{i=1, \ldots, d} w_{i}$. Define, for any $k \in \mathbb{N}$, the set $B_{1 / k}=$ $\left\{\boldsymbol{w} \in \Delta_{d}: w_{(1)} \geq 1 / k\right\}$. Since $\mathcal{K}$ is compact, there exists an integer $K>1$ such that $\mathcal{K} \subset B_{1 / K} \subset \AA_{d}$. Next, pick an arbitrary $c \in\left(0,1 / K^{1 / m}\right)$ with $m$ from Condition 4.1, and define

$$
\begin{equation*}
a_{n}=\phi\left(1-\frac{c}{n}\right), \quad b_{n}=\phi\left(\frac{c}{n}\right) . \tag{10.3}
\end{equation*}
$$

By Lemma 10.1 and because $c<1$, there exists $N_{K} \in \mathbb{N}$ so that for any $n \geq N_{K}$,

$$
\begin{equation*}
c<\frac{n}{n+1} \quad \text { and } \quad \psi\left\{K \phi\left(1-\frac{c}{n}\right)\right\}>\frac{n}{n+1} . \tag{10.4}
\end{equation*}
$$

Next, for any $i \geq 1$ and $j \in\{1, \ldots, d\}$, let $U_{i j}=F_{j}\left(X_{i j}\right)$ and set $\boldsymbol{U}_{i}=$ $\left(U_{i 1}, \ldots, U_{i d}\right)$. Let $\alpha_{n}$ be the empirical process pertaining to the (unobservable) sequence $\boldsymbol{U}_{1}, \ldots, \boldsymbol{U}_{n}$, that is, for any $\boldsymbol{u} \in[0,1]^{d}$,

$$
\alpha_{n}(\boldsymbol{u})=\sqrt{n}\left\{C_{n}(\boldsymbol{u})-C(\boldsymbol{u})\right\}, \quad C_{n}(\boldsymbol{u})=\frac{1}{n} \sum_{i=1}^{n} \prod_{j=1}^{d} \mathbb{1}\left(U_{i j} \leq u_{j}\right) .
$$

Furthermore, let $\overline{\mathbb{C}}_{n}$ be the process defined at any $\boldsymbol{u} \in[0,1]^{d}$ as follows:

$$
\overline{\mathbb{C}}_{n}(\boldsymbol{u})=\alpha_{n}(\boldsymbol{u})-\sum_{j=1}^{d} \dot{C}_{j}(\boldsymbol{u}) \alpha_{n}\left(\boldsymbol{u}^{(j)}\right) .
$$

Before proceeding, recall that for any $\boldsymbol{x} \in \mathbb{R}_{+}^{d}, \psi(\boldsymbol{x})=\left(\psi\left(x_{1}\right), \ldots, \psi\left(x_{d}\right)\right)$ and note the following lemma.

Lemma 10.4. As $n \rightarrow \infty$, $\sup _{\boldsymbol{w} \in B_{1 / K}} \int_{0}^{x_{\psi} / w_{(d)}}\left|\overline{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}-\hat{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}\right| \frac{d x}{x}$ converges in probability to 0 .

Proof of Lemma 10.4. Using triangle inequality and $a_{n}, b_{n}$ as in (10.3), write, for any $\boldsymbol{w} \in B_{1 / K}$,

$$
\int_{0}^{x_{\psi} / w_{(d)}}\left|\overline{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}-\hat{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}\right| \frac{d x}{x} \leq I_{1}(\boldsymbol{w})+I_{2}(\boldsymbol{w})+I_{3}(\boldsymbol{w})+I_{4}(\boldsymbol{w})+I_{5}(\boldsymbol{w})
$$

where

$$
\begin{gathered}
I_{1}(\boldsymbol{w})=\int_{a_{n} / w_{(1)}}^{b_{n} / w_{(d)}}\left|\hat{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}-\overline{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}\right| \frac{d x}{x} \\
I_{2}(\boldsymbol{w})=\int_{0}^{a_{n} / w_{(1)}}\left|\hat{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}\right| \frac{d x}{x}, \\
I_{3}(\boldsymbol{w})=\int_{b_{n} / w_{(d)}}^{x_{\psi} / w_{(d)}}\left|\hat{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}\right| \frac{d x}{x}, \quad I_{4}(\boldsymbol{w})=\int_{0}^{a_{n} / w_{(1)}}\left|\overline{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}\right| \frac{d x}{x}, \\
I_{5}(\boldsymbol{w})=\int_{b_{n} / w_{(d)}}^{x_{\psi} / w_{(d)}}\left|\overline{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}\right| \frac{d x}{x}
\end{gathered}
$$

In the sequel, we show that for any $p \in\{1, \ldots, 5\}, \sup _{\boldsymbol{w} \in B_{1 / K}} I_{p}(\boldsymbol{w}) \rightarrow 0$ in probability as $n \rightarrow \infty$.
Treatment of $I_{1}$. Fix an arbitrary $\boldsymbol{w} \in B_{1 / K}$ and introduce, for any $\omega \in(0,1 / 2)$, the weight function $g_{\omega}$ as in [6]. The latter is given at any $\boldsymbol{u} \in[0,1]^{d}$ by

$$
\begin{equation*}
g_{\omega}(\boldsymbol{u})=\min \left[\bigwedge_{i=1}^{d} u_{j}, \bigwedge_{i=1}^{d}\left\{1-\min _{j=1, \ldots, d}\left(u_{1}, \ldots, u_{j-1}, u_{j+1}, \ldots, u_{d}\right)\right\}\right]^{\omega} \tag{10.5}
\end{equation*}
$$

Because $a_{n} / w_{(1)}<x<b_{n} / w_{(d)}$ implies that, for all $j \in\{1, \ldots, d\}, c / n<$ $\psi\left(w_{j} x\right)<1-c / n$, one has

$$
\begin{aligned}
I_{1}(\boldsymbol{w}) & =\int_{a_{n} / w_{(1)}}^{b_{n} / w_{(d)}}\left|\frac{\hat{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}}{g_{\omega}\{\psi(\boldsymbol{w} x)\}}-\frac{\overline{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}}{g_{\omega}\{\psi(\boldsymbol{w} x)\}}\right| \frac{g_{\omega}\{\psi(\boldsymbol{w} x)\}}{x} d x \\
& \leq S_{n} \int_{0}^{x_{\psi} / w_{(d)}} \frac{g_{\omega}\{\psi(\boldsymbol{w} x)\}}{x} d x
\end{aligned}
$$

where

$$
\begin{equation*}
S_{n}=\sup _{\boldsymbol{u} \in[c / n, 1-c / n]^{d}}\left|\frac{\hat{\mathbb{C}}_{n}(\boldsymbol{u})}{g_{\omega}(\boldsymbol{u})}-\frac{\overline{\mathbb{C}}_{n}(\boldsymbol{u})}{g_{\omega}(\boldsymbol{u})}\right| . \tag{10.6}
\end{equation*}
$$

By Equation (2.1) in Theorem 2.2 in [6], $S_{n}$ converges to 0 in probability as $n \rightarrow \infty$. The conditions of the latter Theorem are indeed fulfilled because of Proposition 4.1. To conclude that $\sup _{\boldsymbol{w} \in B_{1 / K}} I_{1}(\boldsymbol{w}) \rightarrow 0$ in probability as $n \rightarrow \infty$, it thus suffices to show that $\int_{0}^{x_{\psi} / w_{(d)}} \frac{g_{\omega}\{\psi(\boldsymbol{w} x)\}}{x} d x$ is finite. To this end, note that because $\psi$ is decreasing,

$$
\begin{equation*}
g_{\omega}\{\psi(\boldsymbol{w} x)\} \leq\left[\min \left\{\psi\left(x w_{1}\right), \ldots, \psi\left(x w_{d}\right)\right\}\right]^{\omega}=\left\{\psi\left(w_{(d)} x\right)\right\}^{\omega} \tag{10.7}
\end{equation*}
$$

and that, since $w_{j} \leq 1$ for all $j \in\{1, \ldots, d\}$,

$$
\begin{equation*}
g_{\omega}\{\psi(\boldsymbol{w} x)\} \leq\left[1-\min \left\{\psi\left(x w_{1}\right), \ldots, \psi\left(x w_{d}\right)\right\}\right]^{\omega}=\left\{1-\psi\left(w_{(d)} x\right)\right\}^{\omega} \tag{10.8}
\end{equation*}
$$

Choosing an arbitrary $a \in\left(0, x_{\psi}\right)$, one then has

$$
\begin{align*}
\int_{0}^{x_{\psi} / w_{(d)}} \frac{g_{\omega}\{\psi(\boldsymbol{w} x)\}}{x} d x \leq & \int_{0}^{a / w_{(d)}} \frac{\left\{1-\psi\left(w_{(d)} x\right)\right\}^{\omega}}{x} d x  \tag{10.9}\\
& +\int_{a / w_{(d)}}^{x_{\psi} / w_{(d)}} \frac{\left\{\psi\left(w_{(d)} x\right)\right\}^{\omega}}{x} d x=I_{11}+I_{12}<\infty
\end{align*}
$$

where

$$
I_{11}=\int_{1 / a}^{\infty} \frac{\{1-\psi(1 / x)\}^{\omega}}{x} d x, \quad I_{12}=\int_{a}^{x_{\psi}} \frac{\{\psi(x)\}^{\omega}}{x} d x .
$$

Indeed, under Condition 4.1, $I_{11}$ is finite by Karamata's Theorem, since the integrand has index of regular variation $-m \omega-1$ which is strictly less than -1 . Finally, $I_{12}$ is finite under Condition 4.2 by Lemma 10.2 (i).
Treatment of $I_{2}$. Without loss of generality, suppose that $n \geq N_{K}$ so that (10.4) holds. Fix an arbitrary $\boldsymbol{w} \in B_{1 / K}$ and observe that from the definition of $B_{1 / K}$ one has, for any $x \in\left(0, a_{n} / w_{(1)}\right)$ and $j \in\{1, \ldots, d\}$,

$$
w_{j} x \leq \frac{w_{j}}{w_{(1)}} \phi\left(1-\frac{c}{n}\right) \leq K \phi\left(1-\frac{c}{n}\right)
$$

This and (10.4) imply that

$$
\psi\left(w_{j} x\right) \geq \psi\{K \phi(1-c / n)\}>\frac{n}{n+1}
$$

Consequently, for any $x \in\left(0, a_{n} / w_{(1)}\right), \hat{C}_{n}\{\psi(\boldsymbol{w} x)\}=1$. Using (1.2), one thus has

$$
I_{2}(\boldsymbol{w})=\sqrt{n} \int_{0}^{a_{n} / w_{(1)}}[1-C\{\psi(\boldsymbol{w} x)\}] \frac{d x}{x}=\sqrt{n} \int_{0}^{a_{n} / w_{(1)}} \frac{1-\psi\{\ell(\boldsymbol{w} x)\}}{x} d x
$$

Because for any $x>0, \ell(\boldsymbol{w} x)=x \ell(\boldsymbol{w}), \ell(\boldsymbol{w}) \leq 1$, and $w_{(1)} \geq 1 / K$ one further has that

$$
I_{2}(\boldsymbol{w}) \leq \sqrt{n} \int_{w_{(1)} / a_{n}}^{\infty} \frac{1-\psi(1 / x)}{x} d x \leq \sqrt{n} \int_{1 /\left(K a_{n}\right)}^{\infty} \frac{1-\psi(1 / x)}{x} d x
$$

Next, Karamata's Theorem implies that there exists a slowly varying function $L_{1}$ such that

$$
\sqrt{n} \int_{1 /\left(K a_{n}\right)}^{\infty} \frac{1-\psi(1 / x)}{x} d x=\sqrt{n}\left\{K \phi\left(1-\frac{c}{n}\right)\right\}^{\frac{1}{m}} L_{1}\left[\left\{K \phi\left(1-\frac{c}{n}\right)\right\}^{-1}\right]
$$

Because $\phi(1-1 / x)$ is regularly varying with index $-m$, there exists a slowly varying function $L_{2}$ such that

$$
\begin{aligned}
\sqrt{n}\left\{K \phi\left(1-\frac{c}{n}\right)\right\}^{\frac{1}{m}} L_{1} & {\left[\left\{K \phi\left(1-\frac{c}{n}\right)\right\}^{-1}\right] } \\
& =\sqrt{n}\left\{K(n / c)^{-m} L_{2}(n / c)\right\}^{\frac{1}{m}} L_{1}\left[\left\{K \phi\left(1-\frac{c}{n}\right)\right\}^{-1}\right]
\end{aligned}
$$

Thus $I_{2}(\boldsymbol{w}) \leq n^{-1 / 2} L_{3}(n)$, where $L_{3}(x)=c K^{1 / m} L_{2}(x / c)^{1 / m}$ $\times L_{1}\left[\{K \phi(1-c / x)\}^{-1}\right]$. Because $L_{3}$ is slowly varying [42, Proposition 0.8 (iv)], $n^{-1 / 2} L_{3}(n) \rightarrow 0$ as $n \rightarrow \infty$.

Treatment of $I_{3}$. Without loss of generality, suppose that $n \geq N_{K}$ so that (10.4) holds. Fix an arbitrary $\boldsymbol{w} \in B_{1 / K}$ and observe that if $x \geq b_{n} / w_{(d)}$, $\psi\left(x w_{(d)}\right) \leq c / n<1 /(n+1)$ and consequently $\hat{C}_{n}\{\psi(\boldsymbol{w} x)\}=0$. One thus has

$$
\begin{aligned}
I_{3}(\boldsymbol{w}) & =\sqrt{n} \int_{b_{n} / w_{(d)}}^{x_{\psi} / w_{(d)}} C\{\psi(\boldsymbol{w} x)\} \frac{d x}{x} \\
& \leq \sqrt{n} \int_{b_{n} / w_{(d)}}^{x_{\psi} / w_{(d)}} \frac{\psi\left(w_{(d)} x\right)}{x} d x=\sqrt{n} \int_{b_{n}}^{x_{\psi}} \frac{\psi(x)}{x} d x .
\end{aligned}
$$

The last term in the above inequality is independent of $\boldsymbol{w}$ and converges to 0 as $n \rightarrow \infty$ by Lemma 10.3 (i).

Treatment of $I_{4}$. Recall the second weight function $\tilde{g}_{\omega}$ from [6] given, for all $\boldsymbol{u} \in[0,1]^{d}$, by $\tilde{g}_{\omega}(\boldsymbol{u})=g_{\omega}(\boldsymbol{u})+\mathbb{1}\left\{g_{\omega}(\boldsymbol{u})=0\right\}$. Fix an arbitrary $\boldsymbol{w} \in B_{1 / K}$, let

$$
\begin{equation*}
Z_{n}=\sup _{\boldsymbol{u} \in[0,1]^{d}}\left|\frac{\overline{\mathbb{C}}_{n}(\boldsymbol{u})}{\tilde{g}_{\omega}(\boldsymbol{u})}\right| \tag{10.10}
\end{equation*}
$$

and observe that

$$
\begin{aligned}
I_{4}(\boldsymbol{w})=\int_{0}^{a_{n} / w_{(1)}}\left|\frac{\overline{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}}{\tilde{g}_{\omega}\{\psi(\boldsymbol{w} x)\}}\right| \frac{\tilde{g}_{\omega}\{\psi(\boldsymbol{w} x)\}}{x} d x & \leq \int_{0}^{a_{n} / w_{(1)}} Z_{n} \frac{\tilde{g}_{\omega}\{\psi(\boldsymbol{w} x)\}}{x} d x \\
& \leq Z_{n} \int_{0}^{K a_{n}} \frac{\tilde{g}_{\omega}\{\psi(\boldsymbol{w} x)\}}{x} d x
\end{aligned}
$$

Given that $Z_{n} \rightsquigarrow \sup _{\boldsymbol{u} \in[0,1]^{d}}\left|\mathbb{C}(\boldsymbol{u}) / \tilde{g}_{\omega}(\boldsymbol{u})\right|$ as $n \rightarrow \infty$ by Theorem 2.2 in [6], it suffices to prove that $\int_{0}^{K a_{n}} \frac{\tilde{g}_{\omega}\{\psi(\boldsymbol{w} x)\}}{x} d x$ converges uniformly to 0 as $n \rightarrow \infty$. To this end, note that $g_{\omega}(\boldsymbol{u})=0$ occurs either when at least one component of $\boldsymbol{u}$ is equal to 0 or at least $d-1$ components are equal to 1 . Given that $a_{n} \rightarrow 0$ as $n \rightarrow \infty$, one thus has, for sufficiently large $n$,

$$
\int_{0}^{K a_{n}} \frac{\tilde{g}_{\omega}\{\psi(\boldsymbol{w} x)\}}{x} d x=\int_{0}^{K a_{n}} \frac{g_{\omega}\{\psi(\boldsymbol{w} x)\}}{x} d x
$$

Using (10.8), the integral on the right-hand side can be bounded above by

$$
\begin{aligned}
\int_{0}^{K a_{n} / w_{(d)}} \frac{g_{\omega}\{\psi(\boldsymbol{w} x)\}}{x} d x & \leq \int_{0}^{K a_{n} / w_{(d)}} \frac{\left\{1-\psi\left(w_{(d)} x\right)\right\}^{\omega}}{x} d x \\
& =\int_{1 /\left(K a_{n}\right)}^{\infty} \frac{\{1-\psi(1 / x)\}^{\omega}}{x} d x
\end{aligned}
$$

The last expression converges to 0 as $n \rightarrow \infty$, given that it is bounded above by $I_{11}$ in (10.9), which is finite, and given that $a_{n} \rightarrow 0$ as $n \rightarrow \infty$.

Treatment of $I_{5}$. Let $\tilde{g}_{\omega}$ be as in the preceding paragraph concerning $I_{4}$. Fix an arbitrary $\boldsymbol{w} \in B_{1 / K}$ and note that, using (10.7) and performing a change of variable,

$$
\begin{aligned}
I_{5}(\boldsymbol{w}) \leq Z_{n} \int_{b_{n} / w_{(d)}}^{x_{\psi} / w_{(d)}} \frac{\tilde{g}_{\omega}\{\psi(\boldsymbol{w} x)\}}{x} d x & =Z_{n} \int_{b_{n} / w_{(d)}}^{x_{\psi} / w_{(d)}} \frac{g_{\omega}\{\psi(\boldsymbol{w} x)\}}{x} d x \\
& \leq Z_{n} \int_{b_{n}}^{x_{\psi}} \frac{\{\psi(x)\}^{\omega}}{x} d x
\end{aligned}
$$

The claim follows since $\int_{b_{n}}^{x_{\psi}} \frac{\{\psi(x)\}^{\omega}}{x} d x \rightarrow 0$ as $n \rightarrow \infty$ by Lemma 10.2 (i) given that $b_{n} \rightarrow x_{\psi}$ as $n \rightarrow \infty$.

Returning to the proof of Proposition 4.2 (a), fix an arbitrary $\boldsymbol{w} \in B_{1 / K}$ and observe that from Lemma 4.2 and the fact that $\hat{C}_{n}\{\psi(\boldsymbol{w} x)\}=C\{\psi(\boldsymbol{w} x)\}=0$ whenever $x>x_{\psi} / w_{(d)}$,

$$
\mathbb{B}_{n}^{\mathrm{CFG}}(\boldsymbol{w})=-\int_{0}^{x_{\psi} / w_{(d)}} \hat{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\} \frac{d x}{x}
$$

Now introduce the process $\overline{\mathbb{B}}_{n}^{\mathrm{CFG}}$ given, for any $\boldsymbol{w} \in \Delta_{d}$, by

$$
\overline{\mathbb{B}}_{n}^{\mathrm{CFG}}(\boldsymbol{w})=-\int_{0}^{x_{\psi} / w_{(d)}} \overline{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\} \frac{d x}{x}
$$

From Lemma 10.4, it follows that $\sup _{\boldsymbol{w} \in B_{1 / K}}\left|\mathbb{B}_{n}^{\mathrm{CFG}}(\boldsymbol{w})-\overline{\mathbb{B}}_{n}^{\mathrm{CFG}}(\boldsymbol{w})\right|$ converges to zero in probability. It thus remains to show that $\overline{\mathbb{B}}_{n}^{\mathrm{CFG}} \rightsquigarrow \mathbb{B}^{\mathrm{CFG}}$ in $\mathcal{C}\left(B_{1 / K}\right)$ as $n \rightarrow \infty$. To do so, consider the map

$$
\begin{align*}
\Gamma:\left(\ell^{\infty}\left([0,1]^{d}\right),\|\cdot\| \tilde{g}_{\omega}\right) & \longrightarrow\left(\ell^{\infty}\left(B_{1 / K}\right),\|\cdot\|_{\infty}\right)  \tag{10.11}\\
f & \longrightarrow\left\{\boldsymbol{w} \rightarrow-\int_{0}^{x_{\psi} / w_{(d)}} f\{\psi(\boldsymbol{w} x)\} \frac{d x}{x}\right\},
\end{align*}
$$

where $\|f\|_{\tilde{g}_{\omega}}=\sup _{\boldsymbol{u} \in[0,1]^{d}}\left|f(\boldsymbol{u}) / \tilde{g}_{\omega}(\boldsymbol{u})\right|$. Let $f_{1}, f_{2}$ be arbitrary functions in $\left(\ell^{\infty}\left([0,1]^{d}\right),\|\cdot\|_{\tilde{g}_{\omega}}\right)$. Then

$$
\begin{aligned}
& \sup _{\boldsymbol{w} \in B_{1 / K}}\left|\Gamma\left(f_{1}\right)-\Gamma\left(f_{2}\right)\right| \\
& =\sup _{\boldsymbol{w} \in B_{1 / K}}\left|-\int_{0}^{x_{\psi} / w_{(d)}} \frac{f_{1}\{\psi(\boldsymbol{w} x)\}-f_{2}\{\psi(\boldsymbol{w} x)\}}{\tilde{g}_{\omega}\{\psi(\boldsymbol{w} x)\}} \frac{\tilde{g}_{\omega}\{\psi(\boldsymbol{w} x)\}}{x} d x\right| \\
& \leq \sup _{\boldsymbol{w} \in B_{1 / K}}\left|\int_{0}^{x_{\psi} / w_{(d)}}\left\|f_{1}-f_{2}\right\|_{\tilde{g}_{\omega}} \frac{\tilde{g}_{\omega}\{\psi(\boldsymbol{w} x)\}}{x} d x\right| \\
& \leq\left\|f_{1}-f_{2}\right\|_{\tilde{g}_{\omega}}\left(I_{11}+I_{12}\right),
\end{aligned}
$$

where the last inequality follows from (10.9). The map $\Gamma$ is thus Lipschitz. Theorem 2.2 in [6] and the Continuous Mapping Theorem then imply that $\overline{\mathbb{B}}_{n}^{\mathrm{CFG}}=\Gamma\left(\overline{\mathbb{C}}_{n}\right) \rightsquigarrow \Gamma(\mathbb{C})=\mathbb{B}^{\mathrm{CFG}}$ as $n \rightarrow \infty$ weakly in $\ell^{\infty}\left(B_{1 / K}\right)$. Since $\mathbb{B}^{\mathrm{CFG}}$ has continuous paths on $B_{1 / K}$, the convergence takes place on $\mathcal{C}\left(B_{1 / K}\right)$.

### 10.4 Proof of Proposition 4.2 (b)

The proof of Proposition 4.2 (b) is similar to the proof of part (a) detailed in Section 10.3. For the sake of brevity, only the differences are pointed out.

Let $\mathcal{K}$ be a compact subset of $\Delta_{d}$. Let $B_{1 / K}$ and $c$ be as in Section 10.3 and $a_{n}, b_{n}$ as in (10.3). Furthermore, assume without loss of generality that $n$ is sufficiently large so that (10.4) holds. Finally, recall the weight function $g_{\omega}$ given in (10.5) for some arbitrary fixed $\omega \in(0,1 / 2)$; if Condition 4.2 (a) holds, $\omega \in(0,1 / 2)$ must in addition be such that $s \omega>1$. The following result is the analogue of Lemma 10.4.
Lemma 10.5. As $n \rightarrow \infty, \sup _{\boldsymbol{w} \in B_{1 / K}} \int_{0}^{x_{\psi} / w_{(d)}}\left|\overline{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}-\hat{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}\right| d x$ converges in probability to 0 .
Proof of Lemma 10.5. Fix an arbitrary $\boldsymbol{w} \in B_{1 / K}$. Then

$$
\int_{0}^{x_{\psi} / w_{(d)}}\left|\overline{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}-\hat{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}\right| d x \leq I_{1}(\boldsymbol{w})+I_{2}(\boldsymbol{w})+I_{3}(\boldsymbol{w})+I_{4}(\boldsymbol{w})+I_{5}(\boldsymbol{w}),
$$

where

$$
\begin{gathered}
I_{1}(\boldsymbol{w})=\int_{a_{n} / w_{(1)}}^{b_{n} / w_{(d)}}\left|\hat{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}-\overline{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}\right| d x \\
I_{2}(\boldsymbol{w})=\int_{0}^{a_{n} / w_{(1)}}\left|\hat{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}\right| d x \\
I_{3}(\boldsymbol{w})=\int_{b_{n} / w_{(d)}}^{x_{\psi} / w_{(d)}}\left|\hat{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}\right| d x, \quad I_{4}(\boldsymbol{w})=\int_{0}^{a_{n} / w_{(1)}}\left|\overline{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}\right| d x \\
I_{5}(\boldsymbol{w})=\int_{b_{n} / w_{(d)}}^{x_{\psi} / w_{(d)}}\left|\overline{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\}\right| d x
\end{gathered}
$$

To prove the claim, we show that for any $p \in\{1 \ldots, 5\}$, $\sup _{\boldsymbol{w} \in B_{1 / K}} I_{p}(\boldsymbol{w}) \rightarrow 0$ in probability as $n \rightarrow \infty$.
Treatment of $I_{1}$. Define $S_{n}$ as in (10.6) and observe that

$$
I_{1}(\boldsymbol{w}) \leq S_{n} \int_{a_{n} / w_{(1)}}^{b_{n} / w_{(d)}} g_{\omega}\{\psi(\boldsymbol{w} x)\} d x \leq S_{n} \int_{0}^{x_{\psi} / w_{(d)}} g_{\omega}\{\psi(\boldsymbol{w} x)\} d x
$$

For an arbitrary $a \in\left(0, x_{\psi}\right)$ one further has, using (10.7) and (10.8) and the fact that $w_{(d)} \geq 1 / d$,

$$
\int_{0}^{x_{\psi} / w_{(d)}} g_{\omega}\{\psi(\boldsymbol{w} x)\} d x \leq d \int_{0}^{a}\{1-\psi(x)\}^{\omega} d x+d \int_{a}^{x_{\psi}} \psi(x)^{\omega} d x
$$

The upper bound in the preceding display is finite; this follows from Lemma 10.2 (ii)-(iii) and the fact that $\{1-\psi(x)\}^{\omega}$ is bounded on $[0, a]$. Given that $S_{n}$ converges to 0 in probability as $n \rightarrow \infty$ by Theorem 2.2 in [6], $\sup _{\boldsymbol{w} \in B_{1 / K}} I_{1}(\boldsymbol{w}) \rightarrow 0$ in probability as $n \rightarrow \infty$, as claimed.
Treatment of $I_{2}$. Fix an arbitrary $\boldsymbol{w} \in B_{1 / K}$. Using the same arguments as in the paragraph concerning the treatment of $I_{2}$ in the proof of Lemma 10.4, one has that

$$
I_{2}(\boldsymbol{w}) \leq \sqrt{n} \int_{0}^{a_{n} / w_{(1)}}\{1-\psi(x)\} d x \leq \frac{\sqrt{n}}{w_{(1)}} \phi(1-c / n) \leq K \sqrt{n} \phi(1-c / n)
$$

Given that $\sqrt{x} \phi(1-c / x)$ is regularly varying of index $1 / 2-m<0$, the expression on the right-hand side converges to 0 as $n \rightarrow \infty$.

Treatment of $I_{3}$. Fix an arbitrary $\boldsymbol{w} \in B_{1 / K}$. Using the same arguments as in the paragraph concerning the treatment of $I_{3}$ in the proof of Lemma 10.4 and the fact that $w_{(d)} \geq 1 / d$, one has that $I_{3}(\boldsymbol{w}) \leq d \sqrt{n} \int_{b_{n}}^{x_{\psi}} \psi(x) d x$. The upper bound converges to 0 as $n \rightarrow \infty$ by Lemma 10.3 (ii).
Treatment of $I_{4}$. Fix an arbitrary $\boldsymbol{w} \in B_{1 / K}$. Arguing as in the paragraph concerning the treatment of $I_{4}$ in the proof of Lemma 10.4 and using the fact
that $w_{(d)} \geq 1 / d$ one has that

$$
I_{4}(\boldsymbol{w}) \leq Z_{n} \int_{0}^{K a_{n}} g_{\omega}\{\psi(\boldsymbol{w} x)\} d x \leq Z_{n} d \int_{0}^{K a_{n}}\{1-\psi(x)\} d x
$$

The upper bound converges in probability to 0 as $n \rightarrow \infty$, given that $Z_{n}$ converges in distribution by Theorem 2.2 in [6], and $\int_{0}^{K a_{n}}\{1-\psi(x)\} d x \rightarrow 0$ as $n \rightarrow \infty$, given that $a_{n} \rightarrow 0$ as $n \rightarrow \infty$.

Treatment of $I_{5}$. Fix an arbitrary $\boldsymbol{w} \in B_{1 / K}$. Arguing as in the paragraph concerning the treatment of $I_{5}$ in the proof of Lemma 10.4, one has that

$$
I_{5}(\boldsymbol{w}) \leq Z_{n} d \int_{b_{n}}^{x_{\psi}} \psi(x) d x
$$

As in the preceding paragraph, the claim follows from the fact that $\int_{b_{n}}^{x_{\psi}} \psi(x) d x \rightarrow 0$ as $n \rightarrow \infty$ given that $b_{n} \rightarrow x_{\psi}$ as $n \rightarrow \infty$.
Returning to the proof of Proposition 4.2 (b), introduce the process $\overline{\mathbb{B}}_{n}^{P}$ given, for all $\boldsymbol{w} \in \Delta_{d}$, by

$$
\overline{\mathbb{B}}_{n}^{\mathrm{P}}(\boldsymbol{w})=\frac{1}{E(Z)} \int_{0}^{x_{\psi} / w_{(d)}} \overline{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\} d x
$$

From Lemma 4.2 one has that

$$
\mathbb{B}_{n}^{\mathrm{P}}(\boldsymbol{w})=\frac{1}{E(Z)} \int_{0}^{x_{\psi} / x_{(d)}} \hat{\mathbb{C}}_{n}\{\psi(\boldsymbol{w} x)\} d x
$$

and Lemma 10.5 implies that $\sup _{\boldsymbol{w} \in B_{1 / K}}\left|\mathbb{B}_{n}^{\mathrm{P}}(\boldsymbol{w})-\overline{\mathbb{B}}_{n}^{\mathrm{P}}(\boldsymbol{w})\right| \rightarrow 0$ in probability as $n \rightarrow \infty$. As in the proof of Proposition $4.2(\mathrm{~b})$, one can establish that $\overline{\mathbb{B}}_{n}^{\mathrm{P}} \rightsquigarrow \mathbb{B}^{\mathrm{P}}$ as $n \rightarrow \infty$ in $\mathcal{C}\left(B_{1 / K}\right)$ using Theorem 2.2 in [6] and the Continuous Mapping Theorem featuring the map

$$
\begin{aligned}
\Gamma:\left(\ell^{\infty}\left([0,1]^{d}\right),\|\cdot\|_{\tilde{g}_{\omega}}\right) & \longrightarrow\left(\ell^{\infty}\left(B_{1 / K}\right),\|\cdot\|_{\infty}\right) \\
f & \longrightarrow\left\{\boldsymbol{w} \rightarrow \int_{0}^{x_{\psi} / w_{(d)}} f\{\psi(\boldsymbol{w} x)\} d x\right\},
\end{aligned}
$$

which is easily shown to be Lipschitz.

## 11 Detailed simulation study results

This section contains the detailed results of the simulation study from Section 5 in the form of tables containing the means of errors obtained from 1000 Monte Carlo replicates.

Tables 13, 14 and 15 compare results for logistic (LG) and discrete spectral measure-type (DSM) Pickands dependence functions. Following the notation
from [15], the parameter choices for the latter are provided below. We have $m=$ 10 and $\boldsymbol{w}^{(d)}$ the matrix of weight parameters, where $d$ denotes de dimension.

$$
\begin{align*}
& \boldsymbol{w}^{(2)}=\left[\begin{array}{llllllllll}
1.00 & 0.93 & 0.87 & 0.80 & 0.73 & 0.67 & 0.60 & 0.53 & 0.47 & 0.40 \\
0.00 & 0.07 & 0.13 & 0.20 & 0.27 & 0.33 & 0.40 & 0.47 & 0.53 & 0.60
\end{array}\right], \\
& \boldsymbol{w}^{(4)}=\left[\begin{array}{llllllllll}
0.67 & 0.00 & 0.33 & 0.33 & 0.00 & 0.33 & 0.33 & 0.00 & 0.00 & 0.00 \\
0.33 & 1.00 & 0.33 & 0.00 & 0.00 & 0.33 & 0.00 & 0.00 & 0.33 & 0.00 \\
0.00 & 0.00 & 0.33 & 0.67 & 1.00 & 0.00 & 0.33 & 0.67 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.33 & 0.33 & 0.33 & 0.67 & 1.00
\end{array}\right], \\
& \boldsymbol{w}^{(10)}=\left[\begin{array}{llllllllll}
0.33 & 0.00 & 0.00 & 0.33 & 0.00 & 0.00 & 0.00 & 0.33 & 0.00 & 0.00 \\
0.33 & 0.00 & 0.00 & 0.00 & 0.00 & 0.33 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.33 & 0.00 & 0.33 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.33 & 0.67 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.33 & 0.00 & 0.00 & 0.00 & 0.33 & 0.33 & 0.00 & 0.33 & 0.33 & 0.00 \\
0.00 & 0.33 & 0.00 & 0.00 & 0.00 & 0.00 & 0.33 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.33 & 0.00 & 0.33 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.33 & 0.33 & 0.00 & 0.33 & 0.00 & 0.33 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.33 & 0.33 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.33 & 0.33 & 1.00
\end{array}\right] . \tag{11.3}
\end{align*}
$$

| $\psi$ | $n$ <br> error <br> $\tau(\psi) \mid$ estimator | 200 |  |  |  | 500 |  |  |  | 1000 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\operatorname{IRAE}(\times 100)$ |  | $\operatorname{ISE}(\times 10000)$ |  | $\operatorname{IRAE}(\times 100)$ |  | ISE ( $\times 10000$ ) |  | $\operatorname{IRAE}(\times 100)$ |  | $\operatorname{ISE}(\times 10000)$ |  |
|  |  | CFG | P | CFG | P | CFG | P | CFG | P | CFG | P | CFG | P |
| Clayton | $1 / 5$ | 1.39 | 2.42 | 1.97 | 6.08 | 0.86 | 1.76 | 0.75 | 3.16 | 0.64 | 1.33 | 0.42 | 1.82 |
|  | 2/5 | 1.49 | 8.3 | 2.27 | 90.48 | 0.92 | 7.84 | 0.87 | 83.79 | 0.69 | 7.66 | 0.48 | 79.73 |
|  | $3 / 5$ | 1.59 | 28.97 | 2.68 | $26.55 \times 10^{2}$ | 0.98 | 35.08 | 1.02 | $41.92 \times 10^{2}$ | 0.75 | 36.38 | 0.56 | $44.95 \times 10^{2}$ |
|  | 4/5 | 2.25 | 620.74 | 5.38 | $1915 \times 10^{6}$ | 1.24 | $86.32 \times 10$ | 1.64 | $66.08 \times 10^{6}$ | 0.87 | $48.34 \times 10$ | 0.77 | $30.40 \times 10^{5}$ |
| Frank | 1/5 | 1.38 | 1.84 | 1.9 | 3.43 | 0.84 | 1.16 | 0.72 | 1.33 | 0.64 | 0.87 | 0.41 | 0.77 |
|  | 2/5 | 1.36 | 2.23 | 1.89 | 5.08 | 0.84 | 1.5 | 0.71 | 2.27 | 0.62 | 1.06 | 0.38 | 1.14 |
|  | $3 / 5$ | 1.31 | 2.9 | 1.75 | 8.73 | 0.82 | 1.86 | 0.68 | 3.56 | 0.61 | 1.39 | 0.37 | 1.9 |
|  | 4/5 | 1.41 | 4.35 | 2.05 | 20.9 | 0.81 | 2.78 | 0.68 | 8.01 | 0.59 | 2.14 | 0.35 | 4.65 |
| Gumbel | 1/5 | 1.43 | 1.85 | 2.08 | 3.48 | 0.91 | 1.19 | 0.84 | 1.43 | 0.67 | 0.88 | 0.45 | 0.78 |
|  | 2/5 | 1.49 | 2.27 | 2.23 | 5.23 | 0.95 | 1.49 | 0.92 | 2.25 | 0.69 | 1.1 | 0.48 | 1.21 |
|  | $3 / 5$ | 1.58 | 3.23 | 2.56 | 11.15 | 0.97 | 2.25 | 0.97 | 5.12 | 0.72 | 1.66 | 0.51 | 2.74 |
|  | 4/5 | 1.97 | 7.46 | 4.07 | 69.08 | 1.11 | 5.57 | 1.27 | 36.18 | 0.79 | 4.32 | 0.62 | 20.31 |
| Joe | $1 / 5$ | 1.46 | 1.79 | 2.17 | 3.27 | 0.92 | 1.14 | 0.87 | 1.33 | 0.68 | 0.84 | 0.46 | 0.71 |
|  | 2/5 | 1.54 | 2.04 | 2.4 | 4.2 | 0.98 | 1.32 | 1 | 1.74 | 0.72 | 0.94 | 0.51 | 0.91 |
|  | 3/5 | 1.71 | 2.41 | 3.1 | 5.78 | 1.05 | 1.56 | 1.17 | 2.44 | 0.77 | 1.12 | 0.59 | 1.31 |
|  | 4/5 | 2.37 | 3.38 | 5.81 | 12.03 | 1.28 | 2.21 | 1.7 | 4.99 | 0.91 | 1.56 | 0.83 | 2.53 |

Table 2: Average Integrated relative absolute error (IRAEx100) and Integrated squared error (ISEx10000) of $A_{n, c}^{\mathrm{CFG}}$ and $A_{n, c}^{\mathrm{P}}$ for 2-dimensional Archimax copula $C_{\psi, A}$ samples of size $n \in\{200,500,1000\}$. The Pickands dependence function $A$ is LG with parameter $\varrho=2$ so that $\tau(A)=1 / 2$, where $\tau(A)=\tau\left(C_{A}\right)$ is Kendall's tau of the bivariate extreme-value copula $C_{A}$. There are four choices for the Archimedean generator $\psi$, Clayton, Frank, Gumbel and Joe, each with four parameter choices so that $\tau(\psi) \in\{1 / 5,2 / 5,3 / 5,4 / 5\}$, where $\tau(\psi)=\tau\left(C_{\psi}\right)$ is Kendall's tau of the bivariate Archimedean copula $C_{\psi}$. There are 1000 Monte Carlo replicates.

| $\psi$ | $n$ <br> error <br> $\tau(\psi) \mid$ estimator | 200 |  |  |  | 500 |  |  |  | 1000 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\operatorname{IRAE}(\times 100)$ |  | ISE ( $\times 10000$ ) |  | $\operatorname{IRAE}(\times 100)$ |  | ISE ( $\times 10000$ ) |  | $\operatorname{IRAE}(\times 100)$ |  | $\operatorname{ISE}(\times 10000)$ |  |
|  |  | CFG | P | CFG | P | CFG | P | CFG | P | CFG | P | CFG | P |
| Clayton | 1/5 | 1.44 | 2.47 | 2.16 | 6.62 | 0.9 | 1.78 | 0.84 | 3.37 | 0.65 | 1.31 | 0.43 | 1.81 |
|  | 2/5 | 1.52 | 7.84 | 2.41 | 83.82 | 0.93 | 7.93 | 0.9 | 83.3 | 0.67 | 7.1 | 0.46 | 63.43 |
|  | 3/5 | 1.63 | 34.37 | 2.87 | $47.27 \times 10^{2}$ | 1 | 36.39 | 1.06 | $50.09 \times 10^{2}$ | 0.7 | 33.13 | 0.51 | $35.04 \times 10^{2}$ |
|  | 4/5 | 2.3 | $52.42 \times 10$ | 5.49 | $35.15 \times 10^{5}$ | 1.29 | $75.85 \times 10$ | 1.73 | $18.66 \times 10^{6}$ | 0.86 | $47.71 \times 10$ | 0.76 | $26.10 \times 10^{5}$ |
| Frank | 1/5 | 1.38 | 1.84 | 2 | 3.55 | 0.87 | 1.16 | 0.78 | 1.4 | 0.62 | 0.83 | 0.4 | 0.72 |
|  | $2 / 5$ | 1.37 | 2.29 | 1.96 | 5.52 | 0.87 | 1.43 | 0.77 | 2.13 | 0.61 | 1.03 | 0.39 | 1.1 |
|  | $3 / 5$ | 1.33 | 2.89 | 1.82 | 9.12 | 0.83 | 1.88 | 0.71 | 3.67 | 0.58 | 1.35 | 0.36 | 1.93 |
|  | 4/5 | 1.48 | 4.27 | 2.26 | 19.98 | 0.86 | 2.81 | 0.75 | 8.51 | 0.58 | 2.05 | 0.35 | 4.43 |
| Gumbel | 1/5 | 1.43 | 1.8 | 2.12 | 3.37 | 0.93 | 1.17 | 0.86 | 1.41 | 0.66 | 0.84 | 0.46 | 0.75 |
|  | 2/5 | 1.5 | 2.22 | 2.37 | 5.17 | 0.94 | 1.46 | 0.9 | 2.22 | 0.69 | 1.08 | 0.51 | 1.21 |
|  | $3 / 5$ | 1.59 | 3.23 | 2.69 | 11.29 | 0.97 | 2.18 | 0.98 | 5 | 0.72 | 1.62 | 0.55 | 2.74 |
|  | 4/5 | 2.01 | 7.46 | 4.31 | 70.59 | 1.13 | 5.28 | 1.3 | 32.79 | 0.78 | 4.47 | 0.64 | 23.05 |
| Joe | 1/5 | 1.45 | 1.7 | 2.23 | 3.03 | 0.94 | 1.12 | 0.9 | 1.28 | 0.68 | 0.8 | 0.48 | 0.66 |
|  | 2/5 | 1.53 | 1.94 | 2.52 | 3.96 | 0.98 | 1.29 | 1.01 | 1.72 | 0.73 | 0.91 | 0.56 | 0.86 |
|  | 3/5 | 1.74 | 2.38 | 3.27 | 5.82 | 1.06 | 1.56 | 1.19 | 2.55 | 0.77 | 1.11 | 0.64 | 1.28 |
|  | 4/5 | 2.49 | 3.27 | 6.54 | 11.4 | 1.33 | 2.2 | 1.86 | 5.02 | 0.91 | 1.59 | 0.87 | 2.61 |

Table 3: Average Integrated relative absolute error (IRAEx100) and Integrated squared error (ISEx10000) of $A_{n, c}^{\mathrm{CFG}}$ and $A_{n, c}^{\mathrm{P}}$ for 2-dimensional Archimax copula $C_{\psi, A}$ samples of size $n \in\{200,500,1000\}$. The Pickands dependence function $A$ is NSD with parameters $\boldsymbol{\alpha}=(1,2), \rho=0.59$, so that $\tau(A)=1 / 2$, where $\tau(A)=\tau\left(C_{A}\right)$ is Kendall's tau of the bivariate extreme-value copula $C_{A}$. There are four choices for the Archimedean generator $\psi$, Clayton, Frank, Gumbel and Joe, each with four parameter choices so that $\tau(\psi) \in\{1 / 5,2 / 5,3 / 5,4 / 5\}$, where $\tau(\psi)=\tau\left(C_{\psi}\right)$ is Kendall's tau of the bivariate Archimedean copula $C_{\psi}$. There are 1000 Monte Carlo replicates.

| $\psi$ | $n$ error $\tau(\psi) \mid$ estimator | 200 |  |  |  | 500 |  |  |  | 1000 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | IRAE $(\times 100)$ |  | ISE ( $\times 10000$ ) |  | $\operatorname{IRAE}(\times 100)$ |  | ISE ( $\times 10000$ ) |  | $\operatorname{IRAE}(\times 100)$ |  | ISE ( $\times 10000$ ) |  |
|  |  | CFG | P | CFG | P | CFG | P | CFG | P | CFG | P | CFG | P |
| Clayton | 1/5 | 2.89 | 4.66 | 4.23 | 10.44 | 1.79 | 3.29 | 1.6 | 5.29 | 1.29 | 2.4 | 0.82 | 2.82 |
|  | 2/5 | 2.91 | 15.47 | 4.22 | 125.2 | 1.84 | 14.31 | 1.71 | 106.94 | 1.3 | 13.99 | 0.87 | 98.9 |
|  | $3 / 5$ | 3.07 | 71.13 | 4.95 | $67.03 \times 10^{2}$ | 1.97 | 69.62 | 2.01 | $67.85 \times 10^{2}$ | 1.41 | 74.4 | 1 | $75.85 \times 10^{2}$ |
|  | 4/5 | 4.05 | $13.12 \times 10^{2}$ | 8.76 | $36.57 \times 10^{6}$ | 2.5 | $19.46 \times 10^{2}$ | 3.3 | $81.52 \times 10^{6}$ | 1.6 | $19.42 \times 10^{2}$ | 1.33 | $54.47 \times 10^{6}$ |
| Frank | 1/5 | 2.76 | 3.21 | 3.86 | 5.01 | 1.67 | 1.99 | 1.39 | 1.98 | 1.23 | 1.39 | 0.75 | 0.96 |
|  | 2/5 | 2.75 | 3.85 | 3.82 | 7.23 | 1.64 | 2.45 | 1.37 | 2.98 | 1.18 | 1.72 | 0.68 | 1.49 |
|  | $3 / 5$ | 2.47 | 5.3 | 3.08 | 14.01 | 1.54 | 3.24 | 1.17 | 5.26 | 1.1 | 2.41 | 0.6 | 2.9 |
|  | 4/5 | 2.54 | 8.28 | 3.37 | 36.42 | 1.49 | 4.88 | 1.13 | 11.67 | 1.05 | 3.68 | 0.55 | 6.76 |
| Gumbel | 1/5 | 2.96 | 3.17 | 4.35 | 4.96 | 1.82 | 2.07 | 1.67 | 2.15 | 1.32 | 1.43 | 0.86 | 1.02 |
|  | 2/5 | 3.02 | 3.96 | 4.57 | 7.67 | 1.9 | 2.66 | 1.8 | 3.49 | 1.34 | 1.82 | 0.88 | 1.66 |
|  | $3 / 5$ | 3.13 | 5.8 | 5.02 | 16.48 | 1.97 | 4.07 | 1.96 | 8.11 | 1.34 | 2.88 | 0.89 | 4.14 |
|  | 4/5 | 3.7 | 13.8 | 7.29 | $10.46 \times 10$ | 2.21 | 9.94 | 2.53 | 50 | 1.45 | 7.84 | 1.06 | 30.24 |
| Joe | 1/5 | 3.08 | 3.13 | 4.7 | 4.81 | 1.86 | 1.99 | 1.74 | 1.96 | 1.37 | 1.37 | 0.93 | 0.94 |
|  | 2/5 | 3.23 | 3.56 | 5.31 | 6.28 | 1.99 | 2.28 | 1.96 | 2.6 | 1.43 | 1.61 | 1.04 | 1.3 |
|  | 3/5 | 3.51 | 4.34 | 6.61 | 9.27 | 2.17 | 2.82 | 2.39 | 3.93 | 1.52 | 1.98 | 1.18 | 1.96 |
|  | $4 / 5$ | 4.52 | 6.02 | 11.26 | 17.85 | 2.65 | 3.88 | 3.61 | 7.54 | 1.78 | 2.77 | 1.63 | 3.86 |

Table 4: Average Integrated relative absolute error (IRAEx100) and Integrated squared error (ISEx10000) of $A_{n, c}^{\mathrm{CFG}}$ and $A_{n, c}^{\mathrm{P}}$ for 4-dimensional Archimax copula $C_{\psi, A}$ samples of size $n \in\{200,500,1000\}$. The Pickands dependence function $A$ is LG with parameter $\varrho=2$ so that $\tau(A)=1 / 2$, where $\tau(A)=\tau\left(C_{A}\right)$ is the averaged Kendall's tau across all bivariate margins of $C_{A}$. There are four choices for the Archimedean generator $\psi$, Clayton, Frank, Gumbel and Joe, each with four parameter choices so that $\tau(\psi) \in\{1 / 5,2 / 5,3 / 5,4 / 5\}$, where $\tau(\psi)=\tau\left(C_{\psi}\right)$ is Kendall's tau of the bivariate Archimedean copula $C_{\psi}$. There are 1000 Monte Carlo replicates.


Table 5: Average Integrated relative absolute error (IRAEx100) and Integrated squared error (ISEx10000) of $A_{n, c}^{\mathrm{CFG}}$ and $A_{n, c}^{\mathrm{P}}$ for 4 -dimensional Archimax copula $C_{\psi, A}$ samples of size $n \in\{200,500,1000\}$. The Pickands dependence function $A$ is NSD with parameters $\boldsymbol{\alpha}=(1,2,3,4), \rho=0.59, \tau(A)=1 / 2$, where $\tau(A)=\tau\left(C_{A}\right)$ is the averaged Kendall's tau across all bivariate margins of $C_{A}$. There are four choices for the Archimedean generator $\psi$, Clayton, Frank, Gumbel and Joe, each with four parameter choices so that $\tau(\psi) \in\{1 / 5,2 / 5,3 / 5,4 / 5\}$, where $\tau(\psi)=\tau\left(C_{\psi}\right)$ is Kendall's tau of the bivariate Archimedean copula $C_{\psi}$. There are 1000 Monte Carlo replicates.

| $\psi$ | $n$ <br> error <br> $\tau(\psi) \mid$ estimator | 200 |  |  |  | 500 |  |  |  | 1000 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\operatorname{IRAE}(\times 100)$ |  | ISE ( $\times 10000$ ) |  | $\operatorname{IRAE}(\times 100)$ |  | ISE ( $\times 10000$ ) |  | $\operatorname{IRAE}(\times 100)$ |  | ISE ( $\times 10000$ ) |  |
|  |  | CFG | P | CFG | P | CFG | P | CFG | P | CFG | P | CFG | P |
| Clayton | 1/5 | 4.76 | 7.23 | 4.62 | 10.27 | 3.02 | 4.98 | 1.89 | 4.93 | 2.15 | 3.89 | 0.94 | 3 |
|  | 2/5 | 4.98 | 24.06 | 5.03 | $11.74 \times 10$ | 3.1 | 22.02 | 2 | 91.01 | 2.28 | 21.08 | 1.07 | 82.74 |
|  | $3 / 5$ | 5.22 | $11.19 \times 10$ | 5.58 | $55.04 \times 10^{2}$ | 3.3 | $10.00 \times 10$ | 2.26 | $44.32 \times 10^{2}$ | 2.38 | $10.69 \times 10$ | 1.17 | $69.58 \times 10^{2}$ |
|  | 4/5 | 6.13 | $85.86 \times 10^{2}$ | 8.41 | $31.67 \times 10^{8}$ | 3.75 | $33.04 \times 10^{2}$ | 2.97 | $11.26 \times 10^{7}$ | 2.66 | $59.59 \times 10^{2}$ | 1.47 | $48.02 \times 10^{7}$ |
| Frank | $1 / 5$ | 4.46 | 4.72 | 4.12 | 4.56 | 2.86 | 2.94 | 1.69 | 1.78 | 2.14 | 2.03 | 0.93 | 0.84 |
|  | 2/5 | 4.12 | 5.56 | 3.45 | 6.31 | 2.76 | 3.76 | 1.55 | 2.86 | 1.94 | 2.56 | 0.77 | 1.34 |
|  | $3 / 5$ | 3.85 | 8.08 | 3.02 | 13.16 | 2.44 | 5.03 | 1.25 | 5.24 | 1.8 | 3.47 | 0.67 | 2.48 |
|  | 4/5 | 3.51 | 12.54 | 2.63 | 32.74 | 2.19 | 7.81 | 1.01 | 12.47 | 1.57 | 5.55 | 0.51 | 6.21 |
| Gumbel | 1/5 | 4.93 | 4.79 | 5.05 | 4.73 | 3.16 | 3.12 | 2.08 | 2 | 2.18 | 2.14 | 1.01 | 0.94 |
|  | 2/5 | 5.12 | 5.86 | 5.5 | 7.01 | 3.24 | 3.89 | 2.19 | 3.1 | 2.21 | 2.69 | 1.04 | 1.5 |
|  | $3 / 5$ | 5.32 | 9.01 | 6.03 | 16.06 | 3.27 | 6.07 | 2.24 | 7.32 | 2.27 | 4.48 | 1.08 | 3.97 |
|  | 4/5 | 5.9 | 21.96 | 7.85 | $10.24 \times 10$ | 3.49 | 15.54 | 2.57 | 48.2 | 2.38 | 12.91 | 1.21 | 32.38 |
| Joe | $1 / 5$ | 5.09 | 4.78 | 5.41 | 4.77 | 3.25 | 3.1 | 2.21 | 1.98 | 2.28 | 2.16 | 1.08 | 0.95 |
|  | 2/5 | 5.46 | 5.66 | 6.4 | 6.51 | 3.42 | 3.51 | 2.44 | 2.55 | 2.39 | 2.51 | 1.2 | 1.28 |
|  | $3 / 5$ | 5.85 | 6.94 | 7.47 | 9.95 | 3.65 | 4.35 | 2.78 | 3.85 | 2.53 | 3.02 | 1.33 | 1.85 |
|  | 4/5 | 7.31 | 9.77 | 12 | 20.46 | 4.21 | 6.22 | 3.76 | 7.9 | 2.8 | 4.39 | 1.64 | 3.91 |

Table 6: Average Integrated relative absolute error (IRAEx100) and Integrated squared error (ISEx10000) of $A_{n, c}^{\mathrm{CFG}}$ and $A_{n, c}^{\mathrm{P}}$ for 10-dimensional Archimax copula $C_{\psi, A}$ samples of size $n \in\{200,500,1000\}$. The Pickands dependence function $A$ is LG with parameter $\varrho=2$ so that $\tau(A)=1 / 2$, where $\tau(A)=\tau\left(C_{A}\right)$ is the averaged Kendall's tau across all bivariate margins of $C_{A}$. There are four choices for the Archimedean generator $\psi$, Clayton, Frank, Gumbel and Joe, each with four parameter choices so that $\tau(\psi) \in\{1 / 5,2 / 5,3 / 5,4 / 5\}$, where $\tau(\psi)=\tau\left(C_{\psi}\right)$ is Kendall's tau of the bivariate Archimedean copula $C_{\psi}$. There are 1000 Monte Carlo replicates.

| $\psi$ | $n$ error $\tau(\psi) \mid$ estimator | 200 |  |  |  | 500 |  |  |  | 1000 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | IRAE $(\times 100)$ |  | ISE ( $\times 10000$ ) |  | $\operatorname{IRAE}(\times 100)$ |  | ISE ( $\times 10000$ ) |  | $\operatorname{IRAE}(\times 100)$ |  | ISE ( $\times 10000$ ) |  |
|  |  | CFG | P | CFG | P | CFG | P | CFG | P | CFG | P | CFG | P |
| Clayton | 1/5 | 4.65 | 7.27 | 4.76 | 10.99 | 3.05 | 5.23 | 1.99 | 5.59 | 2.15 | 3.97 | 1.02 | 3.27 |
|  | 2/5 | 4.95 | 24.09 | 5.19 | 122.69 | 3.21 | 22.63 | 2.19 | 106.37 | 2.18 | 22.14 | 1.04 | 98.17 |
|  | $3 / 5$ | 5.28 | 106 | 6.13 | $57.55 \times 10^{2}$ | 3.43 | 112.67 | 2.52 | $73.89 \times 10^{2}$ | 2.44 | $10.85 \times 10$ | 1.33 | $60.78 \times 10^{2}$ |
|  | 4/5 | 6.25 | $65.85 \times 10^{2}$ | 8.88 | $10.76 \times 10^{8}$ | 3.89 | $61.49 \times 10^{2}$ | 3.42 | $42.84 \times 10^{5}$ | 2.81 | $46.92 \times 10^{2}$ | 1.74 | $13.06 \times 10^{7}$ |
| Frank | 1/5 | 4.45 | 4.73 | 4.28 | 4.76 | 2.98 | 3.03 | 1.9 | 1.99 | 2.13 | 2.1 | 0.98 | 0.98 |
|  | 2/5 | 4.24 | 5.67 | 3.81 | 6.82 | 2.77 | 3.73 | 1.68 | 3.01 | 1.99 | 2.52 | 0.86 | 1.39 |
|  | $3 / 5$ | 3.95 | 7.63 | 3.4 | 12.55 | 2.55 | 5.01 | 1.42 | 5.38 | 1.87 | 3.59 | 0.78 | 2.76 |
|  | 4/5 | 3.76 | 12.32 | 3.15 | 34.04 | 2.31 | 7.9 | 1.19 | 13.44 | 1.68 | 5.83 | 0.63 | 7.36 |
| Gumbel | 1/5 | 4.77 | 4.76 | 5.01 | 4.94 | 3.09 | 3.04 | 2.06 | 1.99 | 2.33 | 2.22 | 1.18 | 1.08 |
|  | 2/5 | 5.01 | 6.05 | 5.49 | 7.96 | 3.2 | 3.93 | 2.25 | 3.29 | 2.34 | 2.8 | 1.21 | 1.69 |
|  | $3 / 5$ | 5.33 | 9.27 | 6.26 | 17.84 | 3.35 | 6.24 | 2.47 | 8.19 | 2.36 | 4.48 | 1.22 | 4.28 |
|  | 4/5 | 6.18 | 21.9 | 8.57 | 103.21 | 3.65 | 16.16 | 3.01 | 53.95 | 2.45 | 12.99 | 1.36 | 35.38 |
| Joe | 1/5 | 4.97 | 4.69 | 5.54 | 4.83 | 3.24 | 3 | 2.29 | 1.98 | 2.47 | 2.2 | 1.34 | 1.08 |
|  | 2/5 | 5.33 | 5.46 | 6.49 | 6.42 | 3.42 | 3.54 | 2.6 | 2.68 | 2.6 | 2.59 | 1.51 | 1.45 |
|  | 3/5 | 5.82 | 6.81 | 7.81 | 9.88 | 3.74 | 4.38 | 3.12 | 4.11 | 2.72 | 3.17 | 1.66 | 2.16 |
|  | $4 / 5$ | 7.41 | 9.42 | 12.75 | 19.47 | 4.32 | 6.03 | 4.26 | 7.93 | 3.08 | 4.36 | 2.12 | 4.18 |

Table 7: Average Integrated relative absolute error (IRAEx100) and Integrated squared error (ISEx10000) of $A_{n, c}^{\mathrm{CFG}}$ and $A_{n, c}^{\mathrm{P}}$ for 10-dimensional Archimax copula $C_{\psi, A}$ samples of size $n \in\{200,500,1000\}$. The Pickands dependence function $A$ is NSD with parameters $\boldsymbol{\alpha}=(1,1,1,1,2,2,2,3,3,4), \rho=0.69, \tau(A)=1 / 2$, where $\tau(A)=\tau\left(C_{A}\right)$ is the averaged Kendall's tau across all bivariate margins of $C_{A}$. There are four choices for the Archimedean generator $\psi$, Clayton, Frank, Gumbel and Joe, each with four parameter choices so that $\tau(\psi) \in\{1 / 5,2 / 5,3 / 5,4 / 5\}$, where $\tau(\psi)=\tau\left(C_{\psi}\right)$ is Kendall's tau of the bivariate Archimedean copula $C_{\psi}$. There are 1000 Monte Carlo replicates.

| $\psi$ | $n$ <br> error $\tau(\psi) \mid \tau(A)$ | 200 |  |  |  |  |  |  |  | 500 |  |  |  |  |  |  |  | 1000 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | IRAE (x100) |  |  |  | ISE(x10000) |  |  |  | IRAE(x100) |  |  |  | ISE(x10000) |  |  |  | IRAE(x100) |  |  |  | ISE(x10000) |  |  |  |
|  |  | 1/5 | 2/5 | 3/5 | 4/5 | 1/5 | 2/5 | 3/5 | 4/5 | 1/5 | 2/5 | 3/5 | 4/5 | 1/5 | 2/5 | 3/5 | 4/5 | 1/5 | 2/5 | 3/5 | 4/5 | 1/5 | 2/5 | 3/5 | 4/5 |
| Clayton | 1/5 | 6.6 | 3.23 | 1.03 | 0.17 | 2.22 | 1.72 | 1.04 | 0.4 | 2.52 | 1.23 | 0.4 | 0.06 | 1.38 | 1.06 | 0.64 | 0.24 | 1.42 | 0.7 | 0.22 | 0.03 | 1.03 | 0.8 | 0.48 | 0.17 |
|  | $2 / 5$ | 8.68 | 3.9 | 1.2 | 0.2 | 2.54 | 1.88 | 1.11 | 0.44 | 3.25 | 1.47 | 0.46 | 0.07 | 1.57 | 1.16 | 0.69 | 0.26 | 1.78 | 0.81 | 0.25 | 0.03 | 1.17 | 0.86 | 0.51 | 0.19 |
|  | $3 / 5$ | 10.01 | 4.4 | 1.51 | 0.36 | 2.7 | 1.96 | 1.23 | 0.6 | 4.12 | 1.75 | 0.55 | 0.1 | 1.74 | 1.24 | 0.74 | 0.32 | 2.22 | 0.95 | 0.3 | 0.05 | 1.3 | 0.94 | 0.56 | 0.22 |
|  | 4/5 | 16.01 | 7.96 | 3.49 | 1.08 | 3.4 | 2.62 | 1.9 | 1.12 | 5.66 | 2.58 | 0.96 | 0.26 | 2 | 1.48 | 0.99 | 0.55 | 2.89 | 1.26 | 0.44 | 0.11 | 1.46 | 1.07 | 0.68 | 0.35 |
| Frank | 1/5 | 6.49 | 3.11 | 1 | 0.15 | 2.23 | 1.7 | 1.03 | 0.38 | 2.48 | 1.22 | 0.38 | 0.05 | 1.36 | 1.05 | 0.63 | 0.23 | 1.37 | 0.68 | 0.21 | 0.03 | 1.02 | 0.79 | 0.47 | 0.16 |
|  | 2/5 | 7.16 | 3.19 | 1.01 | 0.16 | 2.31 | 1.69 | 1.01 | 0.39 | 2.71 | 1.21 | 0.37 | 0.05 | 1.44 | 1.06 | 0.62 | 0.23 | 1.5 | 0.66 | 0.19 | 0.03 | 1.07 | 0.78 | 0.45 | 0.16 |
|  | $3 / 5$ | 6.94 | 2.97 | 0.94 | 0.18 | 2.31 | 1.66 | 0.99 | 0.42 | 2.78 | 1.17 | 0.36 | 0.06 | 1.44 | 1.03 | 0.61 | 0.23 | 1.51 | 0.64 | 0.19 | 0.03 | 1.07 | 0.76 | 0.45 | 0.16 |
|  | 4/5 | 7.56 | 3.3 | 1.24 | 0.39 | 2.36 | 1.72 | 1.13 | 0.65 | 2.61 | 1.12 | 0.38 | 0.09 | 1.39 | 1 | 0.63 | 0.3 | 1.42 | 0.6 | 0.18 | 0.03 | 1.04 | 0.74 | 0.45 | 0.19 |
| Gumbel | 1/5 | 7.59 | 3.46 | 1.09 | 0.16 | 2.39 | 1.77 | 1.06 | 0.4 | 3.06 | 1.42 | 0.43 | 0.06 | 1.52 | 1.14 | 0.67 | 0.24 | 1.66 | 0.76 | 0.23 | 0.03 | 1.13 | 0.84 | 0.49 | 0.17 |
|  | 2/5 | 8.95 | 3.78 | 1.19 | 0.19 | 2.61 | 1.87 | 1.12 | 0.43 | 3.7 | 1.57 | 0.47 | 0.07 | 1.67 | 1.2 | 0.69 | 0.26 | 1.95 | 0.83 | 0.25 | 0.03 | 1.22 | 0.87 | 0.51 | 0.18 |
|  | $3 / 5$ | 10.13 | 4.31 | 1.39 | 0.3 | 2.75 | 1.96 | 1.19 | 0.55 | 4.15 | 1.69 | 0.51 | 0.08 | 1.75 | 1.22 | 0.72 | 0.29 | 2.2 | 0.9 | 0.27 | 0.04 | 1.3 | 0.92 | 0.53 | 0.2 |
|  | 4/5 | 13.4 | 6.17 | 2.48 | 0.75 | 3.1 | 2.33 | 1.6 | 0.93 | 4.77 | 2.06 | 0.74 | 0.19 | 1.88 | 1.35 | 0.88 | 0.46 | 2.54 | 1.07 | 0.35 | 0.07 | 1.39 | 1 | 0.61 | 0.28 |
| Joe | $1 / 5$ | 7.99 | 3.64 | 1.14 | 0.18 | 2.45 | 1.82 | 1.08 | 0.42 | 3.33 | 1.49 | 0.45 | 0.06 | 1.59 | 1.16 | 0.68 | 0.24 | 1.77 | 0.78 | 0.24 | 0.03 | 1.16 | 0.85 | 0.5 | 0.18 |
|  | $2 / 5$ | 9.54 | 4.09 | 1.28 | 0.22 | 2.7 | 1.93 | 1.15 | 0.47 | 4.2 | 1.74 | 0.52 | 0.08 | 1.77 | 1.25 | 0.73 | 0.27 | 2.17 | 0.9 | 0.26 | 0.04 | 1.28 | 0.91 | 0.53 | 0.19 |
|  | $3 / 5$ | 11.67 | 5.13 | 1.71 | 0.37 | 2.94 | 2.13 | 1.31 | 0.62 | 4.94 | 2.01 | 0.62 | 0.11 | 1.9 | 1.33 | 0.78 | 0.34 | 2.56 | 1.04 | 0.31 | 0.05 | 1.39 | 0.98 | 0.57 | 0.23 |
|  | 4/5 | 18.06 | 8.65 | 3.74 | 1.11 | 3.62 | 2.75 | 1.98 | 1.14 | 6.32 | 2.77 | 1.03 | 0.29 | 2.13 | 1.56 | 1.04 | 0.59 | 3.21 | 1.38 | 0.47 | 0.11 | 1.56 | 1.13 | 0.71 | 0.36 |

Table 8: Average Integrated relative absolute error (IRAEx100) and Integrated squared error (ISEx10000) of $A_{n, c}^{\text {CFG }}$ for 2-dimensional Archimax copula $C_{\psi, A}$ samples of size $n \in\{200,500,1000\}$. The Pickands dependence function $A$ is $\mathbf{L G}$ with four choices of parameters so that $\tau(A) \in\{1 / 5,2 / 5,3 / 5,4 / 5\}$, where $\tau(A)=\tau\left(C_{A}\right)$ is Kendall's tau of the bivariate extreme-value copula $C_{A}$. There are four choices for the Archimedean generator $\psi$, Clayton, Frank, Gumbel and Joe, each with four parameter choices so that $\tau(\psi) \in\{1 / 5,2 / 5,3 / 5,4 / 5\}$, where $\tau(\psi)=\tau\left(C_{\psi}\right)$ is Kendall's tau of the bivariate Archimedean copula $C_{\psi}$. There are 1000 Monte Carlo replicates.

| $\psi$ | $n$ <br> error $\tau(\psi) \mid \tau(A)$ | 200 |  |  |  |  |  |  |  | 500 |  |  |  |  |  |  |  | 1000 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | IRAE (x100) |  |  |  | ISE(x10000) |  |  |  | IRAE (x100) |  |  |  | ISE(x10000) |  |  |  | IRAE (x100) |  |  |  | ISE(x10000) |  |  |  |
|  |  | 1/5 | 2/5 | $3 / 5$ | 4/5 | 1/5 | 2/5 | 3/5 | 4/5 | 1/5 | 2/5 | $3 / 5$ | 4/5 | $1 / 5$ | 2/5 | $3 / 5$ | 4/5 | 1/5 | 2/5 | 3/5 | 4/5 | 1/5 | $2 / 5$ | 3/5 | 4/5 |
| Clayton | $1 / 5$ | 17.84 | 7.55 | 2.05 | 0.26 | 4.33 | 3.49 | 2.22 | 0.9 | 6.95 | 2.89 | 0.77 | 0.09 | 2.71 | 2.17 | 1.37 | 0.54 | 3.47 | 1.48 | 0.4 | 0.05 | 1.9 | 1.56 | 0.99 | 0.39 |
|  | 2/5 | 20.5 | 7.71 | 2.08 | 0.3 | 4.65 | 3.56 | 2.23 | 0.96 | 7.63 | 3.11 | 0.84 | 0.11 | 2.8 | 2.24 | 1.41 | 0.6 | 4.01 | 1.59 | 0.42 | 0.05 | 2.01 | 1.58 | 1 | 0.41 |
|  | $3 / 5$ | 25.09 | 8.98 | 2.58 | 0.52 | 5.12 | 3.76 | 2.42 | 1.28 | 9.81 | 3.67 | 1.01 | 0.17 | 3.15 | 2.41 | 1.54 | 0.74 | 5.11 | 1.85 | 0.48 | 0.07 | 2.3 | 1.73 | 1.08 | 0.48 |
|  | 4/5 | 37.15 | 14.51 | 5.2 | 1.58 | 5.92 | 4.68 | 3.49 | 2.4 | 14.66 | 5.6 | 1.88 | 0.45 | 3.78 | 2.93 | 2.1 | 1.31 | 6.46 | 2.35 | 0.71 | 0.16 | 2.52 | 1.9 | 1.3 | 0.76 |
| Frank | 1/5 |  | 7.02 | 1.88 |  | 4.24 | 3.36 | 2.11 | 0.85 | 6.15 | 2.54 | 0.67 | 0.08 | 2.53 | 2.03 | 1.27 | 0.51 | 3.22 | 1.36 | 0.36 | 0.04 | 1.81 | 1.48 | 0.94 | 0.37 |
|  | $2 / 5$ | $18.62$ | 7.03 | 1.83 | 0.24 | 4.45 | 3.38 | 2.09 | $0.86$ | 6.24 | 2.47 | 0.66 | 0.08 | 2.53 | 1.99 | 1.26 | 0.51 | 3.26 | 1.26 | 0.32 | 0.04 | 1.86 | 1.45 | 0.89 | 0.35 |
|  | $3 / 5$ | 16.1 | 5.68 | 1.52 | 0.27 | 4.06 | 3.02 | 1.9 | 0.92 | 6.08 | 2.17 | 0.57 | 0.08 | 2.52 | 1.89 | 1.18 | 0.52 | 3.23 | 1.14 | 0.28 | 0.04 | 1.83 | 1.36 | 0.83 | 0.34 |
|  | 4/5 | 15.33 | 5.72 | 1.97 | 0.59 | 3.93 | 3 | 2.15 | 1.46 | 5.74 | 2.02 | 0.6 | 0.13 | 2.43 | 1.8 | 1.19 | 0.67 | 2.9 | 1.02 | 0.27 | 0.05 | 1.73 | 1.28 | 0.82 | 0.4 |
| Gumbel | 1/5 | 20.93 | 8.01 | 2.06 | 0.25 | 4.71 | 3.62 | 2.24 | 0.9 | 8.01 | 3.06 | 0.8 | 0.1 | 2.9 | 2.23 | 1.39 | 0.55 | 4.31 | 1.61 | 0.41 | 0.05 | 2.12 | 1.62 | 1 | 0.39 |
|  | 2/5 | 24.64 | 8.63 | 2.21 | 0.32 | 5.04 | 3.74 | 2.3 | 1 | 9.74 | 3.38 | 0.86 | 0.11 | 3.19 | 2.34 | 1.44 | 0.6 | 4.91 | 1.67 | 0.41 | 0.05 | 2.27 | 1.66 | 1.01 | 0.4 |
|  | $3 / 5$ | 27.75 | 9.35 | 2.5 | 0.46 | 5.3 | 3.84 | 2.43 | 1.22 | 11.18 | 3.67 | 0.96 | 0.14 | 3.41 | 2.43 | 1.51 | 0.68 | 5.27 | 1.73 | 0.42 | 0.06 | 2.34 | 1.68 | 1.02 | 0.43 |
|  | 4/5 | 33.36 | 12.27 | 4.17 | 1.14 | 5.71 | 4.32 | 3.12 | 2.05 | 13.1 | 4.49 | 1.35 | 0.31 | 3.62 | 2.65 | 1.78 | 1.07 | 5.86 | 1.97 | 0.54 | 0.11 | 2.45 | 1.77 | 1.14 | 0.61 |
| Joe |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 2.3 |  |  |  |  |  |  |  | 1.69 | 1.03 |  |
|  | $2 / 5$ | $29.48$ | $10.16$ | 2.53 | 0.36 | 5.49 | 4.02 | 2.45 | 1.06 | 11.12 | 3.71 | 0.94 | 0.12 | 3.39 | 2.46 | 1.51 | 0.63 | 6.08 | 2 | 0.48 | 0.06 | 2.49 | 1.79 | 1.08 | 0.43 |
|  | $3 / 5$ | 35.24 | 12.21 | 3.31 | 0.63 | 5.85 | 4.32 | 2.74 | 1.42 | 13.39 | 4.5 | 1.16 | 0.19 | 3.66 | 2.67 | 1.67 | 0.79 | 7.1 | 2.31 | 0.56 | 0.08 | 2.66 | 1.9 | 1.15 | 0.5 |
|  | $4 / 5$ | 51.43 | 19.1 | 6.54 | 1.74 | 6.81 | 5.25 | 3.87 | 2.54 | 17.54 | 6.34 | 1.96 | 0.48 | 4.15 | 3.13 | 2.18 | 1.34 | 8.69 | 2.97 | 0.85 | 0.18 | 2.91 | 2.15 | 1.43 | 0.8 |

Table 9: Average Integrated relative absolute error (IRAEx100) and Integrated squared error (ISEx10000) of $A_{n, c}^{\mathrm{CFG}}$ and for 4 -dimensional Archimax copula $C_{\psi, A}$ samples of size $n \in\{200,500,1000\}$. The Pickands dependence function $A$ is LG with four choices of parameters so that $\tau(A) \in$ $\{1 / 5,2 / 5,3 / 5,4 / 5\}$, where $\tau(A)=\tau\left(C_{A}\right)$ is Kendall's tau of the corresponding bivariate extreme-value copula $C_{A^{(2)}} . A^{(2)}$ is a 2-dimensional LG Pickands dependence function with the same parameter as $A$. There are four choices for the Archimedean generator $\psi$, Clayton, Frank, Gumbel and Joe, each with four parameter choices so that $\tau(\psi) \in\{1 / 5,2 / 5,3 / 5,4 / 5\}$, where $\tau(\psi)=\tau\left(C_{\psi}\right)$ is Kendall's tau of the bivariate Archimedean copula $C_{\psi}$. There are 1000 Monte Carlo replicates.

| $\psi$ | $n$ <br> error $\tau(\psi) \mid \tau(A)$ | 200 |  |  |  |  |  |  |  | 500 |  |  |  |  |  |  |  | 1000 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | IRAE (x100) |  |  |  | ISE(x10000) |  |  |  | IRAE (x100) |  |  |  | ISE(x10000) |  |  |  | IRAE(x100) |  |  |  | ISE(x10000) |  |  |  |
|  |  | 1/5 | 2/5 | 3/5 | 4/5 | 1/5 | 2/5 | 3/5 | 4/5 | 1/5 | 2/5 | 3/5 | 4/5 | 1/5 | $2 / 5$ | 3/5 | 4/5 | 1/5 | 2/5 | 3/5 | 4/5 | 1/5 | 2/5 | 3/5 | 4/5 |
| Clayton | 1/5 | 32.88 | 9.78 | 1.97 | 0.2 | 7.1 | 5.74 | 3.73 | 1.6 | 13.8 | 4.34 | 0.87 | 0.08 | 4.59 | 3.82 | 2.47 | 1.04 | 6.53 | 2.03 | 0.4 | 0.04 | 3.11 | 2.6 | 1.68 | 0.71 |
|  | 2/5 | 35.12 | 9.92 | 2.03 | 0.23 | 7.36 | 5.7 | 3.7 | 1.72 | 16.11 | 4.59 | 0.89 | 0.09 | 4.94 | 3.93 | 2.5 | 1.08 | 7.1 | 2.09 | 0.42 | 0.04 | 3.21 | 2.62 | 1.71 | 0.74 |
|  | $3 / 5$ | 43.17 | 11.68 | 2.48 | 0.38 | 8.1 | 6.22 | 4.1 | 2.19 | 18.48 | 5.05 | 1.01 | 0.12 | 5.22 | 4.07 | 2.63 | 1.28 | 8.9 | 2.38 | 0.47 | 0.05 | 3.65 | 2.81 | 1.8 | 0.83 |
|  | 4/5 | 54.62 | 15.64 | 4.19 | 1.08 | 8.87 | 7.01 | 5.21 | 3.93 | 23.39 | 6.41 | 1.52 | 0.31 | 5.91 | 4.57 | 3.21 | 2.1 | 10.7 | 2.76 | 0.6 | 0.11 | 3.99 | 3.01 | 2.03 | 1.23 |
| Frank | 1/5 | 31.49 | 9.01 | 1.82 | 0.18 | 7 | 5.5 | 3.54 | 1.55 | 13.16 | 4.01 | 0.78 | 0.07 | 4.48 | 3.66 | 2.32 | 0.97 | 6.57 | 2.01 | 0.39 | 0.04 | 3.11 | 2.59 | 1.65 | 0.69 |
|  | 2/5 | 28.42 | 7.96 | 1.62 | 0.18 | 6.61 | 5.15 | 3.34 | 1.51 | 11.96 | 3.41 | 0.67 | 0.07 | 4.24 | 3.34 | 2.14 | 0.92 | 5.9 | 1.65 | 0.32 | 0.03 | 2.97 | 2.35 | 1.5 | 0.63 |
|  | $3 / 5$ | 26.69 | 6.88 | 1.36 | 0.19 | 6.43 | 4.82 | 3.07 | 1.57 | 10.51 | 2.74 | 0.53 | 0.06 | 3.95 | 3 | 1.91 | 0.89 | 5.4 | 1.42 | 0.27 | 0.03 | 2.83 | 2.17 | 1.38 | 0.61 |
|  | 4/5 | 21.7 | 5.79 | 1.46 | 0.4 | 5.67 | 4.3 | 3.1 | 2.39 | 8.29 | 2.13 | 0.47 | 0.09 | 3.47 | 2.62 | 1.78 | 1.14 | 4.06 | 1.05 | 0.22 | 0.03 | 2.43 | 1.85 | 1.22 | 0.67 |
| Gumbel | 1/5 | 40.74 | 10.81 | 2.05 | 0.21 | 7.89 | 6.02 | 3.77 | 1.64 | 17.62 | 4.68 | 0.88 | 0.08 | 5.1 | 3.93 | 2.47 | 1.04 | 8.53 | 2.23 | 0.41 | 0.04 | 3.56 | 2.72 | 1.7 | 0.7 |
|  | 2/5 | 48.43 | 11.84 | 2.18 | 0.24 | 8.54 | 6.31 | 3.91 | 1.76 | 21.52 | 5.16 | 0.93 | 0.09 | 5.61 | 4.12 | 2.54 | 1.09 | 9.91 | 2.38 | 0.43 | 0.04 | 3.81 | 2.8 | 1.74 | 0.73 |
|  | $3 / 5$ | 52.22 | 12.45 | 2.36 | 0.35 | 8.74 | 6.37 | 3.99 | 2.12 | 23.46 | 5.45 | 0.98 | 0.11 | 5.85 | 4.22 | 2.61 | 1.22 | 10.61 | 2.49 | 0.45 | 0.05 | 3.94 | 2.86 | 1.77 | 0.79 |
|  | 4/5 | 61.23 | 15.44 | 3.7 | 0.85 | 9.08 | 6.79 | 4.88 | 3.47 | 24.49 | 5.89 | 1.25 | 0.22 | 5.96 | 4.35 | 2.9 | 1.78 | 11.09 | 2.68 | 0.54 | 0.08 | 4.04 | 2.99 | 1.95 | 1.09 |
| Joe | 1/5 | 47.39 | 11.98 | 2.23 | 0.22 | 8.46 | 6.3 | 3.91 | 1.68 | 20.08 | 5.01 | 0.93 | 0.09 | 5.45 | 4.05 | 2.54 | 1.08 | 10.08 | 2.47 | 0.45 | 0.04 | 3.85 | 2.85 | 1.76 | 0.73 |
|  | $2 / 5$ | 59.62 | 14.23 | 2.59 | 0.29 | 9.27 | 6.76 | 4.16 | 1.89 | 25.61 | 5.85 | 1.04 | 0.1 | 6.14 | 4.41 | 2.71 | 1.18 | 12.37 | 2.82 | 0.49 | 0.05 | 4.18 | 3.01 | 1.84 | 0.79 |
|  | $3 / 5$ | 71.83 | 16.91 | 3.2 | 0.45 | 9.86 | 7.13 | 4.51 | 2.39 | 29.34 | 6.66 | 1.19 | 0.14 | 6.51 | 4.67 | 2.87 | 1.38 | 13.83 | 3.13 | 0.56 | 0.06 | 4.42 | 3.16 | 1.95 | 0.9 |
|  | 4/5 | 95.53 | 24.21 | 5.59 | 1.19 | 10.97 | 8.3 | 5.97 | 4.15 | 34.69 | 8.39 | 1.81 | 0.34 | 6.93 | 5.1 | 3.47 | 2.2 | 15.34 | 3.7 | 0.76 | 0.13 | 4.64 | 3.42 | 2.28 | 1.35 |

Table 10: Average Integrated relative absolute error (IRAEx100) and Integrated squared error (ISEx10000) of $A_{n, c}^{\mathrm{CFG}}$ and for 10-dimensional Archimax copula $C_{\psi, A}$ samples of size $n \in\{200,500,1000\}$. The Pickands dependence function $A$ is LG with four choices of parameters so that $\tau(A) \in$ $\{1 / 5,2 / 5,3 / 5,4 / 5\}$, where $\tau(A)=\tau\left(C_{A}\right)$ is Kendall's tau of the corresponding bivariate extreme-value copula $C_{A^{(2)}} . A^{(2)}$ is a 2-dimensional LG Pickands dependence function with the same parameter as $A$. There are four choices for the Archimedean generator $\psi$, Clayton, Frank, Gumbel and Joe, each with four parameter choices so that $\tau(\psi) \in\{1 / 5,2 / 5,3 / 5,4 / 5\}$, where $\tau(\psi)=\tau\left(C_{\psi}\right)$ is Kendall's tau of the bivariate Archimedean copula $C_{\psi}$. There are 1000 Monte Carlo replicates.

|  | $n$ <br> error $\lambda_{U}(\psi, A) \mid \lambda_{U}(A)$ | 200 |  |  |  |  |  |  |  | 500 |  |  |  |  |  |  |  | 1000 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d$ |  | IRAE (x100) |  |  |  | ISE(x10000) |  |  |  | IRAE (x100) |  |  |  | ISE(x10000) |  |  |  | IRAE(x100) |  |  |  | ISE(x10000) |  |  |  |
|  |  | 1/5 | 2/5 | $3 / 5$ | 4/5 | 1/5 | 2/5 | $3 / 5$ | 4/5 | 1/5 | 2/5 | 3/5 | 4/5 | 1/5 | 2/5 | $3 / 5$ | 4/5 | 1/5 | 2/5 | 3/5 | 4/5 | 1/5 | $2 / 5$ | 3/5 | 4/5 |
| 2 | 5/10 | 9.34 | 4.63 |  |  | 2.6 | 1.98 |  |  | 3.91 | 1.83 |  |  | 1.67 | 1.26 |  |  | 2.06 | 1 |  |  | 1.22 | . 92 |  |  |
|  | 6/10 | 10.37 | 5.04 |  |  | 2.74 | 2.07 |  |  | 4.45 | 2.08 |  |  | 1.78 | 1.33 |  |  | 2.31 | 1.1 |  |  | 1.3 | . 98 |  |  |
|  | 7/10 | 11.38 | 5.49 | 1.94 |  | 2.88 | 2.16 | 1.38 |  | 5.02 | 2.35 | . 77 |  | 1.89 | 1.41 | . 88 |  | 2.6 | 1.22 | . 41 |  | 1.37 | 1.02 | . 64 |  |
|  | 8/10 | 13.18 | 6.11 | 2.11 |  | 3.07 | 2.26 | 1.45 |  | 5.64 | 2.63 | . 88 |  | 1.98 | 1.48 | . 93 |  | 2.95 | 1.37 | . 45 |  | 1.45 | 1.08 | . 67 |  |
|  | 9/10 | 17.3 | 8.22 | 2.73 | . 39 | 3.48 | 2.59 | 1.61 | . 63 | 6.65 | 3.11 | 1.03 | . 14 | 2.13 | 1.59 | . 99 | . 38 | 3.47 | 1.62 | . 53 | . 07 | 1.58 | 1.17 | . 73 | . 28 |
| 2 | 5/10 | 29.13 | 11.76 |  |  | 5.25 | 4.02 |  |  | 10.98 | 4.37 |  |  | 3.2 | 2.44 |  |  | 5.98 | 2.38 |  |  | 2.36 | 1.81 |  |  |
|  | 6/10 | 33.02 | 13.18 |  |  | 5.55 | 4.27 |  |  | 12.59 | 4.88 |  |  | 3.42 | 2.59 |  |  | 6.8 | 2.64 |  |  | 2.5 | 1.9 |  |  |
|  | 7/10 | 37.03 | 14.6 | 4 |  | 5.82 | 4.47 | 2.89 |  | 14.08 | 5.45 | 1.52 |  | 3.6 | 2.74 | 1.76 |  | 7.71 | 2.95 | . 8 |  | 2.65 | 2.01 | 1.29 |  |
|  | 8/10 | 41.83 | 16.44 | 4.47 |  | 6.08 | 4.66 | 3.03 |  | 16.22 | 6.12 | 1.7 |  | 3.83 | 2.9 | 1.88 |  | 8.68 | 3.31 | . 89 |  | 2.79 | 2.1 | 1.36 |  |
|  | 9/10 | 54.45 | 20.81 | 5.78 | . 65 | 6.73 | 5.1 | 3.34 | 1.39 | 19.48 | 7.63 | 2.12 | . 24 | 4.16 | 3.17 | 2.07 | . 86 | 10.12 | 3.88 | 1.05 | . 12 | 2.97 | 2.25 | 1.45 | . 6 |
| 10 | 5/10 | 63.58 | 17.87 |  |  | 8.88 | 6.64 |  |  | 27.19 | 7.63 |  |  | 5.74 | 4.32 |  |  | 13.72 | 3.82 |  |  | 4.06 | 3.07 |  |  |
|  | 6/10 | 73.1 | 20.78 |  |  | 9.42 | 7.14 |  |  | 31.54 | 8.71 |  |  | 6.16 | 4.58 |  |  | 15.62 | 4.31 |  |  | 4.28 | 3.24 |  |  |
|  | 7/10 | 82.19 | 23.37 | 4.53 |  | 9.89 | 7.51 | 4.78 |  | 35.6 | 9.87 | 1.9 |  | 6.55 | 4.87 | 3.11 |  | 17.26 | 4.84 | . 93 |  | 4.47 | 3.39 | 2.19 |  |
|  | 8/10 | 94.21 | 27.01 | 5.21 |  | 10.34 | 7.87 | 5.12 |  | 39.37 | 11.02 | 2.17 |  | 6.88 | 5.17 | 3.34 |  | 18.7 | 5.33 | 1.04 |  | 4.65 | 3.53 | 2.29 |  |
|  | 9/10 | 112.8 | 31.95 | 6.53 | . 56 | 10.93 | 8.37 | 5.52 | 2.44 | 44.77 | 12.64 | 2.52 | . 22 | 7.19 | 5.46 | 3.58 | 1.58 | 20.29 | 5.89 | 1.2 | . 11 | 4.85 | 3.7 | 2.44 | 1.08 |

Table 11: Average Integrated relative absolute error (IRAEx100) and Integrated squared error (ISEx10000) of $A_{n, c}^{\mathrm{CFG}}$ and for $d$-dimensional Archimax copula $C_{\psi, A}$ samples of size $n \in\{200,500,1000\}$ for dimensions $d \in\{2,4,10\}$. The Pickands dependence function $A$ is LG with four choices of parameters so that $\lambda_{U}(A) \in\{1 / 5,2 / 5,3 / 5,4 / 5\}$, where $\lambda_{U}(A)=\lambda_{U}\left(C_{A}\right)$ is the upper tail dependence coefficient of the corresponding bivariate extremevalue copula $C_{A^{(2)}}$. $A^{(2)}$ is a 2-dimensional LG Pickands dependence function with the same parameter as $A$. The Archimedean generator $\psi$ is Joe and $\lambda_{U}(\psi, A) \in\{5 / 10,6 / 10,7 / 10,8 / 10,9 / 10\}$, where $\lambda_{U}(\psi, A)=\lambda_{U}\left(C_{\psi, A}\right)$ is the upper tail coefficient of the bivariate Archimax copula $C_{\psi, A^{(2)}}$. There are 1000 Monte Carlo replicates.

| $\psi$${ }^{\psi}$ | $n$ <br> error $\lambda_{L}(\psi, A) \mid \eta_{L}(A)$ | 200 |  |  |  |  |  |  |  | 500 |  |  |  |  |  |  |  | 1000 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | IRAE (x100) |  |  |  | ISE(x10000) |  |  |  | IRAE(x100) |  |  |  | ISE(x10000) |  |  |  | IRAE (x100) |  |  |  | ISE(x10000) |  |  |  |
|  |  | 0.57 | 0.66 | 0.76 | 0.87 | 0.57 | 0.66 | 0.76 | 0.87 | 0.57 | 0.66 | 0.76 | 0.87 | 0.57 | 0.66 | 0.76 | 0.87 | 0.57 | 0.66 | 0.76 | 0.87 | 0.57 | 0.66 | 0.76 | 0.87 |
| 2 | $1 / 5$ | 6.39 | 3.24 | 1.06 | 0.15 | 2.17 | 1.71 | 1.05 | 0.39 | 2.48 | 1.26 | 0.4 | 0.05 | 1.36 | 1.07 | 0.64 | 0.23 | 1.37 | 0.69 | 0.22 | 0.03 | 1.02 | 0.8 | 0.48 | 0.17 |
|  | 2/5 | 6.81 | 3.23 | 1.04 | 0.16 | 2.26 | 1.71 | 1.04 | 0.39 | 2.78 | 1.31 | 0.39 | 0.05 | 1.46 | 1.09 | 0.65 | 0.23 | 1.52 | 0.68 | 0.22 | 0.03 | 1.07 | 0.8 | 0.48 | 0.17 |
|  | $3 / 5$ | 8.33 | 3.47 | 1.07 | 0.15 | 2.54 | 1.79 | 1.06 | 0.39 | 3.24 | 1.48 | 0.4 | 0.06 | 1.57 | 1.16 | 0.65 | 0.24 | 1.71 | 0.73 | 0.23 | 0.03 | 1.14 | 0.81 | 0.49 | 0.17 |
|  | 4/5 | 9.96 | 4.07 | 1.22 | 0.17 | 2.71 | 1.9 | 1.12 | 0.4 | 3.79 | 1.5 | 0.46 | 0.06 | 1.69 | 1.17 | 0.69 | 0.24 | 2.07 | 0.84 | 0.24 | 0.03 | 1.26 | 0.88 | 0.5 | 0.17 |
| 4 | $1 / 5$ | 16.81 | 6.99 | 1.92 | 0.23 | 4.22 | 3.4 | 2.16 | 0.86 | 6.52 | 2.88 | 0.77 | 0.09 | 2.62 | 2.15 | 1.36 | 0.53 | 3.41 | 1.45 | 0.39 | 0.04 | 1.88 | 1.53 | 0.97 | 0.37 |
|  | 2/5 | 18.08 | 7.21 | 2 | 0.23 | 4.37 | 3.42 | 2.18 | 0.85 | 6.73 | 2.89 | 0.78 | 0.09 | 2.64 | 2.17 | 1.37 | 0.54 | 3.5 | 1.5 | 0.38 | 0.04 | 1.9 | 1.56 | 0.96 | 0.38 |
|  | 3/5 | 20.02 | 7.42 | 2.07 | 0.25 | 4.58 | 3.46 | 2.22 | 0.89 | 7.9 | 2.95 | 0.75 | 0.09 | 2.84 | 2.18 | 1.35 | 0.53 | 3.73 | 1.46 | 0.39 | 0.04 | 1.96 | 1.53 | 0.97 | 0.38 |
|  | 4/5 | 24.27 | 8.11 | 2.13 | 0.27 | 4.97 | 3.6 | 2.26 | 0.91 | 9.22 | 3.21 | 0.84 | 0.09 | 3.1 | 2.29 | 1.41 | 0.55 | 4.84 | 1.66 | 0.43 | 0.05 | 2.24 | 1.64 | 1.01 | 0.39 |
| 10 | $1 / 5$ | 33.23 | 10.06 | 2 | 0.19 | 7.15 | 5.8 | 3.72 | 1.58 | 12.8 | 4.15 | 0.83 | 0.08 | 4.4 | 3.7 | 2.4 | 1 | 6.54 | 2.02 | 0.39 | 0.04 | 3.09 | 2.6 | 1.63 | 0.7 |
|  | 2/5 | 34.7 | 10.12 | 2 | 0.2 | 7.37 | 5.86 | 3.74 | 1.61 | 13.81 | 4.17 | 0.79 | 0.08 | 4.57 | 3.77 | 2.35 | 1.01 | 6.68 | 1.97 | 0.4 | 0.04 | 3.12 | 2.56 | 1.68 | 0.69 |
|  | 3/5 | 34.72 | 10.49 | 2.02 | 0.19 | 7.32 | 5.94 | 3.78 | 1.59 | 15.36 | 4.09 | 0.86 | 0.08 | 4.81 | 3.71 | 2.46 | 1 | 7.11 | 2.08 | 0.42 | 0.04 | 3.22 | 2.62 | 1.71 | 0.71 |
|  | 4/5 | 39.04 | 10.01 | 1.94 | 0.21 | 7.68 | 5.8 | 3.7 | 1.63 | 17.48 | 4.89 | 0.93 | 0.08 | 5.1 | 4.05 | 2.56 | 1.05 | 8.37 | 2.17 | 0.42 | 0.04 | 3.49 | 2.67 | 1.72 | 0.7 |

Table 12: Average Integrated relative absolute error (IRAEx100) and Integrated squared error (ISEx10000) of $A_{n, c}^{\mathrm{CFG}}$ and $A_{n, c}^{\mathrm{P}}$ for $d$-dimensional Archimax copula $C_{\psi, A}$ samples of size $n \in\{200,500,1000\}$ for dimensions $d \in\{2,4,10\}$. The Pickands dependence function $A$ is $\mathbf{L G}$ with four choices of parameters so that $\eta_{L}(A) \in\{1 / 5,2 / 5,3 / 5,4 / 5\}$, where $\eta_{L}(A)=\eta_{L}\left(C_{A}\right)$ is the index of lower tail dependence [34] of the corresponding bivariate extreme-value copula $C_{A^{(2)}} . A^{(2)}$ is a 2 -dimensional LG Pickands dependence function with the same parameter as $A$. The Archimedean generator $\psi$ is Clayton and $\lambda_{L}(\psi, A) \in\{5 / 10,6 / 10,7 / 10,8 / 10,9 / 10\}$, where $\lambda_{L}(\psi, A)=\lambda_{L}\left(C_{\psi, A}\right)$ is the lower tail coefficient of the bivariate Archimax copula $C_{\psi, A^{(2)}}$. There are 1000 Monte Carlo replicates.

| $\psi$ | error <br> $n$ $\tau(\psi) \mid A$ | IRAE(x100) |  |  |  |  |  | ISE(x10000) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 200 |  | 500 |  | 1000 |  | 200 |  | 500 |  | 1000 |  |
|  |  | DSM | LG | DSM | LG | DSM | LG | DSM | LG | DSM | LG | DSM | LG |
| Clayton | 1/5 | 0.99 | 0.9 | 0.61 | 0.55 | 0.42 | 0.4 | 1 | 0.75 | 0.39 | 0.28 | 0.18 | 0.14 |
|  | 2/5 | 1.02 | 0.96 | 0.64 | 0.59 | 0.44 | 0.41 | 1.05 | 0.87 | 0.41 | 0.33 | 0.19 | 0.16 |
|  | $3 / 5$ | 1.16 | 1.09 | 0.71 | 0.65 | 0.47 | 0.45 | 1.33 | 1.18 | 0.5 | 0.41 | 0.22 | 0.19 |
|  | 4/5 | 1.76 | 1.66 | 0.94 | 0.92 | 0.61 | 0.56 | 2.89 | 2.56 | 0.82 | 0.78 | 0.34 | 0.29 |
| Frank | $1 / 5$ | 0.95 | 0.88 | 0.58 | 0.56 | 0.41 | 0.38 | 0.93 | 0.73 | 0.35 | 0.29 | 0.17 | 0.14 |
|  | 2/5 | 0.94 | 0.86 | 0.57 | 0.54 | 0.4 | 0.38 | 0.9 | 0.7 | 0.33 | 0.28 | 0.16 | 0.13 |
|  | 3/5 | 0.93 | 0.88 | 0.57 | 0.54 | 0.38 | 0.37 | 0.88 | 0.74 | 0.33 | 0.27 | 0.15 | 0.13 |
|  | 4/5 | 1.14 | 1 | 0.62 | 0.56 | 0.39 | 0.37 | 1.22 | 0.94 | 0.38 | 0.29 | 0.15 | 0.13 |
| Gumbel |  | 1 | 0.91 | 0.61 | 0.57 | 0.41 | 0.39 | 1.04 | 0.78 | 0.38 | 0.31 | 0.17 | 0.15 |
|  | $2 / 5$ | 1.03 | 0.92 | 0.63 | 0.59 | 0.42 | 0.41 | 1.07 | 0.82 | 0.41 | 0.32 | 0.18 | 0.16 |
|  | 3/5 | 1.12 | 1.01 | 0.67 | 0.63 | 0.45 | 0.43 | 1.23 | 0.99 | 0.44 | 0.37 | 0.19 | 0.17 |
|  | 4/5 | 1.56 | 1.38 | 0.84 | 0.8 | 0.52 | 0.5 | 2.21 | 1.77 | 0.66 | 0.59 | 0.26 | 0.23 |
| Joe | $1 / 5$ | 1.02 | 0.92 | 0.64 | 0.57 | 0.41 | 0.41 | 1.09 | 0.81 | 0.41 | 0.31 | 0.17 | 0.16 |
|  | 2/5 | 1.12 | 1 | 0.68 | 0.61 | 0.44 | 0.44 | 1.29 | 0.95 | 0.46 | 0.35 | 0.2 | 0.18 |
|  | 3/5 | 1.27 | 1.18 | 0.76 | 0.66 | 0.48 | 0.47 | 1.63 | 1.35 | 0.56 | 0.42 | 0.23 | 0.21 |
|  | 4/5 | 1.91 | 1.81 | 1.03 | 0.94 | 0.61 | 0.6 | 3.43 | 2.98 | 0.98 | 0.8 | 0.35 | 0.34 |

Table 13: Average Integrated relative absolute error (IRAEx100) and Integrated squared error (ISEx10000) of $A_{n, c}^{\mathrm{CFG}}$ for 2-dimensional Archimax copula $C_{\psi, A}$ samples of size $n \in\{200,500,1000\}$. The Pickands dependence function $A$ is either DSM or LG. Parameters for the DSM case are reported in Equation (11.1). The parameter in LG is set $\varrho=2.87$ so that the averaged pairwise Kendall's tau of both Pickands dependence functions is approximately equal to 0.65 . There are four choices for the Archimedean generator $\psi$, Clayton, Frank, Gumbel and Joe, each with four parameter choices so that $\tau(\psi) \in\{1 / 5,2 / 5,3 / 5,4 / 5\}$, where $\tau(\psi)=\tau\left(C_{\psi}\right)$ is Kendall's tau of the bivariate Archimedean copula $C_{\psi}$. There are 1000 Monte Carlo replicates.

| $\psi$ | error <br> $n$ $\tau(\psi) \mid A$ | IRAE(x100) |  |  |  |  |  | ISE(x10000) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 200 |  | 500 |  | 1000 |  | 200 |  | 500 |  | 1000 |  |
|  |  | DSM | LG | DSM | LG | DSM | LG | DSM | LG | DSM | LG | DSM | LG |
| Clayton | 1/5 | 3.59 | 2.54 | 2.31 | 1.63 | 1.63 | 1.16 | 10.98 | 2.92 | 4.6 | 1.22 | 2.26 | 0.63 |
|  | 2/5 | 4.06 | 2.63 | 2.57 | 1.69 | 1.9 | 1.16 | 14.02 | 3.17 | 5.77 | 1.31 | 3.08 | 0.63 |
|  | $3 / 5$ | 4.68 | 2.86 | 2.98 | 1.81 | 2.15 | 1.28 | 18.66 | 3.86 | 7.67 | 1.54 | 3.98 | 0.77 |
|  | 4/5 | 5.89 | 3.84 | 3.69 | 2.28 | 2.57 | 1.46 | 30.67 | 7.22 | 11.87 | 2.48 | 5.83 | 0.99 |
| Frank | 1/5 | 3.5 | 2.47 | 2.26 | 1.61 | 1.61 | 1.08 | 10.3 | 2.81 | 4.39 | 1.19 | 2.25 | 0.54 |
|  | 2/5 | 3.73 | 2.35 | 2.4 | 1.49 | 1.71 | 1.07 | 11.77 | 2.55 | 4.96 | 1.02 | 2.51 | 0.53 |
|  | $3 / 5$ | 3.9 | 2.2 | 2.45 | 1.42 | 1.8 | 1 | 12.81 | 2.23 | 5.2 | 0.94 | 2.79 | 0.45 |
|  | 4/5 | 3.97 | 2.37 | 2.41 | 1.42 | 1.74 | 0.92 | 13.73 | 2.67 | 5.05 | 0.94 | 2.61 | 0.39 |
| Gumbel | $1 / 5$ |  |  |  | 1.64 |  | 1.18 | 14.17 | 3.14 | 5.6 | 1.25 | 2.83 | 0.64 |
|  | 2/5 | 4.52 | 2.68 | 2.9 | 1.68 | 2.04 | 1.17 | 18.11 | 3.4 | 7.16 | 1.31 | 3.55 | 0.64 |
|  | 3/5 | 4.89 | 2.82 | 3.13 | 1.75 | 2.2 | 1.18 | 21.7 | 3.86 | 8.34 | 1.44 | 4.14 | 0.65 |
|  | 4/5 | 5.61 | 3.42 | 3.38 | 1.99 | 2.36 | 1.28 | 28.32 | 5.71 | 10.1 | 1.92 | 4.84 | 0.78 |
| Joe | 1/5 | 4.39 | 2.62 | 2.72 | 1.66 | 1.94 | 1.16 | 16.65 | 3.23 | 6.29 | 1.27 | 3.24 | 0.64 |
|  | $2 / 5$ | 5.12 | 2.86 | 3.14 | 1.75 | 2.19 | 1.25 | 23.51 | 3.94 | 8.43 | 1.45 | 4.17 | 0.74 |
|  | 3/5 | 5.61 | 3.27 | 3.43 | 1.91 | 2.39 | 1.34 | 29.86 | 5.36 | 10.25 | 1.74 | 5.02 | 0.86 |
|  | 4/5 | 6.88 | 4.44 | 3.92 | 2.45 | 2.67 | 1.59 | 46.17 | 9.75 | 13.7 | 2.83 | 6.35 | 1.2 |

Table 14: Average Integrated relative absolute error (IRAEx100) and Integrated squared error (ISEx10000) of $A_{n, c}^{\mathrm{CFG}}$ for 4-dimensional Archimax copula $C_{\psi, A}$ samples of size $n \in\{200,500,1000\}$. The Pickands dependence function $A$ is either DSM or LG. Parameters for the DSM case are reported in Equation (11.2). The parameter in LG is set $\varrho=2.17$ so that the averaged pairwise Kendall's tau of both Pickands dependence functions is approximately equal to 0.54 . There are four choices for the Archimedean generator $\psi$, Clayton, Frank, Gumbel and Joe, each with four parameter choices so that $\tau(\psi) \in\{1 / 5,2 / 5,3 / 5,4 / 5\}$, where $\tau(\psi)=\tau\left(C_{\psi}\right)$ is Kendall's tau of the bivariate Archimedean copula $C_{\psi}$. There are 1000 Monte Carlo replicates.

| $\psi$ | $\begin{aligned} & \text { error } \\ & n \\ & \tau(\psi) \mid A \end{aligned}$ | IRAE(x100) |  |  |  |  |  | ISE(x10000) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 200 |  | 500 |  | 1000 |  | 200 |  | 500 |  | 1000 |  |
|  |  | DSM | LG | DSM | LG | DSM | LG | DSM | LG | DSM | LG | DSM | LG |
| Clayton | $1 / 5$ | 4.97 | 6.29 | 2.95 | 3.94 | 1.98 | 2.8 | 15.32 | 13.61 | 5.53 | 5.5 | 2.52 | 2.79 |
|  | 2/5 | 5.95 | 6.21 | 3.72 | 4.19 | 2.55 | 2.87 | 22.12 | 13.15 | 8.87 | 6.12 | 4.23 | 3 |
|  | $3 / 5$ | 6.98 | 6.73 | 4.57 | 4.39 | 3.24 | 3.06 | 30.76 | 16.11 | 13.55 | 6.84 | 6.92 | 3.36 |
|  | 4/5 | 8.71 | 7.74 | 5.47 | 4.66 | 3.92 | 3.45 | 51.59 | 23.07 | 19.81 | 8.14 | 10.37 | 4.37 |
| Frank | 1/5 | 4.84 | 5.93 | 2.92 | 3.75 | 1.96 | 2.64 | 14.75 | 12.45 | 5.4 | 4.98 | 2.52 | 2.46 |
|  | $2 / 5$ | 5.32 | 5.65 | 3.27 | 3.66 | 2.25 | 2.58 | 17.93 | 10.99 | 6.84 | 4.68 | 3.28 | 2.35 |
|  | $3 / 5$ | 5.38 | 5.15 | 3.35 | 3.33 | 2.42 | 2.34 | 18.69 | 9.37 | 7.3 | 3.89 | 3.81 | 1.94 |
|  | 4/5 | 5.27 | 4.5 | 3.31 | 2.91 | 2.36 | 2.01 | 18.6 | 7.57 | 7.18 | 2.97 | 3.63 | 1.47 |
| Gumbel | 1/5 | 6.15 | 6.4 | 3.99 | 4.15 | 2.8 | 3 | 23.97 | 14.72 | 10.39 | 6 | 5.09 | 3.15 |
|  | $2 / 5$ | 7.22 | 6.61 | 4.61 | 4.1 | 3.37 | 3.05 | 34.41 | 16.19 | 13.98 | 6.08 | 7.32 | 3.32 |
|  | $3 / 5$ | 7.92 | 6.91 | 4.89 | 4.11 | 3.65 | 3.11 | 43.01 | 17.88 | 15.75 | 6.17 | 8.64 | 3.51 |
|  | 4/5 | 8.84 | 7.55 | 5.28 | 4.33 | 3.89 | 3.13 | 55.56 | 21.93 | 18.64 | 6.99 | 9.77 | 3.58 |
| Joe | 1/5 | 6.91 | 6.84 | 4.51 | 4.49 | 3.23 | 3.11 | 30.72 | 17 | 13.43 | 7.17 | 6.75 | 3.5 |
|  | $2 / 5$ | 8.18 | 7.33 | 5.29 | 4.71 | 3.9 | 3.26 | 45.88 | 19.59 | 18.81 | 8.04 | 9.84 | 3.86 |
|  | $3 / 5$ | 9.12 | 7.74 | 5.74 | 4.96 | 4.24 | 3.37 | 58.16 | 22.54 | 22.55 | 8.99 | 11.89 | 4.13 |
|  | 4/5 | 10.85 | 8.88 | 6.45 | 5.44 | 4.6 | 3.6 | 84.1 | 31.69 | 28.98 | 11.25 | 14.08 | 4.64 |

Table 15: Average Integrated relative absolute error (IRAEx100) and Integrated squared error (ISEx10000) of $A_{n, c}^{\mathrm{CFG}}$ for 10-dimensional Archimax copula $C_{\psi, A}$ samples of size $n \in\{200,500,1000\}$. The Pickands dependence function $A$ is either DSM or LG. Parameters for the DSM case are reported in Equation (11.3). The parameter in LG is set $\varrho=1.56$ so that the averaged pairwise Kendall's tau of both Pickands dependence functions is approximately equal to 0.36 . There are four choices for the Archimedean generator $\psi$, Clayton, Frank, Gumbel and Joe, each with four parameter choices so that $\tau(\psi) \in\{1 / 5,2 / 5,3 / 5,4 / 5\}$, where $\tau(\psi)=\tau\left(C_{\psi}\right)$ is Kendall's tau of the bivariate Archimedean copula $C_{\psi}$. There are 1000 Monte Carlo replicates.
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