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Abstract—This paper proposes a timing recovery tracking
scheme for single-input multiple-output (SIMO) communications
derived from the maximum likelihood criterion for an all-digital
single carrier receiver. The timing recovery scheme proposed is
able to take advantage of the spatial diversity at the receiver
side, especially when a common time scaling is present over the
multiple antennas. This phenomenon appears when the sampling
rate at the receiver is different of its value at the transmitter
or in broadband communications with moving platforms. The
SIMO timing recovery tracking scheme is applied to single carrier
phase-coherent modulations over records of underwater acoustic
communications. The proposed method allows improving the
performance of the estimation or equalization of SIMO channels
in comparison with conventional timing recovery SISO schemes
applied independently on each antenna.

Index Terms—Synchronization, timing recovery, underwater
communications, spatial diversity, clock drift, Doppler shift, single
input multiple output (SIMO), digital locked loop.

I. INTRODUCTION

From the theory of digital communications, an optimal co-
herent receiver requires that synchronization (timing and carrier
recovery) and equalization are performed jointly [1], [2]. In
practice, it is difficult to estimate jointly the whole parameters
of a coherent receiver especially when the parameters are time-
varying. Independent and sub-optimum estimators are often
preferred where timing recovery and coarse carrier recovery
are performed before the equalization or channel estimation.

In many conventional phase-coherent receivers, the optimum
time sampling and carrier phase are obtained using a matched
filter to a pilot sequence which is introduced in the transmitted
data slot. This data aided (DA) approach allows estimation
of time sampling and carrier phase but it assumes that the
receiver clock is accorded to the transmitter clock and there
are no carrier phase offset. In many practical applications, these
hypothesis are wrong and it requires the using of banks of filters
jointly matched to the pilot sequence, to the carrier phase offset
and to the clock offset. In function of the chosen accuracy of
the parameters to be estimate, a matched filter bank can lead
to a large computational complexity. Moreover, if an estimated
parameter changes on the duration of the communication, it
must be periodically estimate leading to short slot and a loss
of spectral efficiency due to the insertion of periodic pilot
sequences. Another solution consists to track the time-varying

parameters by an adaptive estimation based on digital locked
loops.

In this paper, we assume a time-varying clock drift between
the receiver and transmitter. This phenomenon can be due to a
lack of accuracy of the embedded oscillators or to the Doppler
effect induced by a relative movement between the transmitter
and the receiver. The Doppler effect is particularly sensible in
underwater acoustic communications where the small velocity
of the acoustic waves results in a time-scaling or a Doppler shift
of the received waveform [3], [4]. To compensate the clock drift
or Doppler shift, a coarse estimation and compensation scheme
is often required [3], [5]. However, when the channels are time
and frequency selective, the instantaneous signal to noise ratio
(SNR) can be low and the estimation of Doppler shift can fail.
In a multiple antenna context, the spatial diversity is a solution
to improve the Doppler shift estimation. Unfortunately, the
presence of different time delays propagation on each receiver
antenna prohibits the use of coherent tracking estimation. In
this specific case, a timing recovery scheme able to provide
an independent time sampling on each receiver antenna and
estimate a common Doppler shift using the spatial diversity
that will be of prime interest to improve the performance of
the receiver. That is the objective of this paper.

The timing recovery scheme proposed is able to take advan-
tage of the spatial diversity of SIMO communications improv-
ing the receiver performance in comparison with conventional
SISO timing recovery scheme applied independently on each
antenna. The main novelty concerns the possibility to estimate
jointly the common Doppler (or sampling rate) shift using the
multiple antennas and compensate independently the propaga-
tion delays on each antenna. Theoretical developments justify
the proposed approach. To implement this timing recovery
scheme, we have retained a digital locked loop which is
computationally efficient compared to a bank of correlators
and allows to track time variation of the parameters to be
estimate. A non data aided (NDA) timing recovery tracking
loop is considered to avoid joint time and phase synchronization
required in the data-aided mode. Although, the theoretical
developments assume the knowledge of the matched filter at
the receiver side, that is not the case in a practical context,
it is shown that the proposed SIMO timing recovery tracking
scheme is efficient with real sea experiments.



II. TIME-SCALING CHANNEL MODEL AND OPTIMUM
RECEIVER ARCHITECTURE

A. Time-scaling due to Doppler in wireless transmissions

In a general case of communication with moving platforms,
Doppler effect is known to introduce a time-scaling factor
a = (1 − v/c) where v (resp. c) is the relative speed between
the platforms (resp. the speed of sound in the sea) [3], [5].
Considering a receiver with NR antennas, the received signal
at the antenna i = 1, ..., NR can be modeled as a time-scaling
of the transmitted signal waveform:

ri(t) = s(at− τi) + wi(t) (1)

where τi is the propagation channel delay at the antenna i, wi(t)
is an additive white Gaussian noise (AWGN) with spectral
power density N0/2, and s(t) is the transmitted waveform of
the signal:

s(t) = <e{
+∞∑

n=−∞
dng(t− nT )ej(2πfct+ψ)} (2)

where fc is the carrier frequency, ψ is a constant carrier phase
uncertainty, T is the symbol-time duration and {dn} is the
transmitted M -PSK data symbol vector. g(t) is the received
pulse-shape which can encompass a frequency selective chan-
nel.

In the following part, the optimum receiver architecture in
the ML sense is derived, taking into account the time-scaling
factor due to the Doppler.

B. Optimal receiver in the ML sense

Assuming all channel parameters known or perfectly esti-
mated at the receiver side, the ML criterion can be expressed
as:

d̂ = arg max
d̃

L({ri(t)}|d̃), (3)

where L({ri(t)}|d̃) is the likelihood function with i =
1, ..., NR, the vector d̃ = {d̃n} represents the set of the trial
symbols to be estimated, and d̂ = {d̂n} is the vector of the
decided symbols, which satisfies the ML criteria. Assuming
the AWGN noise signals wi(t) mutually independent on each
antenna i, maximizing the ML cost function for an M -PSK
transmission is equivalent to maximizing [6], [7]:

J({ri(t)}|d̃) = exp

{
2

N0

NR∑
i=1

∫ +∞

−∞
ri(t)x̃

∗
i (t)dt

}
, (4)

where the superscript * stands for the complex conjugate
operator and x̃i(t) is a trial of the received waveform expressed
as:

x̃i(t) = <e

{
+∞∑

n=−∞
d̃ng(at−τi−nT )ej(2πfc(at−τi)+ψ)

}
. (5)

From the ML criterion (3), the optimum decision vector d̂ is
obtained by maximizing the summation of correlation integrals
given by Rd̃ and defined as:

Rd̃ =

NR∑
i=1

∫ +∞

−∞
ri(t)x̃

∗
i (t)dt. (6)

Maximizing the ML cost function is equivalent to maximize
(6) which simplifies to :

Rd̃ =

NR∑
i=1

+∞∑
n=−∞

<e

{
d̃∗np
(
(τi + nT )/a

)}
, (7)

where pi(t) is the matched filter output after demodulation and
τi,n = (τi + nT )/a is the optimum sampling time which can
be expressed as:

τi,n = nT + n
v/c

1− v/c
T +

1

1− v/c
τi (8)

The optimum sampling time is expressed as the clock time
nT corrected by a time-variant term which encompasses the
common Doppler shift and the propagation delay of the con-
sidered antenna. A practical implementation of an all-digital
SIMO receiver is plotted on Fig.1.

Fig. 1. Practical implementation of an all-digital SIMO receiver.

Since the relative velocity of the platforms v and the propa-
gation velocity c can change on a continuous-time communica-
tions, a timing recovery scheme must be used in order to track
the optimum sampling time. The following section presents
a NDA timing recovery tracking scheme dedicated to SIMO
receivers.

III. JOINT CLOCK DRIFT AND CLOCK DELAY
COMPENSATION SCHEME

In this section, we show theoretically that the common
Doppler shift must be estimate and compensate jointly using all
the antennas whereas the propagation delays different on each
antenna must be compensate independently.

A tracking scheme is defined by its TED (timing error
detector) [7], which can be obtained by the derivation of the
cost function (4). The ML criterion (7) can be optimized in



a data aided (DA) approach considering the insertion of pilot
symbols. Nevertheless, a DA timing recovery scheme requires
an accurate carrier-phase recovery before or jointly to the tim-
ing recovery increasing the complexity of the synchronization
process. For this reason, non data aided (NDA) timing recovery
schemes are often used in spite of a performance loss between
DA and NDA approaches [8], [9].

A NDA timing recovery tracking scheme can be obtained by
computing the expectation of the likelihood function (4) over
all transmitted symbols. The resulting NDA likelihood function
is defined as:

L̄(τ̃ ) = Ed̃{L({ri(t)}|d̃, τ̃ )} (9)

Writing the ML likelihood function leads to:

L({ri(t)}|d̃, τ̃ ) ∝ exp

{
2

N0

NR∑
i=1

+∞∑
n=−∞

<e{d̃∗np(τ̃i,n)

}
(10)

and the estimated sampling instant τ̃i,n (8) can be expressed
as:

τ̃i,n = nT + D̃n + D̃i,n (11)

where D̃n is the common clock drift and D̃i,n with i =
1, ..., NR are the different propagation delays on each antenna i.
Computations details of the extraction of the TED from the ML
cost function are given in the Appendix. The resulting optimum
sampling instant on each antenna i can be expressed by the
following relation:

τ̂i,n+1 = τ̂i,n + T −K1

NR∑
j=1

uj,n −K2ui,n (12)

where K1 and K2 are two suitable constant step-sizes and ui,n
is the resulting output of the early-late SISO TED which can
be expressed as:

ui,n = <e
{(

pi
(
τ̂i,n −

T

2

)
− pi(τ̂i,n +

T

2
)
)
p∗i
(
τ̂i,n
)}

(13)

Notice that the sampling instant (12) on the antenna i is
update from two errors terms. The first term is a sum calculated
from the TEDs of all the antennas allowing to track the
common clock drift. The second term depends only of the
TED of the antenna i allowing the compensation of different
static delays between each antenna. From our knowledge, such
timing recovery using this spatial diversity scheme has not been
presented in the literature.

The early-late SISO TED (13) can be replaced by the
Gardner SISO TED [10] which is often used in literature [7].
The Gardner SISO TED can be expressed as:

ui,n = <e
{(

pi
(
τ̂i,n − T

)
− pi

(
τ̂i,n
))
p∗i (τ̂i(n)− T

2
)

}
(14)

Notice that the early-late TED or the Gardner TED could
be replaced by any TED based on decision directed or data-
aided criterion. In this case, a joint phase compensation will be
required.

Fig. 2. SIMO timing recovery tracking scheme.

The SIMO timing recovery scheme is depicted in Fig.2. Its
implementation is based on a low complexity digital locked
loop (DLL). The setting of the parameters K1 and K2 depends
of the lock-in and tracking ranges [2], [11]. The behavior study
and theoretical performance in term of error variance are out
of the scope of this paper.

It can be noticed that the SIMO closed loop estimation
scheme iteratively drives NR + 1 error signals to zero, which
are related to NR independent sampling delays and one clock
drift estimation error. Thus, the ML SIMO closed loop tracking
scheme can be seen as a generalization of two SIMO tracking
scheme solutions:
• The SIMO clock drift compensation scheme which iter-

atively drives to zero the sum of the SISO TED on all
antennas. It can be obtained by taking K2 = 0 on (12)
and Fig.2. This solution is the ML solution when there is
no sampling delays between each receiver antennas.

• The SIMO clock delay compensation scheme, denoted
NDA SISO, which iteratively drives to zero each TED
independently. It can be obtained by taking K1 = 0 on
(12) and Fig.2. This solution is the ML solution when
there is no common clock drift on each antennas.

The proposed generalization of these two TED is denoted
NDA SIMO. In the result section, the NDA SIMO will be com-
pare with NR NDA SISO timing recovery scheme performing
independently on each antenna.

IV. EXPERIMENTAL RESULTS

Experimental sea trials were carried in bay of Brest, France
[12]. The transmitter and the receiver were placed on a ship
and on a quay, respectively. A QPSK transmission with carrier
frequency 35 kHz was used during the trials. The receiver has
NR = 4 antennas (hydrophones) deployed linearly and spaced
from approximately 25 cm. On this received signal record, the
distance between the transmitter and the receiver is about 1200
m, the depth is 20 m, the symbol rate is 1/T = 5000 symb/s
and the oversampling factor is Fs = 28.



Fig. 3. Top: estimation of NR = 4 time-varying CIR over a record of
underwater acoustic SIMO communication versus time. Bottom: evolution of
the time sampling on the NR = 4 antennas using NR = 4 independent NDA
SISO TED recovery schemes versus time.

Fig. 4. Top: estimation of NR = 4 time-varying CIR over a record of
underwater acoustic transmission versus time. Bottom: evolution of the time
sampling on the NR = 4 antennas using the NDA SIMO TED recovery scheme
versus time.

The tracking behavior of the proposed timing recovery
scheme is evaluated on a transmission signal records of duration
10 seconds. The time evolution of the estimated time-varying
sampling instant denoted Dτ,i(n) = D̂n + D̂i,n from (20) is
analyzed and plotted in the bottom of Fig.3 and Fig.4. The
estimation of the channel impulse response (CIR) on each
antenna is performed after the time sampling using NR =
4 conventional and independent NDA SISO TED recovery
schemes (Fig.3) or the proposed NDA SIMO TED recovery
scheme (Fig.4). The CIR estimation plots give the evolution of
the multi-paths delays versus time.

In the first configuration of the timing recovery tracking
scheme, the conventional and independent NDA SISO TEDs are
used. Fig.3 depicts the tracking process on a duration of 10 s.
On this time duration, many cycle slips appear, introducing

a delay of 40 symbol periods for a relative velocity greater
than v = 1m/s at the end of the acceleration period. At the
top of the Fig.3 is also plotted the CIR estimation on each
antenna using a least mean square (LMS) data aided algorithm.
It can be seen in Fig.3 that the adaptive LMS-DA algorithm
forces the estimation to shift the path delays versus the cycle
slips introduced in the timing recovery process. In a practical
experimentation, the LMS-DA will be generally replaced by a
decision directed LMS algorithm which is insensible to cycle
slips of the time recovery scheme, resulting to the suppression
of symbols or insertion of fictive symbols, engendering a cut-
off in the communication.

In the Fig.4, the proposed NDA SIMO TED is used on the
same transmission signal record. On a time duration of 10 s,
few cycle slips are observed. The channel estimation process
appears not to be impacted by the Doppler shift. The NDA
SIMO TED improves the robustness of the tracking scheme.
Consequently, the proposed method able to reduce drastically
the cycle slips allows improving of the communication reli-
ability. For time-selective channels, the improvement will be
function to the number NR of antennas. Notice that for the
experiments at sea, the matched filter pi(t) was unknown and
replaced by a low-pass filter. That differs on the theoretical
developments provided in this paper. Although this approach
is sub-optimum, the experimental results shown the proposed
NDA SIMO TED is robust and efficient over time and fre-
quency selective channels.

V. CONCLUSIONS

This paper presents a timing recovery loop using the antenna
diversity at the receiver side to improve the estimation and the
tracking of a time-varying clock drift due to the Doppler shift.
The mathematical demonstrations, issue from the ML criterion,
prove that if a common clock drift exists between antennas, it
is profitable to be considered in the optimization process. The
resulting timing error detector can be seen as a spatial extension
of conventional error detectors. The proposed timing recovery
loop allows a smart use of spatial diversity. This scheme has
been tested on real underwater communications in a shallow-
water context allowing reliable and robust communications over
a long time duration. Firstly developed for underwater acoustics
communications, it could be advantageously used in digital
communication systems where oscillators are inaccurate or in
satellite communications where Doppler shift needs to be also
considered. For future work, it would be interesting to consider
the using of the CIR estimations to approximate the matched
filters allowing to focus the energy of multi-paths before the
time recovery scheme.

VI. APPENDIX

The optimization algorithm proposed here consists in an
iterative maximization of a cost function expressed as:

L̄(τ̃ ) = Ed̃

{
exp

{
2

N0

NR∑
i=1

N∑
n=1

<e{d̃∗npi(τ̃i,n)}
}∣∣∣∣∣d̃, τ̃

}
(15)



Assuming that {dn} are i.i.d (independant and identically
distributed) M -PSK data symbols, the cost function can be
exprimed :

L̄(τ̃ ) ∝
N∏
n=1

NR∏
i=1

1

M

∑
{dn}

exp

{
2

N0
<e
{
d∗npi(τ̃i,n)

}}
(16)

Considering a QPSK, M = 4, and dn =
(
1/
√

2
)
(an + jbn)

with an, bn ∈ {±1}, produces:

L̄(τ̃ ) ∝ 1

4

N∏
n=1

NR∏
i=1

∑
{an,bn}

exp

{√
2

N0

{
anpcn,i + bnpsn,i

}}
(17)

where pcn,i = <e{pi(τ̃i,n)} and psn,i = =m{pi(τ̃i,n)}. Then,
using the cosh function, :

L̄(τ̃ ) ∝
N∏
n=1

NR∏
i=1

cosh

{√
2

N0
pcn,i

}
cosh

{√
2

N0
psn,i

}
(18)

Taking the logarithm of L̄(τ̃ ), the equivalent cost function to
maximize is given as:

Λ̄(τ̃ ) =
N∑
n=1

NR∑
i=1

[
log cosh

{
pcn,i
N0√
2

}
+ log cosh

{
psn,i
N0√
2

}]
(19)

where the sampling time trial is given by τ̃i,n = nT + D̃n +
D̃i,n whereas the optimum sampling time maximizing the ML
criterion will be denoted:

τ̂i,n = nT + D̂n + D̂i,n (20)

To solve the optimization problem, we resort to a recursive
procedure given by:

τ̂j,n+1 = τ̂j,n+T−K1
∂l̄(τ̂)

∂D̂

∣∣∣∣∣
D̂=D̂n

−K2
∂l̄(τ̂)

∂D̂j

∣∣∣∣∣
D̂j=D̂j,n

(21)

where l̄(τ̂) is expressed as:

l̄(τ̂) =

NR∑
i=1

log cosh

{
<e{pi(τ̂i)}

N0√
2

}
+log cosh

{
=m{pi(τ̂i)}

N0√
2

}
(22)

and K1 and K2 are two step-size factor. Using the derivate
of log cosh(x) equal to tanh(x), the following expression is
obtained:

∂l̄(τ̂)

∂D̂
=

NR∑
i=1

<e

{
p∗i (τ̂i)

∂pi(τ̂i)

∂D̂

}
(23)

where pi(τ̂i) is a soft decision of the matched filter output:

pi(τ̂i) = tanh

{√
2

N0
<e{pi(τ̂i)}

}
+j tanh

{√
2

N0
=m{pi(τ̂i)}

}
(24)

Using the derivate approximation [7]:

∂pi(τ̂i)

∂D̂
≈ 1

T

(
pi(τ̂i,n −

T

2
)− pi(τ̂i,n +

T

2
)

)
(25)

leads to the expression of the TED on the antenna i on time
τ̂i(n):

ui(n) =
1

T
<e

((
pi(τ̂i(n)− T

2
)− pi(τ̂i,n +

T

2
)

)
p∗i (τ̂i,n)

)
(26)

Considering the derivate about D̂j :

∂l̄(τ̂)

∂D̂j
= <e

{
p∗j (τ̂j)

∂pj(τ̂j)

∂D̂j

}
(27)

then, substituting (23) and (27) in (21), resolves the optimiza-
tion problem and produces the following equation:

τ̂j,n+1 = τ̂j,n + T −K1

NR∑
i=1

ui,n −K2uj,n (28)

Note that when x is low, the approximation tanh(x) ≈ x is
valid, the soft decision can be expressed as:

p∗i (τ̂i) ≈
√

2

N0
p∗i (τ̂i) (29)

giving the error signal of the well-known early-late detector
(ELD) on the antenna i on time τ̂i(n):

ui(n) ∝ <e

((
pi(τ̂i,n−

T

2
)−pi(τ̂i,n+

T

2
)

)
p∗i (τ̂i(n))

)
(30)
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