N
N

N

HAL

open science

A Topological Invariant for Modular Fusion Categories

Ajinkya Kulkarni, Michaél Mignard, Peter Schauenburg

» To cite this version:

Ajinkya Kulkarni, Michaél Mignard, Peter Schauenburg. A Topological Invariant for Modular Fusion

Categories. 2021. hal-01810449v3

HAL Id: hal-01810449
https://hal.science/hal-01810449v3

Preprint submitted on 23 Apr 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-01810449v3
https://hal.archives-ouvertes.fr

A TOPOLOGICAL INVARIANT FOR MODULAR
FUSION CATEGORIES

AJINKYA KULKARNI, MICHAEL MIGNARD, AND PETER SCHAUENBURG

ABSTRACT. The modular data of a modular category C, consist-
ing of the S-matrix and the T-matrix, is known to be an incom-
plete invariant of C. More generally, the invariants of framed links
and knots defined by a modular category as part of a topological
quantum field theory can be viewed as numerical invariants of the
category. Among these invariants, we study the invariant defined
by the Borromean link colored by three objects. Thus we obtain
a tensor that we call B. We derive a formula for the Borromean
tensor for the twisted Drinfeld doubles of finite groups. Along with
T, it distinguishes the p non-equivalent modular categories of the
form Z(Vecg) for G the non-abelian group Z/qZ x Z/pZ, which
are not distinguished by the modular data.

1. INTRODUCTION

The modular data of a modular category C comprises the S- and
T-matrices, two square matrices indexed by the isomorphism classes of
simples; they define a projective representation of the modular group.
On the one hand one could say that these two matrices are just par-
ticular instances of the topological invariants defined by a modular
category in the framework of a topological quantum field theory: the
S-matrix is the invariant defined for a Hopf link colored by two sim-
ples of the category, and the T-matrix contains the components of
a kink. On the other hand, one may feel that the modular data is
somewhat privileged among the topological invariants associated to
the category: Invertibility of the S-matrix already features in the def-
inition; invariance properties with respect to the modular group are
key for the appearance of modular categories in conformal field the-
ory; last but not least properties of the modular data are important
for the purely algebraic study of modular categories. The importance
of the modular data has led to the question being seriously considered
(and stated as not quite a conjecture in [BNRW16|) as to whether a
modular category (and hence the TQFT associated to it) is already
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determined fully by the modular data. This was refuted in [MS17a]
by a family of examples that are taken among the particularly accessi-
ble class of group-theoretical modular categories, more specifically the
Drinfeld centers of pointed fusion categories, which were already con-
sidered, in the guise of representation categories of twisted Drinfeld
doubles of finite groups, in [DPR90|. It turns out in fact that arbi-
trarily many inequivalent modular categories can give rise to the same
modular data; the examples are defined by the same noncommutative
group, endowed with different three-cocycles; the smallest example in
[MS17a] concerns the nonabelian group of order 55, although it is not
known whether smaller examples exist.

This result naturally gives rise to the following question: Can one
find other invariants that distinguish the modular categories in these
families? Note that this was not how the categories were found to
be distinct in [MS17al, where rather the inexistence of suitable equiv-
alences was proved through the characterization of such equivalences
via Morita equivalence of pointed fusion categories. Recent general re-
sults on the correspondence between modular categories and topolog-
ical quantum field theories [BDSV15| imply that the entire extended
TQFT defined by the category can be viewed as a complete invariant.
This does not, of course, solve the concrete problem of finding invari-
ants that one can compute for specific categories and use to distinguish
them —the entire TQFT is a rather formidable collection of data.

The simple idea of the present paper is to consider the invariant of a
certain framed link defined by the modular categories in question and
view it as an invariant of the category, much like the invariant of the
Hopf link giving the S-matrix. The particular link we will use is known
as the borromean rings. This is partly an obvious candidate for naive
reasons: It is the closure of a three-strand braid, which is the next more
complicated thing over the two-strand braid whose closure is the Hopf
link; having three strands might allow the associativity constraint of the
category (which, after all, is encoded in the three-cocycle that makes
the basic difference in the aforementioned examples) to have a greater
influence on the invariant. Since the invariant obtained from a full
twist on three strands (like the Hopf link comes from a full twist on two
strands) is easily seen to be determined by the modular data, making
inverse braidings appear seems necessary, and the braid whose closure
gives the borromean rings does this in a somewhat symmetric fashion.
It may also be a good candidate for a slightly less naive reason: The
borromean rings are three circles that are pairwise not linked, yet form
a nontrivial link. This is a somewhat subtle topological phenomenon
which one may hope gives rise to an invariant whose properties are not
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covered by those of the S-matrix, which records precisely what happens
if two rings are linked. (In fact, the rings seem to have appeared in
15th century Italy as a heraldic symbol for this very reason: They are
supposed to symbolize the political (and marital) alliances between the
Borromeo, Sforza, and Visconti families, which was such that removing
any one of them would have broken the alliance of the three.) Whether
the motivations are justified by the success is perhaps doubtful: The
borromean tensor does not at all distinguish the categories described
above. In fact it does not seem to “see” the three-cocycle at all that
makes the difference between the categories. It is only the T-matrix
taken together with the B-tensor that makes it impossible to find a
bijection between the simples of the different categories that would
map these data to each other.

The same general idea of using link invariants to distinguish modu-
lar categories not distinguished by modular data was also pursued in
[BDG'18|, where the authors show that the invariant of the White-
head link, along with the T-matrix, does distinguish the five inequiv-
alent modular categories defined from the nonabelian group of order
55. We are grateful to the authors for letting us see an advance copy
of their preprint. At the time we knew by computer experiments that
the invariant of the borromean rings, taken together with the modular
data, also distinguishes the categories in this particular example, and
we knew which components of the “borromean tensor” (given by the
invariants of the borromean link with its three components colored by
three simples of the category) are responsible for this success. We had
not finished writing our findings, and we had not completed the results
in section 6 showing that the T-matrix together with the borromean
tensor is sufficient to distinguish the modular categories associated to
the nonabelian groups of order pq (for all primes p, ¢ for which such a
group exists).

The paper is organized as follows: After introducing conventions and
notations, we first revisit the modular data of twisted Drinfeld doubles
to give a slightly improved formula for the S-matrix, but mostly to
introduce the methods to be used later. We formally define the Bor-
romean tensor in section 4 and record some symmetry properties it
enjoys. In section 5 we give an explicit formula for the Borromean
tensor for twisted Drinfeld doubles, with some useful specializations
that we then use in section 6 to explicitly distinguish the inequivalent
modular categories found in [MS17a| by the new numerical invariant
that is the T-matrix together with the B-tensor. An appendix gives
some GAP codes for computing the B-tensor (and the S-matrix). Ex-
perimenting with computer calculation was an important step in our
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work, although computer help is not needed to prove the main result;
some calculations were performed using HPC resources from PSIUN
CCUB (Centre de Calcul de I’Université de Bourgogne).

2. PRELIMINARIES

Throughout the paper we will consider modular categories, that is,
braided spherical C-linear fusion categories C such that the square ma-
trix S whose coefficients are the traces of the square of the braiding
on pairs of simple objects is invertible. We refer to [BK01, ENOO05a,
EGNO15] for background. We will denote by (X;);cr a set of repre-
sentatives of the isomorphism classes of simple objects of C, and write
1* € I for the element such that X;« = X is the dual object. We will
denote the pivotal trace in the category C of an endomoprhism f by
ptr(f).

One raison d’étre of modular categories is that they allow the defi-
nition of a topological quantum field theory. In particular they define
invariants in C of framed knots and links. We will freely use graphical
notation for morphisms in a modular category C. The framed link in-
variant defined by a modular category can be viewed as follows: The
link is the closure of a braid. The braid in question, colored by objects
in C, defines an endomorphism of a tensor product of objects in C, and
taking the closure of the braid corresponds to taking the (pivotal) trace
of the endomorphism. To fix notations regarding this procedure, there
is a representation of the braid group on n strands

R:B, = Aute((... (V@ V)@ V)@ V)...0V))

on the tensor product of n copies of any object V' € C. In the case of a
non-strict category (as indicated by the parentheses) this involves both
instances of the braiding o, and instances of the associator isomorphism
®. We will also need to consider analogous morphisms defined on tensor
products of distinct objects; informally we will write

RB): (..(VieV)@V;)...0V,)
= (- ((Va1(1) ® V-1(2)) @ Vi-1(3)) - .- @ V-1(m))

for g € B, and V4,...,V, € C, where (8 also denotes the underlying
permutation of 5. We note that R(88") = R(B)R(f') in the obvious
sense for two braids g, .

The modular categories in which we will do extensive calculations
are the Drinfeld centers of pointed fusion categories; an alternative
description of these is as module categories of twisted Drinfeld doubles
of finite groups [DPR90|, although these quasi-Hopf algebras will play
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no explicit role in this paper. We need to fix notations and collect a
few useful identities.

We will write g > h = ghg™! for the action of a group on itself by
conjugation, Cg(g) for the centralizer of g in G, and g“ or g for the
conjugacy class of g € G. Any pointed fusion category is of the form
Vecg, the category of finite-dimensional G-graded vector spaces with
associativity constraint given by

O (UV)@W — U (VW)
(u®v)®@wr— w(|ul, |v], |lw)u® (v w)

for U, V,W € Vecg and homogeneous elements v € U,v € V,w € W,
where |u| is our notation for the degree of the homogeneous element
u, and w: G* — C* is a three-cocycle. In the sequel, we will always
tacitly assume that elements of graded vector spaces are homogeneous
in writing such formulas.

The category Vecg, and by extension its Drinfeld center below, is
spherical with respect to the canonical pivotal structure characterized
by the property that pivotal dimensions coincide with the usual vector
space dimensions. We will not explicitly need the pivotal structure,
but only the fact that pivotal traces of endomorphisms are simply the
usual traces of the underlying linear maps.

The (right) Drinfeld center Z(Vecy) is a modular category. The
structure of an object (W, 0.y ) in the center, with oy : V@ W —
W @V the half-braiding for V' € Vec¢, can be described in terms of an
action (not quite a group action) of G on W [Maj98|. More precisely,
giving a half-braiding is equivalent to giving a map >: G @ W — W
subject to the conditions

(2.1) lg>w| = gvfwl
(2.2) erw =w
(2.3) gehow = ap(g,h)ghvw

for g, h € G and w € W, the equivalence being described by the formula
VaWsvw— vrueue W V.

Let V € Z(Vecg). Since acting by an element g € G is a vector
space automorphism of V' € Vec: which conjugates degrees, any object
decomposes as the direct sum of objects where the degrees of nonzero
homogeneous components form a conjugacy class. Assume that the
degrees of the nonzero components of V' form a conjugacy class. Then
G permutes those homogeneous components transitively, and elements
in the centralizer C(g) map the homogeneous component V to itself.
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In particular, Vj is an «a,-projective representation of Cg(g) where

(2.4) ay(z,y) = w(z,y, g)w " (z,y> g, y)w(zy > g, 2,79)

and the structure of V' is determined by this projective representation
for any one ¢ in the conjugacy class. In particular, simple objects
of Z(Vecy) are parametrized by pairs (g, x) where g runs through a
system of representatives for the conjugacy classes of G, and x is an
irreducible ay-projective character of Ce(g).

It is convenient to note how to obtain the C(z)-projective character
X' describing the action of Cg(z) on V, when z belongs to the same
conjugacy class, say © = f>g. So let ¢ € Cg(x) and v € V. We have

(2.5) e (frv) =o4c flefru
(2.6) fo((f'oe)pv)=ay(f, f'>e)efoo
and therefore
e fov=ayc, fla, ' (f, f o) fo(f )b
This means that the diagram

v, v,
(f~ e o>
V,——V,

commutes up to the scalar factor a,/(c, f)a;l(f, f~'>c). By cyclicity of
the trace, the projective character of the projective C(z)-representation
V. is therefore x*, given by

(2.7) X" = (fex)(e) = agyle, la, ' (f, f e e)x(f >o).

In particular this expression does define a projective character, and
does not depend on the choice of f € G with f>g ==.

The inverse of the braiding in Z(Vecy) is given by o~} (w @ v) =
v® |v|7t » w, where »: CG®V — V is such that gog™ ' v =g"' »
g>v =v. From

f_ll><fl>’U) = a|v|(f_1af)va
foftoo=au(f, f
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one reads off

(2.8) = ol e
(2.9) Fiev=agl (fFLHF e,
respectively.

3. THE MODULAR DATA OF Z(Vecg)

It is of course well-known how to compute the modular data of the
twisted Drinfeld double of a finite group [CGRO00|. In particular the
T-matrix is given by

x(9)

(3.1) T(Q,X) @(g,x) X(l).
We will rederive a formula for the S-matrix with only a slight ad-
vantage: The formula from [CGRO0] involves a double sum, over two
conjugacy classes, or twice over the group. Our formula has only one
sum. The S-matrix is the trace of a braid on two strands (whence the
two sums, related to the two objects coloring the strands); generally,
the invariant obtained from taking the trace of a braid on n strands
would involve n summations, over the conjugacy classes associated to
the objects, but one can get away with only n — 1 summations by a
simple trick based on a well-known fact.

In the graphical calculus, taking the trace of the image of a braid in
a pivotal monoidal category amounts to closing the braid. Obviously,
one can choose to close all strands but one, which leaves us with an
endomorphism with the object labelling the remaining strand, and then
take the trace of that endomorphism. More formally:

Remark 3.1. Let VW € Cand f: V@W — V ® W. Then ptr(f) =
ptr(ptry (f)), where
w

(3.2) ptry(f) = t

w
is a partial (pivotal) trace. If W is simple, then ptr (f) = A -idw is a
scalar, and ptr(f) = Adim(W).

Working in the category Z(Vecg), where formulas for the traces of
braids involve sums over all the combinations of G-degrees of each
object (subject to some condition), this will allow us to get away with
one less sum (or, when coding the formulas, one less nested loop):
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Remark 3.2. Let VW € Z(Vecg) with W the simple object corre-
sponding to (g, x), and let f: V@ W — V @ W. Then try(f) = \id;
the scalar A is determined by the component try (f)[w,: Wy, — Wy of

try (f) by Adim Wy = tr(try (f)|w,), and thus tr(f) = |g| tr(try (f)|w,)

As an illustration and warm-up for the calculations in section 5 we
will consider the S-matrix for two simple objects VW € Z(Vecy),
corresponding to the pairs (g, x1) and (h, x2). We need to compute

S(Qle)v(thQ) = tr(JWVJVW) = tl"(O'Q) = tI(R(O'2)),

where (no parentheses being necessary on two objects) there is no dif-
ference between the representation R of the braid group By on one gen-
erator o and simply instances of the braiding of the category Z(Vecg).

If we write V = @© V, and W = ® W,, then for v € V, and w € W,

z€g zER
we have
Fvew)=oc(x>w®v)
= |zpw|Pv @ > W

=(z>y)pvT>w.

We can endow V®@W with a G x G-grading composed of the G-gradings
of V-and W. Then

deggra o’ (v@w) = (x> y) >, z>y)

for x = |v|,y = |w|.

For a finite group I', a I'-graded vector space E, and an endomor-
phism f of E let fy be trivial component of f with respect to the
[-grading of End(FE). Then tr(f) = tr(fo).

In our example, considering the G x G-grading of V ® W, we see
that o%(v ® w) has the same degree as v ® w if and only if z and y
commute.

rrvybw |r,y]=1

(3.3) (0%)o(v ® w) = {O [z,y] #1

In particular

Syw = tr(0®) = t((0%)0) = Y Xi(W)x3(@)
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Using remark 3.2 we can replace the double sum by a single sum; also,
we can use (eq. (2.7)):

[z,h]=1
> xi()xa(x)
TEG

[x,h]=1

B Y aglep)ay (pp7 v oyl > o)xa(@)
TEG

=

5(97X1):(hax2) =

where p stands for any group element satisfying p>g = z. Alternatively,
we can use the bijection G/Cq(g) — ¢g¢ given by aCg(g) — a> g to
rewrite
‘E‘ [p>g,h]=1
> ag(h.p)ay (p,p 7 e b)xap > b)xa(pe g)
peG
[p>g,h]=1
= D aghp)ay (p.p o)yl > b)xalpe g)
p€G/Cc(g)

Sig)s(hixa) = |Ca(9)]

As mentioned, this formula is (up to conventions) quite like the formula
in [CGRO0], except for two details: We have a single sum over one
conjugacy class instead of a double sum, and we have half the cocycle
(“a”) terms due to the fact that we need to use (eq. (2.7)) on only one
of the two objects.

4. THE BORROMEAN TENSOR

A modular category (in fact any spherical braided fusion category)
defines a numerical invariant of framed knots and links which can be
written as the pivotal trace of the image in the category of a braid whose
closure is the link, with its components colored by simple objects of the
category. Read differently, each fixed framed link defines a numerical
invariant of modular categories in this fashion. More precisely, the
invariant is then indexed by as many simple objects as the link has
components.

Among this infinite supply of numerical invariants (among which
the S-matrix and, up to a dimension factor, the T-matrix can also
be found) we pick one example, for the heuristic (and art historical)
reasons cited in the introduction:

Definition 4.1. The borromean tensor (or B-tensor) of a modular
category with simples (X;);cs is the family

(4.1) Biji, := ptr(B((oy'o1)?)
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where B((0y'01)?) € Aute((X; ® X;) ® X}.). Graphically

.
.
o

Bijk = ptl"

TN

o~
<
o~

=

(In the graphical representation, we let 7 stand for X.)

Lemma 4.2. The following equalities hold:
(1) Bijk = Bjri = Buij
(2) Bijk = Bjik
(3) Bijik = Byji if C statisfies the F-property (see [NR11]).
Proof. Clearly cyclicity of the trace implies that the B-tensor is invari-

ant with respect to cyclic permutations of its three indices. We need
to show the other symmetry properties:
J

Conjugating with % shows that
I
k

~
.
.
~

0505
O =

~
<
i
o
<
~

CX

(4.2) tr

Furthermore, we have

z J

,U
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.

iJ k* i

8

tr =tr

S5t s

=tr| (

hY

i J ok i\ v ki J

Combining with (4.2) we see that B;j; = Bjy~. Together with the
cyclic permutation invariance, this yields that B is invariant under
any permutation of its indices combined with dualizing an even or odd
number of its indices according to the parity of the permutation. If
the borromean braid has finite order in the category in question (as is
the case for group-theoretical modular categories, see [reference]), then
Bijy, is also the complex conjugate of the trace of the inverse Borromean
braid. But the right hand side of (4.2) is that trace, so Bz = Byji-
So in this case B is invariant under permutation and dualization of its
indices, up to conjugation if the number of dualized indices has the
opposite parity of the permutation. O

505

3
5

For larger rank categories, these symmetry properties could serve to
speed up the computation of the borromean tensor, although, truth be
told, we have so far only used them to debug our code.

5. THE BORROMEAN TENSOR OF A TWISTED DOUBLE

In this section we will derive an explicit formula for the borromean
tensor in the Drinfeld center of a pointed fusion category, in terms
of the group, the cohomological data, and the projective characters
parametrizing the simple objects. It should be noted that in principle
it is known how to obtain such formulas for the topological invariants
defined by braided monoidal categories. Nevertheless it is a rather
tedious undertaking to provide them in complete detail.

Consider three simple objects U, VW € Z(Vecy), parametrized by
couples (g, x1), (h, x2) and (k, x3). Take u € U,,v € V,,,w € W,, where
xE?,yGE,ZEE.

Looking at the G®-degree of tensors in (U ® V) @ W (which is not
affected by associativity isomorphisms), we see that for u € U,, v € V,,
w € W, we have deggs (R(0y'01))(u ®v @ w) = P(x,y, 2) if we define
P:G* — G by P(x,y,2) = (x> y,2,2 ' >x). Note P (z,y,2) =
(y>z, y>z~'>x, y). Now in order that ((0,'01)?)o(u®@v®w) # 0, we need
to have P3(z,y, 2) = (z,y, 2), or equivalently P*(z,vy,2) = P~ (z,y, 2).
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Comparing
P*(z,y,2) = P(zvy, 2,2 '>2)
=((zvy)>z, 2z tox, (2 v ) bany)
=((zvy)>z, 2 oa, [z o o y)
P~ (z,y,2) = (

we see that:

Yy 2,y 2 o, y)

((03'01)*)olv,ev,ew, #0

(xpy)pz=y>2
ez lvr=y>z >
[z Lo by =
([lya].2] = 1
(5.1) &4z yl 2] =1
ey =1

]
We evaluate the morphism R((o; 'c1)?) in three steps.
R(oy o) ((u®v) @ w)
=d(VeoHo o W) ((uev)®w)
=d(VeoHo N rrveu) ®@w)
=o(Veo Hwasyr)(rrv® (u@w))
=d(wry z,2)(rrv® (w2 > u)
—w i avy, z, 2 ' pr)wEby,z,2)(rrvRw) @2 B
=,z ' va, ooy, 2)V((u®v) @ w)

with
U, 2y, 2) = w (y, 2,2 )w(y, v, 2)a; (2,27)
=w Ny, 2,2 )w(y, z,2)a (271, 2)
V(uvew) = (lurvew)® w ™ >u
Further

R(oy o) ((rrv@w) ® 2z ' >u)

1

=yY(zey, (27 o) o (any), (a>y)ez, 2 o)V ((2bv@w) ® 2 b u)

=Yy, y,y>zz o) ((zrv@w) @2 o u)



INVARIANTS OF MODULAR TENSOR CATEGORIES 13

where

U((rrv@w)®z ' >u)
=a(z'v) L) ((ery)pwez tou) @[z e b

€ W(:cby)bz & szlbx ® ‘/[zfl,rfl]by - Wybz ® szlbm ® V;;

Further,

R(oy'o)(((zey)pw®z ' vu)@ 27z sw)
= (ypz, y o(yez), (ye2)e (27 or), ) U ((zoy)bw@z buz ™, o )
=Y(y>z, 2,0,y ((zoy)pw®z b2z e o)

VU((roy)rwez vz zhz sv)
= ai(y>z7 Z_l)az (yu IDy)¢(y[>Z, 2, T, y)([y7 Z]DU@[Z_I, :L‘_l][>1)®[y, "L‘]Dw'

Thus

R((03'01)* ((u @ v) @ w)
=Qx,y,2)[y, 2] pu@ [z L o[y, 2] w

Aw,y,2) = (z, 27 v, xoy, )Y (avy,y,ypz, 27 pa)d(ye 2, 2,3,y)
=wlxdy z,z ' er)w vy, z,2)a, (2,27

L loo)

)

wlyvz,z ' payw (yrzavy, 2z va)o, (2 b
w(w,y, 2)w™ (2,y > 2,y)os(y
We conclude that

B(97X1)7(h7X2)7(k7X3)
= tr(R((05'01)?))
(
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Using remark 3.2, we can reduce the three summations in the pre-
ceding formula to two.
Bg.xa).(hxa) (koxs)
=1k D Qi kXS ly KA (E 2 sy, 2)

xG?,yEE
(eq. (5.3))

=kl Y QA k)ag(ly, k. p)ey (p,p~" > [y, k])
(zeig,zz%e?» ah([k_1> 37_1]’ q)aftl(qv q_l > [k_:l» x_l])
Xty XS (R 2 Dxs(ly, 2]).
with
[k, yl, 2] =1
>3 ol =1

Finally, we can express the characters x7, x3 in terms of x1, x2 using

(eq. (2.7)):

B (g,x1),(hx2),(k:xs)

(5.4)
=k > Qpeg.qgehk)(pexa)geh k)
A (g5 x2) ([~ pe g Dxs(lg> h,pe g])
(eq. (5.6))
(5.5)
GllEIlE
BP9 gan hBpe ) e h k)
re (g x2) (k™ p> g~ Dxs(lg> b, p e g])
(ed- (5.6)
with
k,qg>hl,p>rgl =1
- g5 Hpod

[(q>h)~" poa], k] = 1.

Besides the w and « terms already hiding in €2, the conjugated charac-
ters in the last formulae are hiding further o terms from (eq. (2.7)):

(p>x1)(lg> h k) = ag([q> h, k], p)e,  (p,p~ " & [q > h, K))
x1(p~' > [g> b, K])
(gox2)(k L pe g™ ) = an((k™ o> g7 '] @)y, g, g7 o [ peg™'])
Xelg ' > [k pegT!])
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We have implemented the general formula for the B-tensor above in
GAP; the codes are in appendix A. For explicit calculations by humans,
the abundance of cocycle terms (six w terms and three « terms gath-
ered in 2 plus four « terms hiding in conjugated projective characters)
and the tedious commutation conditions on group elements certainly
make the formulas somewhat unwieldy. We will now describe particu-
lar circumstances where these problems do not occur and the formula
simplifies drastically. The special cases will be very useful for the key
example we will treat in the following section.

Proposition 5.1. Suppose there is an abelian normal subgroup A< G
such that w is inflated from the quotient G/A , and g,h € A. Then

(5:7) Bigs) ks = K- Y xa (™' o [y, KD)xalg ™ o [k 27 1),
TEG
yeh

where pg = x,q>h = y in the sum. Note also that x1, x2 are ordinary
characters in this case.

Proof. The conditions are tailored to ensure that Q(x,y,2) = 1 in
5.2, since all values of w where one argument is conjugate to g or h
are trivial. The same holds for the o terms used in (eq. (2.7)), since
commutators with one element from A also lie in A. Also, [[k, ¢>h], p>
gl = 1 for all ¢,p since g h € A, hence [k,q>h] € A, and p>g € A.
Finally [q>h™!,p>g] = 1 since q>h, p>g € A which is abelian, and in
particular [[¢g>h~, pr>g], k] = 1. O

Corollary 5.2. Assume the hypotheses of the preceding corollary, and
in addition that there is a subgroup Q C Cg(k) such that g9 =G and
hQ = h. This applies for ezample when G = A x Q is a semidirect
product of abelian groups. Then
(5.8)

k|| A
B(97X1)7(h7X2)7(k7X3) - |OQ(.|9)||||C|Q(h)| '§X2<q>[ha k])Xl(q_lp[k_lag_l])'
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Proof. We have bijections Q)/Cq(g) 2 p — p>g € g and Q/Cq(h) 2
¢+ g>h € h, and therefore, abbreviating N = |Cq(g)||Co(h)],

B (g,x1),(h,x2),(k:x3)

k|

=S e las e Hata™ o o g
P,9€eQ

k| -1 —1 -1 —1

N > xalp g [hg e K)xa(g pe pt e kg7 Y)
PgeQ

k _ _ 1

= % > xalpav [ K)xalg 'pe kg 7))
PgeQ
which gives the desired result after reparametrization. 0

6. TWISTED DOUBLES OF NONABELIAN GROUPS OF ORDER pq

Let p,q be odd primes with p|g — 1. There is a unique nonabelian
group of order pg, and there are exactly p inequivalent twisted doubles
of that group; see [MS17a| and below. However, these p inequivalent
modular categories only afford three different sets of modular data. In
this section we will show that the T-matrix and the borromean tensor
do distinguish the p modular categories. We first tested this for the
case p = 5 and ¢ = 11 using our GAP-implementation of (eq. (5.5)).
That is, we computed the values of T-matrix, S-matrix, and B-tensor
in this case, and verified that no bijection between the simples of two
distinct categories maps all three data to each other. Closer inspection
of the experimental data also helped us pick out the particular simples
to use in our borromean tensor calculations below. Thus, although no
computer help is necessary in the end to prove our results, machine
calculations were instrumental in our finding them. Note that the S-
matrix turns out not to be necessary in our example in the end; the
T-matrix and B-tensor suffice.

The nonabelian group of order pq where p and ¢ are odd primes such
that p|¢ — 1 has the following presentation:

Z)qZ X L/pZ = {a,bla’ = b = 1, bab~" = a")

The integer n € Z/qZ must be chosen such that n Z 1 mod ¢ and
n? = 1 mod ¢, but the group does not depend on that choice. We
note

ky

(6.1) ba'v™F = a” [a',b"] = qld=n") b, al] = PICLESY
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The canonical surjection Z/qZ xZ/pZ — (b) = Z/pZ induces an iso-
morphism between the cohomology groups H3((b), C*) — H3(Z/qZ %
Z/pZ,C*), where H3({b),C*) = Z/pZ is generated by the following
cocycle w:

Wb 1) = oxp (@wm -Gt k]))

p

where [i] € {0,...,p— 1} is such that [i] =i mod p.
The following is a complete list of representatives for the isomorphism
classes of simples of Z(Vecs ):

(1) (1,x) where x is an irreducible character of G,
(2) (a',x5) where | € (Z/qZ)*/(n), s € Z/qZ, and X, is the gener-

ator of (a) = Z/qZ given by
2
wo-en()

(3) (b’“,;{i) where k € (Z/pZ)*, r /E\Z/pZ, and E is the o-
projective character of C(b*) = (b) associated to X}, x, being

the generator of (b) = Z/pZ given by
2im
b) = exp (—) .
Xp(D) D

That is }g = Xphye where ag = duy,. In the sequel, we will
write the simple as (0¥, x7) instead of (bk,%).
For simplicity, we will refer to these as simples of type one, type two
or type three.

Lemma 6.1. The T-matriz of Z(Vecs') is given by the following:
(1) 6(1,x) =1
(2) ©(d', x3) = exp (%sl)
(3) OV, x;) = exp (%(plm“ + kQu)), and in particular
(4) ©F, xp)P = ¢E™ for ¢, = exp(2E).

Proof. For simples in Z (Vec“éu) of the first type, it is obvious that the

corresponding twist O(1, y) = % = 1. For simples of the second type
(al, X;), one has oy = 1, and then the irreducible projective characters

of the centralizer (a) = Z/qZ of a' are the usual irreducible characters.
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The twist is therefore given by
X5 (a) 2im
O(d', x") = 2L = exp (—sl)
o xa(1) q
Finally, for simples of the last type (¥, x7), one has aj, = dpuj where
2imu

(o) = e (25 41n)

and o -projective characters of the centralizer (b) = Z/qZ of b* are
usual irreducible characters twisted by py,. Therefore:

X (0" p (0) (%r
o, ) = X M) (2T kr+k2u>
6 =Wy P e P

O

Lemma 6.2. The B-tensor of the category Z(Vec“iquNZ/pZ) with p and
q odd primes such that qlp — 1 and v € {0,...p — 1} satisfies

p—1
2imsl (=t _pty(pm_p—m
(62) B(al,x3)7(al,x;§),(b’“,x£) = pq Z 6( q ( it )), 2t = k’(p)

m=0
Proof. We apply corollary 5.2 with @ = (b) and A = (a). By eq. (5.8)
and eq. (6.1) we have

p—1

Blat sy (al s (vn) = PG D Xa(0™ > [a! xS0 o (b7, a7)
m=0
p—1
s nm 7nk s _lp—m n—ki
= pg Y xg(a ") e (an T T)
m=0

p—1
- 2imsl (nm(link)Jrn—m(linfk))
= pq Z 6( q .
m=0

For 2t = k(p) we get
n™(1—n") +n ™1 -n"") =01 —n*) +n (1 —n"H)
_ (nm+t _ n—(m—i—t))(n—t _ nt)
so reparametrization gives the desired expression. O

In [MS17a] it was shown that the p non-equivalent modular tensor
categories Z (Vec“i;qZNZ spz) for u=10,.,p—1, are not distinguished by
their modular data. In fact there are only three different modular data
between these categories. As we will see shortly, this is changed when
we add the B-tensor to the data.
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TABLE 1. p=5,q=11,n=14

klt | Bis(k)
L3 1+ +C+C+
2[1[1+C+ T+ +

TABLE 2. p=5,q=31,n=2

k|t | Bis(k)
1 3 1+C6+<’15+C16+<“25

TABLE 3. p=7,q=29,n=7

Bis (k)

1+C4+C11+C+C28+C25+C18
1+C24+C14+618+C11+Cl5+c5
1+C15+<4+<16+C25+Cl4+gl3

W DN —| =
= = | <+

The fact that the B-tensor should help may seem surprising given
that the expression (6.2) does not depend on u at all. At least in the
case p = b, ¢ = 11 this is not only true for the particular coefficients of
the B-tensor that we calculated above. If we label simple objects by ¥,
resp. ([, s), resp. (k,r) as above, then the entire B-tensor is independent
of u, as we found by computer calculation. However, in this labelling,
the T-matrices do depend on u, and for different u we cannot relabel
so that both B and T" agree. We will inspect this closer for some low
order examples.

In Tables 1, 2 and 3, we have listed, in the cases (p, q,n) = (5,11,4),
(5,31,2), (7,29,7), the rescaled B-tensor values

1

%%%Z@mew@www

for a fixed value of the product Is (they do not depend on r, and only
half are listed since fis(p — k) = Bis(k)). We have set ¢ = exp <27risl>’

q
which is a primitive ¢-th root of unity if Is 0 mod q.

We see that in the examples (and, it will turn out below, in general)
the value of k? is determined by the entry of the B-tensor. A bijection
between simples of categories for different values of u that preserves the
T-matrix would have to fix [s, and it would need to nontrivially per-
mute the values of k to compensate the difference in u, a contradiction.

Details are in the proof of the following
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Theorem 6.3. The T-matriz and B-tensor form a complete set of
invariants for the p non-equivalent modular categories Z (Vec%;qmZ /o)
where p and q are odd primes such that p|g—1. More precisely, if there
is a map K from the simple objects of Z(Vec‘i’;qmz/pz) to the simple

objects of Z(VQC%;qzm/pz) satisfying Ty = Ty and By w(v)ww) =
Byvyw for all simples U, V, W of the former, then u = u'.

Proof. Let k be such a map. We will use the notations (g, x), and
(g, X)w to denote simple objects of the two categories under consid-
eration. The category corresponding to the trivial cocycle is easily
distinguished from the others by the T-matrix alone, so we can assume
u,u’ # 0. Let [s Z 0 mod q. Then it is obvious from lemma 6.1 that
k((al, x8)u) = (a”, X ) with sl = s'I! mod q. Also, part (4) of 6.1 im-
plies that £((6*, x5)u) = (b, x5 )w for some k" and ' with kv’ = k*u
mod p.

Next,

Blal x2)un(alx8) w0 x)e = Brs(al x3)u)((alx)) w((Fx5)
- B

(al/ 7X21 )u! 7(al/ 7X2§l)u’ 7(bk/ 7X;/ )u!
So, with lemma 6.2 and 2t = k& mod p,2t' = k' mod p, we get

p—

1TSS (ntfnit)(nmfnim)
(6.3) Y <eu> —

=0 m

( 2ims'l! > (nt 7n_t/)(nmfn_m)

p—1 !
(A q

0

Since this is a QQ-linear relation between fewer than ¢ powers of the
2imsl 2ims’l’

same primitive g-th root of unity e « =e ¢« | we conclude that the
set

My :={(n'—=n (" —n"™)|m=0,....,p—1} CZ/qZ

is equal to the analogous set M. We note that the p elements n™ —n="

are distinct: Indeed, assume n™ —n"" =n/ —n7 for 0 < m,j < p—1.
Then

O=n"—n/4+n7 —n ™= n7T""+1)(n" —n?).
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Now n /=™ 4+ 1 # 0 since n has odd order, and so n™ = n’/ which
implies m = j. In particular

1
Z pzn_ntZ 2m+n72m_2)
€My m=0
= (n' —n7")? (an—i—Zn 2m —2p>

= —2p<n - n_t)2>

since n? and n~? are primitive p-th roots of unity in Z/qZ and so the
sum over all their powers gives zero. By the same reasoning

Z x Z 2? = =2p(nt —n7)?

xeM; xEMt/

2

’ ’ . . . _ / —t
Thus (n' —n=")? = (n* —n~")?%, which implies n’ —n~* =n’ —n=" or
- oy ’ .. . .
n'—n"t=n"" —n'. As we have seen, this impliest =t or t = —t' in

7./ pZ. Therefore k? = k'? and we can conclude that v = u’. O

Remark 6.4. There is an action of the absolute Galois group of abelian
extensions of the rationals I' := Gal(Q*/Q) on the set of simples of
any integral modular category; see [ENOO5b, Appendix|. In the case
of Z(Vect) it satisfies S,()~) = 7?(Bi;) for any v € I', and also
Ty~ = 7 (Ti) as shown in [DLN15]. If we analyze the proof in
[MS17a] that the twisted doubles of nonabelian groups of order pq
share only three different sets of modular data, we can conclude from
our result that the analogous property B ) ()~y(k) = v*(Bijk) is not
satisfied.

APPENDIX A. GAP CODES

We give in this appendix the codes that we used to compute the S-
matrix and the Borromean tensor for the categories Z(Vecy). Prelimi-
nary codes that compute complex valued group cohomology, projective
characters of finite groups, etc., as well as the code that computes the
T-matrix, are the ones of [MS17b|. The function zwG_S computes the
S-matrix and the function zwG_B computes the Borromean tensor; both
those functions are taking as arguments a finite group G, a 3-cocycle
w €€ H3(G,C*), the simple objects of Z(Vecy,) and a non-negative in-
teger e. More precisely, w is given as its list of values in Z/eZ, where e
is the exponent of H3(G,C*) and the simple objects are couples (g, x)
where g € G and x is a projective character given by its list of values
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(in C) on the centralizer C(g).

ZwG_S := function(G, w, Simples, e)
local ord, 1listG, alphag, aval, bval, lista,
listb, s, a, b, g, simplel, simple2, x;
ord:= Size(G);
listG:=EnumeratorSorted (G);
alphag:=function(g)
return function(x,y)
return Alpha_symb(G,w,listG[g])
(listG[x],1listG[yl);
end ;
end ;
aval:=[];
for simplel in Simples do
a:=simplel!.class;
lista:=EnumeratorSorted(Centralizer (G,listG[a]l));
bval:=[];
for simple2 in Simples do
b:=simple2!.class;
listb:=EnumeratorSorted(Centralizer (G,1listG[b]l));
s := 0;
for g in [1..o0rd] do
if not
Commm (Conjugation(listG[gl,listG[al),1listG[b])
=0ne (G)
then continue;
fi;
s = s +
E(e)~(
alphag(a)( b, g)
- alphag(a) (g,Position(
listG,Conjugation(listG[gl~-1, 1listG[b]l)))
)
* simplel!.chi[Position(
lista, Conjugation(listG[gl~-1, 1listG[b]l))]
* simple2!.chi[Position(
listb, Conjugation(listGlgl, listG[al))];
od;
Add (bval,
s
* Size(ConjugacyClass(G,listG[b]l))
/ Size(Centralizer (G, listG[al))
)
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od;

Add (aval, bval);
od;

return aval;

end ;

ZwG_B:=function(G,cocyclevalues ,Simples,e)

local «conjG,listG,posG,alphag,simplel,simple?2,
simple3,a,b,c,chia,chib,chic,lista,listb,
listc,tensor ,matrixb,rowc,sum,g,h,ap,bp,
ap_inv,bp_inv,c_inv,cinv_hit_ap,ap_hit_bp,
bp_hit_c,cinv_hit_apinv,commm_cinv_apinv,
hinv_hit_commca, commm_bp_c,
ginv_hit_commmbc ,commm_bpinv_ap;

listG:=EnumeratorSorted (G);

posG:=function (g)

return Position(listG,g);

end;

alphag:=function (g)

return function(x,y)

return Alpha_symb (G, cocyclevalues,listG[gl)
(1istG[x],listG[y]l);
end;

end;

tensor:=[];

for simplel in Simples do

a:=simplel!.class;

lista:=EnumeratorSorted (Centralizer (G,listG[al));

matrixb:=[];
for simple2 in Simples do
b:=simple2!.class;

listb:=EnumeratorSorted (Centralizer (G,1listGI[b]l));

rowc:=[];
for simple3 in Simples do
c:=simple3!.class;

listc:=EnumeratorSorted (Centralizer(G,listG[c]));

sum:=0;
for g in [1..Size(listG)] do
for h in [1..Size(listG)] do
ap:=posG(Conjugation(listG[g]l,listG[al));
bp:=posG(Conjugation(listG[h],1listG[b]));
ap_inv:=posG(listG[ap]l~-1);

23
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bp_inv:=posG(listG[bp]l~-1);
c_inv:=posG(listG[c]l~-1);
cinv_hit_ap:=
posG(Conjugation(listG[c_inv],listG[ap]l));
ap_hit_bp:=
posG(Conjugation(listG[ap]l,1listG[bpl));
bp_hit_c:=
posG(Conjugation(listG[bpl,listG[c]));
cinv_hit_apinv:=
posG(Conjugation(
listG[c_inv],listG[ap_inv]));
commm_cinv_apinv:=
posG(Commm(1listG[c_inv],listGlap_inv]));
hinv_hit_commca:=
posG(Conjugation(
listG[h]~-1,1istG[commm_cinv_apinv]));
commm_bp_c:=
posG(Commm (1istG[bpl,listG[cl));
ginv_hit_commmbc:=
posG(Conjugation(
listG[gl~-1,1listG[commm_bp_cl));
commm_bpinv_ap:=
posG(Commm (1istG[bp_inv],listG[apl));

if not
(Commm (Commm (1istG [bp_inv],1listG[ap]),
listG[c])
=0ne (G)
and

Commm (Commm (1istG[bp],listG[c]),
listG[apl)
=0ne (G) )
then continue;
else
=~ (
cocyclevalues[ap_hit_bp]l[ap][c]

sum:=sum + E(e)

-cocyclevalues[ap_hit_bpl[c]l[cinv_hit_ap]
+cocyclevalues [bp_hit_c][ap_hit_bp]
[cinv_hit_ap]

-cocyclevalues [bp_hit_c]l[cinv_hit_ap][bp]
+cocyclevalues [ap] [bp_hit_c] [bp]
-cocyclevalues [ap] [bp]l[c]
-alphag( ap ) ( ¢ , c_inv )
+alphag( ap ) ( bp_hit_c , c_inv )
-alphag( ap_hit_bp )

( cinv_hit_ap , cinv_hit_apinv )
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+alphag( bp ) ( cinv_hit_apinv , ap )
-alphag( bp_hit_c ) ( bp , bp_inv )

+alphag( ¢ ) ( bp_inv , ap_hit_bp )
+alphag( b ) ( commm_cinv_apinv , h )
-alphag( b ) ( h , hinv_hit_commca )
+alphag( a ) ( commm_bp_c , g )
-alphag( a ) ( g , ginv_hit_commmbc ) )

x*simplel!.chil
Position(lista,listG[ginv_hit_commmbc] )]
xsimple2!.chil
Position(listb,listG[hinv_hit_commcal] )]
x*simple3!.chil
Position(listc,listG[commm_bpinv_ap]l )] ;
fi;
od;
od;
sum:=sum *
( Size(ConjugacyClass (G,1listG[c]))
/ ( Size(Centralizer(G,listG[al))
* Size(Centralizer(G,1listG[bl)) ) );
Add (rowc , sum) ;
od;
Add (matrixb ,rowc);
od;
Add (tensor ,matrixb);
od;
return tensor;
end;

Finally, checking whether one or more matrices or “tensors” indexed
by a power of the same index set are identical up to a permutation of
the index set (i. e. simultaneous permutations of the matrix or tensor
indices) is in itself a tricky task. We include a function that does this
for T, S and B (based on an analogous function that we wrote for the
modular data) using some heuristic tricks to speed up the procedure.

Same_S_T_B:=function(S1,T1,B1,S82,T2,B2)

local 1,P,lastbad,n,i,j,A,Q,blocks,PS1,PS2,rev;
lastbad:=function(S1,T1,B1,S82,T2,B2,P,Q,1)

local j,k;

if P[1] din List([1..1-1],i->P[i]) then return true;
fi;

if T2[P[1]] <> T1[Q[1]] then return true ;

fi;

for k in [1..1] do
if S1[Q[k]JI[Q[1]11<>S2[P[k]J][P[1]] then return true;
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fi;
od;
for j in [1..1] do
for k in [1..1] do
if B1[Q[j110Q[k]1I[QL1I1<>B2[P[jI]1[P[k]I]I[P[1]]
then return true;
fi;
od;
od;
return false;
end;
presorted:=function(S,T,B)
local labels,labelset,perm,n,blocks,TS,SS,BS;
n:=Size(T);
labels:=List ([1..n],
i->[T[i],S[i][i],Collected(S[i])]);
labelset :=Set (labels);
perm:=[1..n];
SortParallel (labels ,perm);
TS:=List(perm,i->T[i]);
SS:=List(perm,i->List(perm,j->S[i][j1));
BS:=List (perm,
i->List (perm,
j->List (perm,
k->B[il1[j1[k1)));
blocks:=List (labelset,
1->Filtered ([1..n],j->1labels[jl=1));
return [SS,TS,BS,perm,blocks,labels];
end;
n:=Size(T1);
PS1:=presorted(S1,T1,B1);
PS2:=presorted(S2,T2,B2);
if PS1[2]<>PS2[2] then
return [false,"not_,the_ same_ T"];
fi;
if List(PS1[6],x->x[2])<>List(PS2[6],x->x[2]) then
return [false,"T_ and_ diag(S) don’tysortparallelly"];
fi;
if PS1[5]<>PS2[5]
then return [false,"not_,the_,same_ blocks"];
fi;
if PS1[6]<>PS2[6]
then return [false,"unsorted data_don’t_ match"];
fi;
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blocks :=PS1[5];
rev:=[];
S1:=PS1[1];
T1:=PS1[2];
B1:=PS1[3];
S2:=PS2[1];
T2:=PS2[2];
B2:=PS2[3];
for i in [1..Size(blocks)] do
for j in [1..Size(blocks[i])] do
rev[blocks[il1[j]l]:=[1,j];
od;
od;
nextinblock:=function (i)
if rev[i][2]=Size(blocks[rev[i][1]]) then return n+1;
fi;
return i+1;
end;
Q:=I[1;
for i in [1..Maximum(List(blocks,Size))] do
A:=List(Filtered(blocks ,b->Size(b)>=i) ,b->b[i]);
Q:=Concatenation(Q,A);

od;
1:=1;
P:=[Q[1]1];

while true do
if P[1]>n then
1:=1-1;
if 1=0 then return false;
fi;
Remove (P);
P[1]:=nextinblock(P[1]);
continue;
fi;
if lastbad(S1,T1,B1,82,T2,B2,P,Q,1) then
P[1]:=nextinblock(P[1]);
continue;
fi;
if 1=n then return true;
fi;
1:=1+1;
P[1]:=blocks[rev[Q[111[1111[1]1;
od;
end;
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