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Abstract—In order to measure the medical activity, hospitals
are required to manually encode information concerning an
inpatient episode using International Classification of Disease
(ICD-10). This task is time consuming and requires substantial
training for the staff. We propose to help by speeding up
and facilitating the tedious task of coding patient information,
specially while coding some secondary diagnoses that are not well
described in the medical resources such as discharge letter and
medical records. Our approach leverages data mining techniques
in order to explore medical databases of previously encoded
secondary diagnoses and use the stored structured information
(age, gender, diagnoses count, medical procedures. . . ) to build
a decision tree that assigns the proper secondary diagnosis
code into the corresponding inpatient episode or indicates the
impatient episodes that contains implausible secondary diagnoses.
The results suggest that better performance could be achieved by
using low level of diagnoses granularity along with adding some
filters to balance the repartition of the negative and positive
examples in the training set. The obtained results show that
there is big variation in the evaluation scores of the studied
diagnoses, the highest score is 75% using F1 measurement and
the lowest 25% using F1 measurement which indicates further
enhancements are needed to achieve better performance regard-
less of the encoded diagnosis. However, the average accuracy
of all the studied secondary diagnoses is around 80% which
indicates better negative predictions therefore it could be useful
in the prevention or the detection of wrong coding assignments
of secondary diagnoses in the inpatient stay.

I. INTRODUCTION

In France, since 1991, by recommendation of the ministry

of health, all the public healthcare facilities are mandated to

record patient diagnosis and medical procedures in a national

database called PMSI (Programme de Médicalisation des

Systèmes d’Information) equivalent to the PPS (Prospective

Payment System) used in the USA [1]. The system was

initially used for the purpose of reporting hospital activity

and comparing the productivity between different facilities. In

1998, PMSI was used by all public and private hospitals for

the main purpose of hospital fair funding. Since its creation,

millions of records have been registered in PMSI database,

which makes it an attractive target for data analysis, in order

to solve different problems using data mining techniques.[2].

Each inpatient episode in France consists of one or several

standard patient discharge reports called RUM (Résumé Unité

Médicale). The RUM contains administrative information such

as gender, age and length of stay. The RUM also contains

medical information such as diagnoses and medical procedures

performed during the stay in the medical unit. At the end

of the inpatient episode, all the reports are combined into

one report called RSS (Résumé de Sortie Standardisé). Then,

an anonymisation process is applied, thus producing a so-

called anonymised episode summary RSA (Résumé de Sortie

Anonymisé). Finally, the RSA reports are sent to the Regional

Health Agencies ARS (Agences Régionales de Santé) where

they are stored in the national PMSI database. Each hospital is

eventually refunded according to the activity described in the

RSA reports. Hospitals try to document their activities as accu-

rately as possible to get fair payment. Inaccurate encodings of

inpatient episode information could cause diminished refund-

ings, or penalties up to 5 per cent of their annual budget [2].

Consequently, a lot of effort is made by hospitals to increase

encoding accuracy of the diagnoses and medical procedures.

The Medical Information Unit (Département d’Information

Médicale, DIM) is responsible for the encoding process which

involves within each hospital. One of the encoding challenges

is encoding secondary diagnoses. Unlike for main diagnosis,

which is not too difficult to detect, some secondary diagnoses

require an extra effort in order to identify them, because

sometimes they are not clearly mentioned in the medical

reports and cannot be directly implied. Another challenge is

to find out if there is a way other than medical encoding rules

to detect miscoded secondary diagnoses such as checking the

plausibility of existence of certain diagnoses together under

certain contexts like length of stay, type of admission or

medical procedures performed during the stay.

In this paper we address two main challenges:

• Encoding secondary diagnosis support.

• Avoid encoding implausible secondary diagnoses.



PMSI national database is the richest and the most valu-

able source of documented standard diagnoses and medical

procedures in France. It contains millions of records collected

over years which make it fall under big data definition which

requires certain type of tools to be explored. Recently, it

has been made accessible for research purposes. Among the

available methods in data mining, decision trees method is

interesting because of its result that can be exploited by a non

specialist in the domain.

II. RELATED WORK

The investigated problem of supporting the encoding of

secondary diagnoses using structured data stored in medical

documentation databases falls under data prediction category,

which is a common phenomenon in most databases, and

researchers address this problem in a variety of applications

such as marketing, e-business and other industrial sectors.

However, data prediction in the healthcare domain has its

particular constraints since it is dealing with medical data

which is considered unique in terms of heterogeneity, privacy-

sensitive, ethical, legal, and social issues [3]. Therefore, previ-

ous researches used various data analysis methods to overcome

the difficulties and to solve the encoding diagnosis problem.

Medical data is heterogeneous in its nature, it is collected from

different sources such as laboratory data, interviews with the

patient, radiology images, observation and interpretation of the

physician etc...In order to identify all the diagnoses and to

assign codes to them, coders need to look at many sources and

to interpret information to find out the right code. Automatic

code assignment or the support of code assignment simulate

the coders by looking at these heterogeneous information and

interpret them. Medical photos are rich of information, and it is

often used by the coders to identify the diagnosis. Using image

processing is one way to extract information from medical

photos, it is used to support the radiologists to identify the

diagnoses in the image [4] but it is still not used to support

the coders assigning codes to the diagnoses. One attempt is

proposed by [5] to assist the coders with the assignment of

medical codes using image processing by proposing a list of

diagnoses codes corresponding to the viewed medical image

during the coding, this work is in progress. Image processing

to assign medical codes is still new research area that is

not matured yet additional techniques should be invested in

this domain to investigate the benefits using such techniques.

In this paper, we mainly focus on processing conventional

data, rather than images. Other main sources of diagnoses are

the clinical reports and physician’s interpretations, discharge

letters and other medical documents that are usually written

in free text and that are frequently used by the coders to

determine the medical code. According to the reviewed papers,

the best suitable technique to extract information from free

text is Natural Language Processing (NLP) methods. The idea

of NLP is to translate free text into formal representation

or features so that computers can understand the text and

manipulate it [6]. NLP has good results in predicting diagnosis

and medical procedures codes. One way to extract medical

codes using NLP is using expert rules and applying it directly

to the medical reports, it can reached up to 88% F1 measure

score [7][8]. To achieve a high accuracy, experts’ knowledge

on how they code from radiology reports are translated into

hand crafted rules. The rules aim at extracting lexical elements

from radiology reports written in free text, lexical elements

can be generated using semantic features to include negations,

synonyms and uncertainty. The problem of these methods is

that they are in most of the cases language dependant and

it is difficult to be generalised. One of the objectives of our

work is to find a general method that uses structured input and

that avoids the ambiguities raised by any language. Another

way of extracting medical codes is using NLP machine learn-

ing techniques by analysing medical database of previously

coded patient episodes and extracting the feature matrix of

medical reports of each corresponding patient episode. Finally,

machine learning methods are applied on these matrices to

generate models that can predict a diagnosis code. Different al-

gorithms are used to tackle the problem such as decision trees

[7], K-Nearest Neighbor (KNN) [9] [10] citeErraguntla2012

naı̈ve Bayes classifier [11],[12] regression [13] [14], Support

Vector Machine (SVM) [15], Medical Subject Heading MeSH

[16]. The problem of these methods is still the same. They

are applicable only in certain conditions and they can not be

generalised. However, the machine learning methods used in

these methods are useful in our work since we are planning to

use machine learning methods on standard structured data. We

can use some of the experience used in dealing with feature

matrices, such as dealing with highly biased negative examples

in the training set [13]by using automatic weights scheme and

dealing with multi label code assignment cases [7].

Few works used structured patient data other than images

and free text. The data are mostly extracted from medical

records, such as patient information i.e. (age, sex, length of

stay etc...) clinical information i.e. (prescription, medications

) and other related medical data such as medical procedures

and diagnoses. An interesting study in the reviewed papers is

using statistic method and probabilities [17]. Three different

input were tested to estimate a diagnosis code probability,

the first input was patient information (age, sex, length of

stay) , the second input was medical unit information and

the last input was medical procedures. A diagnosis prediction

is considered valid if it was within the first 10 diagnoses

ordered by probability score. The results showed that med-

ical procedures were the most informative input whereas the

patient information was the least informative input and better

results could be achieved using all the inputs together by

defining the right coefficient for each input [17]. The limitation

of probabilistic/statistical approaches is that imperfect results

are obtained when used with imperfect data, missing data or

erroneous codes. Data mining approaches are good alternative,

since data preprocessing techniques can help reducing the

effect of imperfect data[18]. Two studies in France tackled

the problem of assigning medical codes to inpatient episodes

[19] and [20]. They used other diagnoses occurred in previous

inpatient episodes and constructed sequential patterns rules



to predict a diagnosis code in the current patient episode.

Two out of three diagnoses were successfully predicted using

sequential patterns in [19]. In fact, sequential patterns work

well using one input variable, in our work we are going to

use all the available structured variables in the medical files

to enhance the results. The last reviewed work was done by

Ferrao, he used well structured data extracted from electronic

medical records and converted them to around 5000 features.

He used different data mining algorithms in several steps,

naı̈ve bayes and decision trees algorithms in [21], SVM in

[22] and finally regression algorithms in [23] trying to assign

codes during different periods of the patient episode. All

algorithms gave about similar evaluation of F1-measure but

they still didn’t reach NLP techniques accuracy on radiology

report. Finally, our method is inspired from previous studies

to tackle a problem not addressed so far, assigning or denying

secondary diagnoses codes to patient episodes. We are going to

use adapted structured data as input so it can be generalised

on any language. As for the data mining algorithm we are

going to use decision trees because it showed good results with

this kind of problem compared to other methods in addition

to the interpretability of its model i.e. the extracted tree can

be verified easily from non specialist in informatics such as

a physician. The scalability of the decision trees is another

reason to use decision trees since we are going to use first

local data set and then move to national dataset.

III. MATERIALS AND METHODS

Medical databases are rich of data but poor of knowledge.

Data mining is a way to extract previously unknown hidden

data that could be useful. Machine Learning (ML) provides

the necessary tools and techniques to data mining in order

to discover knowledge from raw data. The idea is to identify

strong patterns in a database and generate a model that can

predict similar cases in the future. The choice of ML technique

and the data used to build its model play a big role in the

results. Each ML technique has inputs and an output, the data

used to build the ML model is called input or features, the

prediction made by the model is called output or label. In

order to produce better output/prediction, the input should be

chosen carefully i.e. handling the missing data, discretizing

the continuous numeric values and discarding non informative

features. In this section, we are going to describe the data

structure used to build the ML model, feature selection in

addition to data preprocessing and finally ML technique used

to tackle the problem.

A. Data structure

We used the PMSI database of “Centre Hospitalier Inter-

communal de Castres Mazamet” hospital in France. The united

structure of PMSI permits us to evaluate our model in the

future on different scales regional and national. The PMSI

contains anonymous discharge summaries (Résumé de Sortie

Anonymisé, RSA). Each summary consists of a set of elements

that characterise an inpatient episode.

• Administrative information: Admission date, Discharge

date, Admission mode, Discharge mode (transfer, death),

Length of stay, Gender, Age. . .

• Clinical information: the main diagnosis that motivates

the inpatient episode, secondary diagnoses and related

diagnoses. It also contains all the medical procedures

performed during the inpatient episode.

The (International Classification of Disease, ICD-10) [24]

is used to encode all diagnoses. The French version of ICD-

10 contains 33,816 codes, the first three characters of the

codes stand for code categories, there are 2,049 categories

and they are usually used for code prediction. The Common

Classification of Medical Procedures CCAM (Classification

Commune des Actes Médicaux) is used to encode the medical

procedures. It consists of four characters and three numbers.

There are around 1,700 standard medical procedure codes

classified under 19 chapters depending on their category [25].

B. Feature selection

Our problem is the assignment of secondary diagnoses to the

inpatient episodes or denying them. In order to increase ML

model efficiency, it is necessary to choose the most relevant

features to the problem and discard the non relevant ones.

The first set of relevant features is composed of personal

information which includes the patient’s gender and his/her

age at admission to the inpatient episode. We discarded the

postal code, as all the patients come from the same area

where the hospital is located, but this information would

be interesting to investigate in case of using the national

version of PMSI database. The second set of retained features

concerned inpatient episode including the length of stay, the

patient admission type, the patient discharge status, the time

interval between the admission date and the first medical

procedure performed , the transfer count between medical units

in the inpatient stay, the medical procedures count, the season

of the admission and the previous inpatient episode count

calculated thanks to a process of anonymous chaining available

in the PMSI databases which permits to link information from

a single patient. We chose to use medical procedure chapters

instead of using each medical procedure as a separate feature,

therefore we have 19 features for the medical procedures each

feature indicate if one or many medical procedures in the

corresponding chapter are occurred during. Similarly, we used

diagnoses chapters as features instead of using each diagnosis

as a separate feature. Two levels of diagnosis granularity

are available, the high level granularity contains 19 general

chapters, the low level of diagnoses granularity contains 126

specific categories. The chapters group the diagnoses based on

their similarity. Each chapter represents a feature indicating if

a diagnosis occurred during an inpatient episode or not. In

addition, all the medical procedures and all diagnoses other

than the predicted one are considered as input features to the

ML model. The choice of using chapters, instead of the code

itself is to limit the extra large number of features which

does not yield necessarily to good results for ML learning

algorithm, specially for decision trees case [26]. Finally, the



output or the label of the ML model is a ICD-10 code for a

secondary diagnosis, positive if the code exists in the inpatient

episode and negative if it doesn’t. In total, we have 181

features used to build our ML model. A detailed description

can be found in the table I.

C. Data preprocessing

Data preprocessing is a very important step in data mining

process. It consists in dealing with noisy and inconsistent data

because of their huge size. Low quality data will lead to low

quality mining results [18]. In our work we processed the

database to deal with continuous numeric data. There are two

kinds of data: numerical and categorical. Numerical data can

be in two forms: continuous or discrete. Data mining algo-

rithms prefer categorical or discrete numerical values therefore

we discretized the continuous variables into discrete values.

Binning, entropy-based or interval merging are common ways

to discretise the data. To avoid arbitrary discretization of data

and add meaning to the values so it can be interpretable by

physicians, we have studied our database to extract statistical

information such the mean of each diagnosis and the standard

deviation. From these statistical information we have chosen

to discretise the continuous features into three ranges (below

- mean - over) where ‘below’ refers to values smaller than the

mean minus one standard deviation, ‘mean’ refers to data be-

tween the mean plus minus one standard deviation and ‘over’

refers to data above mean plus one standard deviation. The

following features have been discretized (frequency, transfer

count, medical procedure count, diagnoses count, age, length

of stay, Delay).

D. Building the decision tree

The machine learning method we have chosen is decision

trees from class-labeled training tuples. We chose decision

tree because it generates simple models, it is easy to interpret

and can be validated by physicians who are not necessarily

specialists in the domain. Decision trees are scalable and can

produce efficient models even when using large amounts of

data. We decided to use Classification and Regression Tree

(CART) algorithms as induction algorithm as it allows to

build a binary decision tree with Gini impurity index to select

the features representing the nodes of the tree. We applied

postpruning the decision tree to avoid the overfitting problem,

it occurs when the model is more accurate on the training set

than new unseen data. We pruned the subtree that generates

the less error rate.[18]

Our objective is then to detect secondary diagnoses, from

the PMSI database information, using decision trees. Two

main questions are highlighted in order to produce better

performance model.

• Administrative information: Admission date, Discharge

date, Admission mode, Discharge mode (transfer, death),

Length of stay, Gender, Age. . .

• Clinical information: the main diagnosis that motivates

the inpatient episode, secondary diagnoses and related

diagnoses. It also contains all the medical procedures

performed during the inpatient episode.

How to limit the effect of the large number of negative

examples compared to the positive ones. Which granularity

level of information representation to use for building the

decision tree.

To deal with the first issue : the PMSI database contains by

nature more negative examples than positive ones, we make

the hypothesis that the we can build a better performance

decision tree by balancing the number of positive and negative

examples. To achieve this balance we tried to solve it using

two methods:

• The first method gives the positive examples more

weights than the negative ones . To answer this question

we compared the performances of two decision trees, the

first decision tree is built by giving equal weights to the

negative and positive examples. The second decision tree

is built by giving the positive examples double weight.

• The second method extracts a specific training set using

certain contextual filters to focus on a sub-database. In

our work we used the most frequent primary diagnoses

occurred along with the secondary diagnosis as filter :

the sub-database will then concern all the cases dealing

with a specific primary diagnose, and will have cases

with or without the chosen secondary diagnoses. We

hope it could improve the significance of the results. To

answer this question we compared the performances of 11

decision trees, the first decision tree is built using all the

database. The other decision trees are built by filtering

the data using 10 sub-databases concerned with the 10

most frequent primary diagnoses.

The second issue concerns the choice of which diagnoses

granularity level leads to a better decision tree performance.

We can propose two levels of diagnoses granularity, either

high level with 19 features (general chapters) or low level

of diagnoses granularity with 126 features (more specific

chapters). To select the most efficient choice, we compared

the performances of two decision trees, each one is built using

different level of diagnoses granularity.

The steps followed to build and to evaluate the decision tree

are described in Algorithm 1. The first step allows to choose

the right configuration by fixing the 3 parameters we have just

mentioned :

• The weight of positive and negative examples (for in-

stance, we decide to weight a positive example twice in

order to highlight its importance) ;

• The use of complete or specific database ( if it is off all

the database will be considered, if it is on it will be split

into sub-databases concerned with most frequent primary

database) ;

The granularity level of diagnosis (for instance, we choose

a decision tree based on the 19 features issued from general

chapters). If the primary filter option is chosen, we query the

most frequent primary diagnoses occurred with the studied

secondary diagnosis. (for example, in case of “B96” bacterial



TABLE I: Used features in the decision trees.

Variable Name Description Valid values

Personal
Gender Patient’s gender

F=Female
M=Male

information Age Patient’s age at admission
Below=the age is less than the average minus the standard deviation
Mean= the age is inside the average ± the standard deviation
Over= the age is more than the average plus the standard deviation

Inpatient

Length of stay
Time interval between admission date and
discharge date

Below=the interval is less than the average minus the standard
deviation
Mean= the interval is inside the average ± the standard deviation
Over= the interval is more than the average plus the standard
deviation

variables Admission type Patient’s admission type

1= Emergency
2=Urgent
3=Elective
4=Newborn
5=Trauma
9=Information not available

Disposition Patient’s discharge status

1=Discharge to home
2=Transferred to short-term facility
3=Transferred to skilled nursing facility
4=Transferred to intermediate care facility
5=Transferred to other healthcare facility
6=Transferred to home health care
7=Left AMA(Against Medical Advice)
20=Expired/Mortality

Season The season at the admission

Summer
Winter
Fall
Spring

Frequency
The count of the inpatient episodes of the
patient during his life.

Below=the count count is less than the average minus the standard
deviation
Mean= the count is inside the average ± the standard deviation
Over= the count is more than the average plus the standard deviation

Delay
Time interval between admission date and
first medical procedure

Below=the interval is less than the average minus the standard
deviation
Mean= the interval is inside the average ± the standard deviation
Over= the interval is more than the average plus the standard
deviation

Inpatient transfer
count

The count of the transfers between medical
units in the inpatient episode

Below=the count is less than the average minus the standard
deviation
Mean= the count is inside the average ± the standard deviation
Over= the count is more than the average plus the standard deviation

Medical
procedures
count

The count of the medical procedures during
the inpatient episode

Below=the count is less than the average minus the standard
deviation
Mean= the count is inside the average ± the standard deviation
Over= the count is more than the average plus the standard deviation

Derived flags

Classified
A flag indicating whether the inpatient stay
has a classified/important medical procedure
or not.

0=No
1=Yes

Emergency
A flag indicating whether the inpatient stay
has an emergency case or not.

0=No
1=Yes

Medical
procedure
groupings

19 flags, each flag indicates whether the
inpatient stay has a diagnosis within the
corresponding medical procedure category.

0=No
1=Yes

Urgent medical
procedure
grouping

5 flags, each flag indicates whether the in-
patient stay has a medical procedure within
the corresponding urgent medical procedure
category.

0=No
1=Yes

First level diag-
noses granularity

19 flags, each flag indicates whether the
inpatient stay has a diagnosis within the
corresponding diagnosis granularity.

0=No
1=Yes

Second level di-
agnoses granular-
ity

126 flags, each flag indicates whether the
inpatient stay has a diagnosis within the
corresponding diagnosis granularity.

0=No
1=Yes

Output Label
A flag indicating whether the inpatient stay
has the studied secondary diagnosis or not.

0=Negative
1=Positive



agents infection as secondary diagnoses, the most frequent

primary diagnoses found in the database are “Acute tubuloint-

erstitial nephritis” with the code “N10”, “Malaise and fatigue”

with the code “R53”, “Fever of other and unknown origin”

with the code “R50” , etc...) Afterwards, for each primary

diagnosis we query the positive and negative examples. Then,

we do all the preprocessing, split the data into training and

testing set and use the training set to build the decision tree.

Afterwards, We prune the tree in case it produces better

performance. Finally, we evaluate the tree using the testing

set. The same steps are applied when primary diagnoses filter

option is off but without filtering the data.

Algorithm 1 The steps followed to build secondary diagnoses

decision tree

Set(positive and negative example’s weights)

Set(primary diagnoses filter option)

Set(granularity level of diagnoses)

if primary diagnoses filter is off then

Query the positive and negative examples

Discretize the continuous features

Split the data into k folds

for Each fold do

Choose the training and testing sets

Build the decision tree with the training set using

CART algorithm

Prune the tree

Evaluate the tree using testing set

end for

else

Query the most frequent principal diagnoses

for Each principal diagnosis do

Query the positive and negative examples

Discretize the continuous features

Split the data into k folds

for Each fold do

Choose the training and testing sets

Build the decision tree with the training set using

CART algorithm

Prune the tree

Evaluate the tree using testing set

end for

end for

end if

IV. RESULTS

A. Dataset

Certain secondary diagnoses are not well described, such

as obesity, malnutrition and respiratory failure and they are

often not coded in PMSI. In France, one hospital reported that

more than a third of the patients with denutrition and obesity

were not coded in the database [27]. We used an anonymized

sample data extracted from the PMSI database of “Centre

Hospitalier Intercommunal de Castres Mazamet” hospital,

it contains around 90,000 inpatient episodes between 2011

and 2014. We decided to focus on interesting and frequent

secondary diagnoses which are difficult to detect as they are

usually not well described across the medical sources. For

this reason, the doctor in charge of the Medical Information

Department (DIM) in the ’Centre Hospitalier Intercommunal

de Castres Mazamet’ hospital helped us to choose some

secondary diagnoses that fulfil the criteria. Table II.

TABLE II: Summary of the studied secondary diagnoses.

ICD-10 codes Labels Count in DB

J96 Respiratory failure 4166

B96
Other specified bacterial agents
as the cause of diseases classified
to other chapters

6514

T81 Complications of procedures 1150

R29
Other symptoms and signs in-
volving the nervous and muscu-
loskeletal systems

1596

R26
Abnormalities of gait and mobil-
ity

2378

E66 Overweight and obesity 5453

E44 Malnutrition 2144

B. Evaluation

We implemented the proposed algorithm using rpart library

in R language. We evaluated the results using 5-fold cross val-

idation, in each fold we divided the dataset into 80% training

set and 20% testing set. Since our model has binary output,

positive and negative, we used the standard measurements used

in classification Accuracy, Precision, Recall and F1-measure.

The measurements are based on the number of instances that

are correctly assigned positive examples True Positive (TP),

the number of instances that are correctly assigned negative

examples True Negative (TN), the number of instances that are

incorrectly assigned positive examples False Positive (FP) and

the number of instances that are incorrectly assigned negative

examples False Negative (FN).[28]

Accuracy is the ratio of correctly assigned negative and

positive examples to the total number of examples.

A =
(TP + TN)

(TP + TN + FP + FN)
(1)

Precision is the ratio of correctly assigned examples to the

total number of examples produced by the classifier.

P =
TP

(TP + FP )
(2)

Recall is the ratio of correctly assigned examples to the

number of target examples in the test set.

R =
TP

(TP + FN)
(3)

F1-measure represents the harmonic mean of precision and

recall according to the formula in (4):

F1 =
2P ∗R

(P +R)
(4)



TABLE III: Results obtained for B96 (bacterial agents) as secondary diagnosis without fixing any primary diagnosis using

high and low levels of diagnoses granularity.

High level of granularity Low level of granularity

Accuracy Precision Recall F1 Accuracy Precision Recall F1

94% 42% 31% 36% 97% 80% 62% 70%

TABLE IV: Results obtained for B96 (bacterial agents) as secondary diagnosis with the most frequent primary diagnoses using

high and low levels of diagnoses granularity.

Principal
High level of granularity Low level of granularity

diagnosis Accuracy Precision Recall F1 Accuracy Precision Recall F1

N10 75% 82% 89% 85% 77% 83% 90% 86%

R53 83% 45% 52% 48% 95% 82% 85% 84%

R50 81% 51% 69% 59% 92% 83% 77% 80%

R06 88% 40% 21% 27% 94% 87% 53% 66%

R10 90% 33% 28% 31% 95% 70% 66% 68%

I50 89% 25% 20% 22% 97% 78% 82% 80%

J44 67% 35% 44% 39% 77% 52% 52% 52%

N41 68% 88% 72% 79% 71% 83% 82% 82%

N39 63% 76% 72% 74% 64% 78% 71% 75%

J18 83% 28% 29% 29% 95% 77% 79% 78%

Average 79% 50% 50% 49% 86% 77% 74% 75%

TABLE V: Results obtained for J96 (Respiratory failure) as secondary diagnosis without fixing any primary diagnosis using

high and low levels of diagnoses granularity.

High level of granularity Low level of granularity

Accuracy Precision Recall F1 Accuracy Precision Recall F1

96% 15% 12% 13% 97% 34% 15% 20%

TABLE VI: Results obtained for J96 (Respiratory failure) as secondary diagnosis with the most frequent primary diagnoses

using high and low levels of diagnoses granularity.

Principal
High level of granularity Low level of granularity

diagnosis Accuracy Precision Recall F1 Accuracy Precision Recall F1

I50 71% 36% 31% 34% 82% 31% 9% 14%

R06 56% 51% 76% 61% 73% 43% 51% 47%

J96 85% 34% 11% 16% 58% 53% 80% 63%

J44 58% 50% 67% 57% 67% 59% 83% 69%

J18 75% 22% 18% 20% 72% 41% 54% 47%

R53 75% 25% 27% 26% 93% 24% 14% 18%

J20 92% 27% 11% 16% 76% 32% 35% 33%

J15 76% 27% 22% 25% 74% 31% 36% 33%

Z51 70% 21% 19% 20% 97% 37% 33% 35%

J69 67% 43% 54% 48% 59% 26% 29% 27%

Average 73% 33% 34% 32% 75% 38% 42% 39%

Using these measurements we aimed to evaluate three

aspects, firstly and most importantly the possibility to assign

codes to secondary diagnoses or denying their existence in

the inpatient episode using decision tree method. Secondly,

to see the effect of our proposed solution to answer ques-

tion of limiting the effect of the large number of negative

examples compared to the positive ones. Finally to evaluate

which diagnoses granularity level produces a better performing

decision tree (low level when specific diagnoses groupings are

considered, low level when general diagnoses groupings are

considered) .

In the tables III V we present the evaluation measurements

without using any filter and using equal weights for neg-

ative and positive examples for B96 (bacterial agents) and

J96(Respiratory failure) as secondary respectively.

In the tables IV VI we present the evaluation measurements



Fig. 1: Summary of the average measurements of the studied secondary diagnoses, using high level of granularity for all the

encoded diagnoses.

Fig. 2: Summary of the average measurements of the studied secondary diagnoses, using low level of granularity for all the

encoded diagnoses.

using primary diagnoses as filter and giving double weight to

the positive examples compared to the negative ones for B96

(bacterial agents) and J96(Respiratory failure) as secondary

respectively.

The first four columns of each table represent the evaluation

using high level of granularity the remaining four columns

represents the evaluations using low level of granularity.

In figure 1 and figure 2 we show a summary of the average

measurements of 10 most frequent primary diagnoses for all

secondary diagnoses using high level of granularity in the

figure 1 and low level of granularity in the figure 2.

V. DISCUSSION

In the lights of the results and the evaluations obtained in

figures 1 and 2, the measurement varied between different

diagnoses. On the one hand, B96 (bacterial agents) scored the

best F1, precision and recall measurements around 75% which

is considered very good compared to similar reviewed studies.

On the other hand, other diagnoses scored low percentages

using the same measurements. The variation of measurements

means that not all diagnoses have the same learning ability and

confirms the complexity of the problem [29], where the same

methodology applied to different diagnoses produced different

results.



Therefore, the first part of our objective needs development

in order to reach a level where it can be used to assign medical

codes to the secondary diagnoses using structured information

extracted from inpatient episodes. However, the second part

of our objective which is detecting miscoded diagnoses could

be a good potential application of our model because all the

diagnoses scored very good accuracy measurement 1 against

the other measurements in all the diagnoses. It is explained by

the high percentage of True Negative predictions against the

low percentage of True Positive predictions in the model.

Concerning the first highlighted issue about the effect of

balancing the large number of negative examples against the

negative ones, we notice that the tables IV VIhave better

measurements compared to the tables III V which means that

our proposition of using primary diagnoses as filter in addition

to adding some extra weight to the positive examples is useful

to produce better performing decision tree.

Finally, concerning the second highlighted issue about the

effect of the granularity level we notice that the first four

columns of all the tables III IV V VI have better measurements

compared to the second four columns which means that the

granularity level of the diagnoses at the input plays a big

role in getting better scores. The scores are better using the

low level of diagnoses granularity which has 126 chapters of

diagnoses than using the high level of diagnoses granularities

which has 19 chapters. Therefore, decision trees produce better

results using the appropriate level of granularity, in order to

generate suitable number of features to be used in the input.

Further research is needed to explore new methods to enhance

the results and in order to apply the model in real world

application that support professionals coders by providing

accurate codings.

VI. CONCLUSION

The paper outlined preliminary results of our methodology

to develop an automatic model able to assign secondary medi-

cal codes or deny their existence. To achieve this objective we

have built a model based on decision tree that uses structured

data extracted from PMSI database as an input.

We enhanced the results by fixing the most frequent primary

diagnoses before building the model. We achieved better

results using a low level of diagnoses granularity input which

contains 126 diagnoses chapters than using high level of

granularity which contains 19 diagnoses chapters.

The results suggest that the performance of the model

varies among codes: the best result obtained is assigning B96

code 75% F1 measure, the worst result obtained is around

20% F1 score. The variety of measurements between different

diagnoses indicates that further research is needed to apply

the model in real world application. On the contrary the high

accuracy in the results suggest that true negative predictions

are better than positive ones which makes denying secondary

diagnoses while wrong coding possible.

For future work, we are planning to extend the research on

larger database, such as national PMSI database of France,

in addition to exploring new methods in order to balance the

positive and negative examples in the training set.
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endocriniennes et m{é}taboliques du CHU de Dijon,” 2010.

[28] S. Tuffery, “Data mining et statistique decisionnelle : l’intelligence des
donnees,” 2007.

[29] M. H. Stanfill, M. Williams, S. H. Fenton, R. A. Jenders, and W. R.
Hersh, “A systematic literature review of automated clinical coding and
classification systems.” Journal of the American Medical Informatics

Association : JAMIA, vol. 17, no. 6, pp. 646–51, jan 2010. [Online].
Available: http://jamia.oxfordjournals.org/content/17/6/646.abstract


