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ABSTRACT
In this paper, we present a brief overview of our ongoing work
about artificial interactive agents and their adaptation to users.
Several possibilities to introduce humorous productions in a spoken
dialog system are investigated in order to enhance naturalness
during social interactions between the agent and the user.We finally
describe our plan on how neuroscience will help to better evaluate
the proposed systems, both objectively and subjectively.

CCS CONCEPTS
• Human-centered computing → Sound-based input / out-
put; •Computingmethodologies→Neural networks;Adver-
sarial learning;
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1 INTRODUCTION
Interactive artificial agents, as spoken dialog systems, are used in
many applications such as technical support services or reserva-
tion systems (for flights, accommodation, restaurant, etc.). For a
while, systems used patterns and rules (e.g. [11]) to define their
behaviors. Lately, those systems have been replaced or enhanced
with stochastic-based approaches (e.g. [13]). Those new systems,
besides having better performance, can offer more variations in
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their answers, avoiding unnatural repetitions. Their downside is
that they require a large amount of data to be trained.

To improve user experience and engagement, some systems
include social competences, such as expressions of emotions [8]. In
our ongoing work, we are interested in the insertion of humorous
productions in a spoken dialog system. This paper investigates the
possibilities offered by stochastic approaches to generate humorous
answers from an artificial agent. Section 2 reports current works
on spoken dialog systems, then Section 3 investigates several ways
to introduce humor in an artificial agent and Section 4 presents our
ongoing work to evaluate our systems not only subjectively but
also objectively. We conclude our discussions in Section 5.

2 ONLINE ADAPTATION OF SPOKEN DIALOG
SYSTEM

This section presents ongoing work to develop a complete artificial
agent, based on stochastic approaches, for goal-directed dialog. A
dialog system is mainly composed of three main components: the
spoken language understanding (SLU) which translates the user’s
verbal input into an internal representation of the information
for the system, the dialog manager which controls the dialog and
decides what to answer, and the natural language generation (NLG)
which translates the internal representation of the system’s answer
into an answer in a natural language understandable by the user.

Lately, stochastic approaches made a breakthrough in natural
language processing and are now used by state-of-the-art systems
for the SLU (e.g. [3, 6]) and the dialog manager (e.g. [4, 5, 7]). NLG
is still mainly based on template-based models, that turn out to
produce good results given a specific task. Recently, stochastic
approaches have also been used for NLG to address two main
drawbacks of template-based approaches: lack of scalability for
usage in large unconstrained domains and frequent repetition of
identical and mechanical utterances.

In a previous work, we proposed a new stochastic model for
NLG, based on [13], and a framework to adapt it online [12]. A
first version of the model is bootstrapped with a minimal corpus
and then extended by collecting new training data during actual
interactions with users, using a bandit algorithm to choose whether
or not the system needs to ask the user an alternative utterance.
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3 INTEGRATION OF SOCIAL INTERACTIONS
IN AN ARTIFICIAL AGENT: HUMOROUS
PRODUCTIONS

The introduction of mechanisms reproducing human sense of hu-
mor in artificial agents is a particularly interesting possibility to
improve their social competence. Of course, we do not expect to
reproduce the full capacity of humor that human can have, which
is hard to define and describe and generally requires deep context
and cultural knowledge. Our approach is rather to identify some
regular mechanisms and to automatize them in order to produce
a normally unexpected conversational event, endowing the agent
with a more sympathetic behaviour.

Previous work in linguistic [10] established a taxonomy of hu-
mor mechanisms in social interactions. Several types of humorous
productions are considered. They can be in reaction to a user’s input
or generated independently of it. In the first case, an opportunity is
detected and reacted to. It is for example the case of humor based
on polysemic terms, which the system can pretend to understand
in an inadequate meaning given the context. In the second case,
this is the need for facilitation in the dialog which is detected, such
as a misunderstanding, and an independent humorous utterance
is produced, like a pun or a joke. For this purpose, a predefined
database of jokes can be used to select one according to the context.

The reactive type seems a better way to implicate the user, since
it doesn’t interrupt the dialog; yet it can be more difficult to produce
because it requires a good understanding of the context and the
meaning of words. On the other hand, the generative type can be
seen as a ranking issue where we want to select the best joke within
a predefined database depending on the current context.

In a second phase, we are interested in optimizing this new ca-
pacity using reinforcement learning. As users can enjoy or reject
agent’s humor, we want to allow the system to adapt its use of
humor mechanisms, both in quantity and quality (which type of
humor is appreciated, which is not). We plan to use a similar ap-
proach to the one we described in 2, and let the system choose, at
each step, whether or not it is profitable to produce a humorous
utterance.

4 EVALUATIONWITH HUMANS
One of the main issues with the social competence of an artificial
agent is to evaluate it. Measures like BLEU-4 [9] allow us to score a
system’s answer based on reference utterances, while repeatedly
achieving the dialog goal (if it has one, for example booking a
hotel or solving a user’s technical issue) indicates a valid dialog
system. However, those are only objective metrics best fit for task-
oriented systems and do not measure the subjective appreciation
of the system by the user. This subjective evaluation is even more
interesting with a system integrating humorous productions, since
it is hypothesized that these productions will improve the social
interactions, therefore impacting positively the user’s perception
of the agent’s empathy.

To measure it, we are planning to use measures of human physi-
ology like skin conductance (peripheral nervous system) and brain
imaging (central nervous system) in order to compare human-
human and human-machine interactions during a natural conver-
sation [1]. In particular, we could compare physiological responses
to the machine depending on whether the humorous mechanisms

are activated or not. Such measures can provide us with accurate
information to evaluate our systems, since they are informative
about actual emotional reactions of the users [2]. Furthermore, us-
ing several systems capable of humor or not, at different levels,
could provide more interesting results about whether, and how,
humans change their perception of the machine being interacted
with and eventually adopt an intentional stance towards it [14].

5 CONCLUSION
In this paper, we discussed several possibilities to integrate mecha-
nisms to produce humorous utterances in an interactive artificial
agent. Two phases are foreseen. First we need to recognize and for-
malize regular humorous mechanisms to automate them. Then we
have to optimize those mechanisms using reinforcement learning
and online adaptation learning approaches. To evaluate the social
competence of artificial agents endowed with humor, we can’t only
use objective metrics but we also need reliable subjective evaluation
of the user’s feelings. To do this evaluation, we intend to draw on
social cognitive neuroscience approaches. Thus, we aim to bring to-
gether neuroscience and artificial agents, to be mutually profitable,
in order to both improve those artificial agents and increase our
knowledge about human social interactions.
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