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Abstract

Marine life is controlled by multiple physical and chemical drivers and by diverse

ecological processes. Many of these oceanic properties are being altered by climate

change and other anthropogenic pressures. Hence, identifying the influences of mul-

tifaceted ocean change, from local to global scales, is a complex task. To guide pol-

icy-making and make projections of the future of the marine biosphere, it is

essential to understand biological responses at physiological, evolutionary and eco-

logical levels. Here, we contrast and compare different approaches to multiple driver

experiments that aim to elucidate biological responses to a complex matrix of ocean
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global change. We present the benefits and the challenges of each approach with a

focus on marine research, and guidelines to navigate through these different cate-

gories to help identify strategies that might best address research questions in fun-

damental physiology, experimental evolutionary biology and community ecology.

Our review reveals that the field of multiple driver research is being pulled in com-

plementary directions: the need for reductionist approaches to obtain process-

oriented, mechanistic understanding and a requirement to quantify responses to

projected future scenarios of ocean change. We conclude the review with recom-

mendations on how best to align different experimental approaches to contribute

fundamental information needed for science-based policy formulation.

K E YWORD S

design, experiments, multiple drivers, ocean, stressors

1 | INTRODUCTION—THE CHALLENGES
OF MULTIPLE DRIVERS AND MARINE LIFE

The global environment is rapidly being transformed by anthro-

pogenic climate change, altering physical and chemical properties

at an accelerating rate and bringing the Earth system into

uncharted territory (Gunderson, Armstrong, & Stillman, 2016; IPCC,

2013). The imprint of climate change is already evident on multi-

ple ocean properties (Dore, Lukas, Sadler, Church, & Karl, 2009;

IPCC Summary for Policymakers, 2014) many of which shape the

physiology and ecology of marine life. Ocean global change will

have detrimental consequences for many organisms and beneficial

effects for others, but levels of confidence around the magnitude

and direction of these effects are often low, especially when pro-

jecting 50 years or more from now (Gattuso et al., 2015). Reduc-

ing uncertainty around projections of future change in marine

ecosystems, and the goods and services they provide, is thus of

paramount importance if we are to better predict responses of

marine organisms and ecosystems to ocean global change. How-

ever, this represents a formidable challenge since the number of

potential permutations of change involved is very large and often

requires an interdisciplinary approach.

All approaches to investigate biological responses to environmen-

tal changes have benefits and limitations, and there is no single ideal

method. Five main strategies have been widely applied to better

understand how marine life interacts with environmental change

(Figure 1). Each approach has been employed to provide biological

projections in climate change modelling simulations (Ridgwell et al.,

2009). Together, they offer diverse insights into the responses of

marine biota to multiple drivers. Here we employ the term “driver”

in preference to “stressor,” because effects of a driver can be either

positive or negative, depending on the organism, process or commu-

nity being considered (Boyd & Hutchins, 2012).

Proxies for near-future global ocean change have been employed

from the geological past, such as the Paleocene–Eocene Thermal Max-

imum (PETM; Gibbs et al., 2016) and from present-day marine

ecosystems, such as submarine vents that release CO2 (Hall-Spencer

et al., 2008). Such surrogates have the potential to provide a holistic

approach to investigating biotic responses to sustained change. During

the PETM, and over millennia, the ocean was warmer (~5°C), with

more CO2 (>1,000 latm ppmv), and more oligotrophic than today.

The fossil record provides insights into the influence of long-term

change across multiple trophic levels such as species’ extinctions and

emergences (Gibbs et al., 2016). Submarine CO2 vents also offer

insights into the response of an entire community to altered condi-

tions (particularly acidification) over timescales of months to decades

and more (Hall-Spencer et al., 2008). However, proxies do not provide

exact analogues for present-day global ocean change. For example,

the PETM comprised rates of change that were tenfold slower than

those in the modern ocean (H€onisch et al., 2012; Zeebe, Ridgwell, &

Zachos, 2016); submarine vents mainly provide insights into the influ-

ence of a single driver (CO2) rather than multiple drivers (Figure 1);

and CO2 vent systems reveal responses of a localized benthic commu-

nity operating in an otherwise unacidified ocean, rather than the long-

term system-wide effects that accrue under ocean global change.

The other approaches presented in Figure 1 are firstly contempo-

rary observations such as those from long-lived organisms (Thresher,

Tilbrook, Fallon, Wilson, & Adkins, 2011), regional or temporal gradi-

ents (Beaufort et al. 2011; Cubillos et al., 2007) or ocean time-series

(Rivero-Calle, Gnanadesikan, Del Castillo, Balch, & Guikema, 2015).

Second, they comprise manipulative experiments (Wernberg, Smale, &

Thomsen, 2012) including both small-volume “microcosm” methods

often used with single species or strains, and large-volume “meso-

cosm” techniques that usually incorporate natural assemblages. Obser-

vational approaches provide concurrent estimates of long-term

(decades to centuries), high-resolution changes in environmental prop-

erties and responses by marine life, or “space for time” (see Dunne,

Saleska, Fischer, & Harte, 2004) substitutes of long-term change (Fig-

ure 1). In contrast, manipulation experiments offer the potential for

highly controlled mechanistic insights into the relationship between a

driver (or drivers) and the physiological, evolutionary or ecological

response of the study organism(s) (Riebesell & Gattuso, 2015).

2240 | BOYD ET AL.



However, again, there are drawbacks with regard to cost, degree

of replication and ecological relevance to each of these approaches

(Figure 1; Andersson et al., 2015; Havenhand, Dupont, & Quinn,

2010). For example, observational approaches are often confounded

by the influence of natural climate variability (Edwards, Beaugrand,

Helaouet, & Coombs, 2013), which may limit their ability to discern

global ocean change trends, especially over shorter time spans.

Manipulation experiments typically employ highly artificial systems

over short periods (weeks (Kroeker, Kordas, Crim, & Singh, 2010), to

months, but see Kawecki et al., 2012 or Lenski, 2017), presenting

problems with extrapolation to longer timescales (see Hutchins &

Boyd, 2016). Microcosm experiments are limited in their ability to

predict ecosystem- or food web-level effects, while mesocosm exper-

iments are constrained by their considerable expense and logistical

difficulty, and are therefore sometimes difficult to adequately repli-

cate (Figure 1). Thus, as we move along the continuum from simple,

single species, small-scale experiments through mesocosm studies, to

large, open, natural experiments, we increase ecological relevance at

the cost of understanding individual mechanisms (Sommer, 2012).

Nevertheless, the ability of manipulative experiments to provide

mechanistic insights into how multiple drivers will influence marine

life in a future ocean makes them powerful and flexible tools, particu-

larly when cross-linked to other approaches presented in Figure 1.

Together, these approaches have the potential to generate the

required mechanistic understanding and predictive power to assess

the effects of environmental change (Dupont & P€ortner, 2013; Som-

mer, Adrian, Bauer, & Winder, 2012), and thus are particularly suited

to providing data for incorporation into models.

- Natural analogs for
  anthropogenic change

Strengths Approaches and Examples Limitations

- Emergence & ex�nc�on
  slower than anthropogenic
  change scenarios
- Low temporal & taxonomic
  resolu�on

- Driver combina�ons differ
  from future scenarios
- Recruitment from outside
  vent systems

- Limited spa�al resolu�on
- Climate variability can
  obscure long-term trends
  (low signal:noise ra�o)

- Few, or small, species
- Limited ecological realism

- Expensive & logis�cally
  difficult (especially for
  mul�ple drivers, long-term)
- Few replicates possible, low
  sta�s�cal power

- Examine globally or
  regionally integrated
  ecosystem impacts

- Natural analogs for
  anthropogenic change
- Large, observable signals &
  ecosystem responses

- Detailed records over relevant
  �mescales of change
- Extensive biological, chemical, &
  physical suppor�ng data sets

- Many highly controlled and
  targeted treatments
- Extensive replica�on and
  sta�s�cal power possible

- Many species interac�ons
  capture indirect effects
- Strong environmental/
  ecological relevance

F IGURE 1 Strengths (left column) and limitations (right column) of the five main approaches (centre, rectangles) used to understand the
effect of environmental drivers on marine biota. Major approaches include: Paleoceanographic studies of past natural climate shifts (Paleo-
Proxies) such as the PETM event ~56 million years ago; Modern natural environments that can serve as proxies of particular anthropogenic
change processes (Modern Proxies), such as acidification resulting from seafloor CO2 vents or regions where naturally low-pH seawater is
upwelled; Modern observations that capture extended temporal or spatial aspects of global change, including decadal-scale ocean monitoring
sites such as the Bermuda Atlantic Time-Series; Manipulative microcosm experiments often used to carry out controlled experimentation on
single species or small communities; and large-volume mesoscosm experiment enclosures and free ocean CO2 enrichment (FOCE) experiments
that are used to manipulate entire marine communities
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In this review, we commence with a brief historical perspective

of ocean global change manipulation studies across a range of dis-

ciplines investigating the effects of single drivers. Note, these

experimental approaches all rely on well-established conceptual

advances in design and analysis that straddle many different disci-

plines (Table 1). We then chart the development of multiple driver

experiments, and how their design and function has evolved. Next,

we probe some of the emerging complexities of studying multiple

drivers—specifically the increased number of combinations needed

to document all the individual and interactive effects of drivers.

This imperative leads to a discussion of the design and develop-

ment of more complex experiments that forge stronger links

between physiological, ecological and evolutionary approaches. We

advocate the development of scientific questions that are directly

relevant for society and therefore focus on solutions, policy for-

mulation and increased public awareness of these issues. Each of

these complex questions can only be answered by its own unique

combination of experiments, designs and approaches. We conclude

by tackling a central issue that emerges during our synthesis—the

need for research strategies that combine testing the effects of

holistic “IPCC-like” scenarios, with the development of better

mechanistic understanding of specific biological responses to multi-

ple drivers.

2 | SINGLE DRIVERS—PHYSIOLOGICAL,
ECOLOGICAL OR EVOLUTIONARY STUDIES

An experimental design which determines the organismal response

to a selected range of environmental conditions is termed here the

mechanistic approach. This strategy, often employed using a gradient

of treatments to reveal underlying mechanisms and/or to test the-

ory, has been a cornerstone of organismal physiology for decades.

Examples include phytoplankton nutrient uptake studies in which the

kinetics were characterized across a wide range of nutrient condi-

tions (Harrison, Parslow, & Conway, 1989), and physiological

research, which has subsequently informed the development of

physiological models based on oxygen or irradiance (Geider, MacIn-

tyre, & Kana, 1996; P€ortner & Grieshaber, 1993). These models in

turn lead to better experimental designs (Table 2). This single driver,

gradient approach has also been adopted in an environmental con-

text to study the effects of (e.g.) transient warming or low oxygen

concentrations (Baumann, 2016).

In the last two decades, the proliferation of experimental studies

into climate change effects on marine life has resulted in a marked

divergence from this mechanistic/gradient approach. Multiple climate

change scenarios, usually based on model projections for one or

more environmental driver for the year 2100 and/or beyond (IPCC

WG1, 2013) have been used to create a suite of discrete treatments,

relative to a control centred on present-day or preindustrial condi-

tions (termed here the scenario-based approach). This scenario-based

approach has been widely employed to examine the effects of indi-

vidual drivers, and combinations of drivers, on biota (see Yang, Hans-

son, & Gattuso, 2016), and is mainly distinguished from the

mechanistic approach by the rationale for the choice, and levels, of

driver(s) used in experiments to predict biological responses to envi-

ronmental change.

In marine research, the field of ocean acidification has influenced

the refinement of single driver experiments by developing robust

recommendations for the replication of treatments, harmonization of

experimental manipulations, and employment of future climate

change scenarios (Riebesell, Fabry, Hansson, & Gattuso, 2010). The

single driver experimental design has been popular (Yang et al.,

2016), not least because of the relatively simple logistics needed to

tackle a suite of experiments across a wide range of species or

groups, which ultimately permits meta-analysis (Kroeker et al., 2013),

and in tandem with modelling accelerates mechanistic understanding

(e.g. Saito, Goepfert, & Ritt, 2008). Furthermore, single driver experi-

ments provide a straightforward conceptual platform to launch more

logistically challenging experimental designs such as those that test

constant vs. fluctuating conditions (see Table 2).

A decade of diversification of the design of single driver manipu-

lation studies enables their categorization into physiological, ecologi-

cal and evolutionary studies (Table 2). Physiological scenario-based

studies have mainly targeted 2–3 global change scenarios (e.g. CO2

levels during preindustrial revolution and the present day, and pro-

jected for year 2050 and in particular 2100, Riebesell et al., 2010).

These studies have revealed a diverse range of organism-specific

TABLE 1 A selection of seminal reviews, syntheses, and overview
papers mainly from the terrestrial literature that present the
underlying precepts for the design of physiological, ecological and
evolutionary experiments that are discussed here in the context of
ocean global change biology and ecology

Discipline Principles References

Physiology

and Ecology

Experiments—design and

analysis

Quinn and Keough

(2002)

Ecology Experimental design and

analysis

Scheiner and Gurevitch

(1993)

Terrestrial

Ecology

Experimental methods

and their integration

Dunne et al. (2004)

Ecology Ecosystem studies and

global change

Schulze et al. (1999)

Evolution Experimental design

(microbes)

Elena and Lenski (2003)

Evolution Experiments: theories,

approaches, functions

Garland and Rose (2009)

Terrestrial

Evolution

Population genetic: space

for time substitutions

Phillimore, Hadfield,

Jones, and Smithers

(2010)

Aquatic

Ecology

Scale of experimentation;

realism vs. control

Sommer (2012)

Physiology/

Marine

Biology

Physiology across scales P€ortner (2012)

Physiology/

Marine

Sciences

Multiple drivers and their

interplay

Saito et al. (2008)

Sommer (2012) is an online electronic version of his 2003 publication.
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TABLE 2 Summary of the main experimental approaches used in multiple driver research, their advantages, disadvantages and which
research themes or fora they have mainly been used in. Note many of the research questions posed throughout this review cannot be solved
by one single experiment or experimental approach. Scenario-based experiments not only permit more replication (because of fewer
treatments and treatment combinations), and hence greater statistical power, within the available resources, and also enable tests of more
drivers, in different combinations, and/or at more levels. This is essential for identifying emerging patterns of how drivers interact (e.g.
Brennan & Collins, 2015). The benefits of such scenario testing include the development of practical methods to test for multidriver effects
that integrate the modulating effects of interacting drivers, and which can be applied beyond the species-level (i.e. in community-level
experimentation)

Experimental
approach Examples Benefits Disadvantages Main uses

Single driver/

mechanistic

Warming (Eppley, 1972) Intrinsic physiological status; Ability to

build models (mathematical or

conceptual) from studies of single

driver and modes of action, and to

iterate this “loop” (Baretta-Bekker,
Riemann, Baretta, & Rasmussen,

1994)

No information on relative

influence of other drivers

Reaction norm

and

reciprocal

interface with

models

Single driver/

constant

conditions

Acidification (Dupont, Havenhand,

Thorndyke, Peck, & Thorndyke,

2008)

Specific response to projected future

conditions which can be invaluable if

a sole driver is dominant

(temperature/coral bleaching, Hughes

et al., 2017)

No information on relative

influence of other drivers, no

information on ecological

relevance (lack of realism)

Response to

IPCC

projections

Single driver/

fluctuations

Acidification (Cornwall et al., 2013;

Eriander, Wrange, & Havenhand,

2015)

Specific response to projected future

conditions and to the influence of

natural environmental variability

No information on relative

influence of other drivers, no

information on ecological

relevance (lack of realism)

Response to

IPCC

projections

Single driver/

competition

experiment

Acidification (Krause et al., 2012) Competition as opposed to single

species

No information on relative

influence of other drivers,

limited information on ecological,

relevance (lack of realism)

Comparative

physiology,

community

ecology

Single driver/

community

FOCE, in situ pelagic mesocosms

(Barry et al., 2014; Riebesell,

Czerny, et al., 2013; Riebesell,

Gattuso, et al. 2013) seeps

(Fabricius et al., 2014)

In situ removes many laboratory

artifacts

Community as opposed to species

response

Preadapted communities (seeps)

Logistically challenging, no

information on relative influence

of other drivers

Comparative

physiology,

community

ecology

Single driver/

evolution

Acidification/adaptation

Schaum and Collins (2014)

Connects plastic and evolutionary

responses, specific responses to

projected future conditions

No information on relative

influence of other drivers; size

of experiments limits use to

model species (but see Scheinin

et al., 2015)

Microevolution

2 or 3 way

multiple

driver/one

species

Warming and acidification (Parker,

O’Connor, Raftos, P€ortner, & Ross,

2015)

Individual vs. interactive effects No information on ecological

relevance (lack of realism)

Comparative

physiology

4 way

multiple

driver/one

species

Warming, acidification, light and

trace metals

Xu et al. (2014)

Individual vs. interactive effects Difficult to conduct and also

interpret, no information on

ecological relevance (lack of

realism)

Comparative

physiology

Multiple

driver/

competition

experiment

Warming/Acidification

Moustaka-Gouni et al. (2016) (2

drivers)

Competition as opposed to single

species

Limited information on ecological

relevance (lack of realism)

Comparative

physiology

Multiple

driver/

community

Alsterberg et al. (2013) Direct and indirect effects, synergies

and antagonisms

Logistically difficult and resource

intensive

Response to

IPCC

projections

Community

ecology

(Continues)
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responses (ranging from detrimental, to no change, to modal or ben-

eficial effects; Langer, Nehrke, Probert, Ly, & Ziveri, 2009; Ries,

Cohen, & McCorkle, 2009). In contrast, the limited number of treat-

ment levels used (Figure 2a), and/or inappropriately selected levels

(Figure 2b), have often prevented these studies from identifying

threshold levels in the relationship between physiological affinity and

the environment. For example, differences in the response of

planktonic nitrogen-fixers to elevated CO2 (based on a limited num-

ber of treatments) have been reported (Gradoville, White, B€ottjer,

Church, & Letelier, 2014; Hutchins, Mulholland, & Fu, 2009; Law

et al., 2012). Consequently, Hutchins, Fu, Webb, Walworth, and

Tagliabue (2013) embarked on an in-depth mechanistic/gradient

study of the CO2 affinities of N-fixers based on a broader range of

seven CO2 concentrations. Their findings revealed distinctive CO2

functional response curves for these diazotrophs, and provided

a compelling explanation for the differences observed in the

scenario-based studies.

Single drivers have also been used in more logistically challenging

scenario-based experiments in which the response(s) of entire eco-

logical communities to manipulation have been investigated (Gattuso

et al., 2014; Riebesell, Czerny, et al., 2013; Riebesell, Gattuso, Thing-

stad, & Middelburg, 2013). Outcomes from such studies reflect the

combined influence of direct impacts on individual species, and indi-

rect effects resulting from, for example, shifts in community compo-

sition (Schulz et al., 2017; Taucher et al., 2017), prey palatability

(Poore et al., 2013) and changes in competition (Hale, Calosi,

Mcneill, Mieszkowska, & Widdicombe, 2011). Methods for separat-

ing direct and indirect effects are available (Alsterberg, Eklof, Gam-

feldt, Havenhand, & Sundback, 2013; see below), but have been

applied infrequently in such studies. Inherent in such community-/

ecosystem-level studies is the need to run the experiment for a

longer period (months, often set by the response times of apex

predators, such as planktivorous fish; Riebesell, Czerny, et al., 2013;

Riebesell, Gattuso, et al. 2013) in order to allow the spectrum of

ecological interactions to take effect. Consequently, in contrast to

the many single driver physiological studies reviewed by Kroeker

et al. (2013), few large-scale (and hence longer term) experiments

have been performed.

This lack of ecosystem-level and/or longer term (months to

years) manipulation studies is an important omission as these spatial

and temporal scales are the most relevant for projecting future

effects (Riebesell & Gattuso, 2015). For example, a review of 110

marine global change experiments published between 2000 and

2009 reported that ~58% investigated single species and <19%

investigated communities (Wernberg et al., 2012). Mesocosms (typi-

cally tens to thousands of litres, depending on the ecosystem) pro-

vide an important bridge between small, tightly controlled

microcosm experiments such as interspecific competition experi-

ments (Krause et al., 2012), which suffer from limited realism, and

the exponentially greater complexity of natural systems in which

mechanistic relationships across trophic levels often cannot be iden-

tified (Stewart et al., 2013; Table 2). Although mesocosms permit

testing hypotheses at the community and ecosystem levels, stochas-

tic divergent responses of replicate enclosures, and lack of lateral

and/or vertical exchange are considered as potential intrinsic limita-

tions of this approach (see e.g. Chave, 2013; Table 2). To date, the

(often logistic) limitations on the number of replicate mesocosms

mean that such community/ecosystem approaches have mainly tar-

geted a scenario-based approach (Table 2). Making connections

between the results of single species experimental settings and such

larger scale mesocosm approaches will be needed to provide a

mechanistic understanding at these large scales and will be a chal-

lenge for years to come.

The third broad category of single driver experiments has used

the principles of experimental evolutionary biology to look at time-

scales of acclimatization (plastic responses that involve changes in

TABLE 2 (Continued)

Experimental
approach Examples Benefits Disadvantages Main uses

Multiple

driver/

evolution

Brennan et al. (2017) General evolutionary mechanism and

limits; connects plastic and

evolutionary responses

Logistically challenging and time-

intensive, no information on

ecological relevance (lack of

realism)

Microevolution

Multiple

driver/

“collapsed
design”

Boyd et al. (2015) Cumulative effects and influence of

individual vs. interactive effects

No information on ecological

relevance (lack of realism)

Reaction norm

Response to

IPCC

projections

Multiple

driver/

“fractional
design”

Gunst and Mason (2009) Efficient testing of main effects in

large multidriver designs

No intermediate driver levels;

frequently lack interaction terms

Identify key

drivers in

multidriver

factorial

designs

Multiple

driver/

“reduced
design”

(SCOR WG149) see

https://scor149-ocean.com/

Cumulative combined effects;

Increased power to test hypothesis of

interest

No information on ecological

relevance (lack of realism)

Reaction norm

Response to

IPCC

projections
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organismal phenotype without any underlying change in the genetic

composition of populations) vs. evolution (change in the genetic

composition of a population over time) in response to climate

change forcing (Collins, Rost, & Rynearson, 2013). These experiments

have generally been more multigenerational than most other manip-

ulation studies, and have mainly focussed on microbes with short

generation times (days), such that microevolution could be examined

on a timescale of years (i.e. across ~1,000 generations, Collins & Bell,

2004). Such evolutionary studies have mainly targeted scenarios (e.g.

Lohbeck, Riebesell, Collins, & Reusch, 2012; Lohbeck, Riebesell, &

Reusch, 2012). More recently, evolutionary studies have begun to

focus on interactive effects of multiple drivers (Brennan, Colegrave,

& Collins, 2017; Schl€uter et al., 2014) and how physiological mecha-

nisms themselves are likely to evolve (Table 2), such as the evolution

of thermal reaction norms (e.g. Listmann, LeRoch, Schluter, Thomas,

& Reusch, 2016). For organisms with long generation times,

comparative studies of populations in environmental climes offer an

indirect option for evolutionary study (see above).

Although single driver studies have been highly versatile and

made valuable contributions to our understanding of responses, par-

ticularly when coupled with models (Table 2), they also have draw-

backs. The complex nature of global ocean change (Figure 3a) means

that investigations of single drivers seldom provide reliable infer-

ences about responses in a multivariate natural environment [but

see the example of Hughes et al. (2017) in Table 2]: interactive (ad-

ditive, synergistic or antagonistic) and indirect effects frequently

mediate the responses observed in single driver experiments (Darling

& Côt�e, 2008; Harvey, Gwynn-Jones, & Moore, 2013), and can

sometimes lead to outcomes that are not readily predictable without

a deep understanding of modes of action (“ecological surprises,”

sensu Paine, Tegner, & Johnson, 1998). Hence, estimating the effect

(s) of multiple environmental drivers is a major source of uncertainty
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Langer et al., RCC1256
17°C, 400 µmol m–2 s–1

Hoppe et al., RCC1256
15°C, 150 µmol m–2 s–1

Hoppe et al., NZEH
15°C, 150 µmol m–2 s–1

Iglesias-R et al., NZEH
19°C, 150 µmol m–2 s–1

OA response
Physiological response

F IGURE 2 (a) An illustration of the
differing degrees of success with which a
simple three-level experimental design
(using preindustrial, present day and a year
2100 projection) may capture physiological
thresholds. Inspection of the raw data
(points) suggests largely similar responses
among “species,” however underlying
response norms (lines) are very different.
(b) Reveals the pitfalls of how small
differences among selected driver levels
can lead to very different interpretations
of underlying physiological response curves
when other drivers also change: n = 3
(Hoppe et al., orange) captures the
response norm reasonably well at 15°C,
whereas n = 5 (Iglesias-Rodriguez et al.,
green) at 19°C does not; intermediate
designs (n = 4) perform more, or less, well
depending on the overall range of driver
levels and location of the optimum (from
Bach, Riebesell, Gutowska, Federwisch, &
Schulz, 2015). Note: scenario approaches,
that may lack underpinning mechanistic
functions for response norms, may require
more driver levels to resolve curvilinear
responses
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for projections (Darling & Côt�e, 2008), and so it has been repeatedly

recommended that research efforts in this direction should be

strengthened (e.g. Crain, Kroeker, & Halpern, 2008; Gattuso, Bijma,

Gehlen, Riebesell, & Turley, 2011; Havenhand et al., 2010; Wern-

berg et al., 2012). Notwithstanding the ongoing valuable contribu-

tions made by single driver ocean change experiments, it is obvious

that a broadening of trajectories is needed in the experimental

domain space: from single to multiple drivers, connecting single

organism experiments to communities and ecosystems, and linking

short (i.e. acclimation) to long (i.e. adaptation) experimental durations

(Riebesell & Gattuso, 2015).

3 | FROM SINGLE TO MULTIPLE DRIVERS
—EXPERIMENTAL CHALLENGES

The transition from an experimental strategy that examines the

effect of a single driver to one that has multiple drivers has to deal

with three main challenges (Figure 3). First, is cataloguing the various

combinations of drivers (global, regional and local; Boyd & Hutchins,

2012), and levels of each driver, that are appropriate for a specific

manipulation study. Second, is rationalizing the need for a concep-

tual holistic approach that considers all of these combinations with

the need for experimental (mechanistic) reductionism, taking into

account the limitations imposed by logistics and resources (Sommer,

2012; Boyd, Strzepek, Fu, & Hutchins, 2010). Third, is designing

tractable experiments which address the second challenge and that

can be successfully conducted, interpreted and compared with other

manipulation studies to construct a broader picture of responses to

ocean global change by biota across trophic levels (Boyd, 2013).

One common approach is adding more variables (drivers) in a

fully factorial matrix experimental system (Figure 4a). This can

quickly become impractical both logistically, and in terms of our abil-

ity to interpret the whole range of outcomes (Figure 3b). This issue

is amplified as the number of levels of each driver increases. Such

experimental designs are also challenging to present in a clearly

F IGURE 3 Visual depiction of the steps
from formulating a multiple-driver research
question to identifying a tractable
experimental design that addresses that
question within the available resources: (a)
identify and quantify all of the key drivers
that define the research question; (b)
identify an idealized full-factorial design
defining all of the drivers (experimental
treatments, here illustrated for three
factors) and the range of interest for each
one; (c) identify the most relevant subset
and levels of drivers, and combinations
thereof, to create a reduced or collapsed
design that best addresses the question(s)
of interest (Boyd et al., 2015; Gunst &
Mason, 2009)
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organized and intelligible fashion in a typical scientific publication

format. In practice, without sacrificing replication, the maximum

practical limit in a factorial matrix design is often three variables.

However, robust replication (minimum triplicates, and preferably

many more; see Cumming, 2008) is the foundation of experimental

design, and in many cases compromising on replication can result in

variable, unrepeatable, and occasionally uninterpretable outcomes.

However, it is important to accept that low—or no—replication is

sometimes inevitable, for example for community-scale manipula-

tions in the field, behavioural studies where ethics or other concerns

may limit sample sizes, monitoring data, observations at CO2 vents,

and the analysis of natural experiments where chance events occur

at a single site. Despite low levels of replication, such data can be

highly valuable and still amenable to statistical analyses (Davies &

Gray, 2015). The dual issues of optimizing experimental design and

the preferential selection of which drivers to include in experiments

are detailed in sections 4 and 5 respectively.

4 | MULTIPLE DRIVER EXPERIMENTS—
DESIGN, LOGISTICS AND ANALYSIS

Multiple driver experiments generally involve considerable resources

(time, effort, materials) necessitating clarity around experimental

hypotheses and aims. Thus, an important consideration is to ensure

that the selected design unambiguously addresses these goals, and

that resources are well-used. In this context, it is just as important

to identify—and accept—what the planned experiment will not

address. Incorporation of these principles at the planning and design

stage helps to define a more valuable experiment.

An important distinction when moving to studies investigating

three or more drivers is that it may necessarily involve a shift from a

gradient or mechanistic approach that includes all possible interac-

tions, to an empirical or scenario-testing approach (defined in sec-

tion 2). Designs for these approaches are fundamentally different.

For relatively simple experiments involving 1–3 drivers and designed

to provide mechanistic understanding (Figure 3b), the relevant princi-

ples and techniques are well-established (see e.g. Quinn & Keough,

2002 and other references in Table 1). More complex designs call

for alternate approaches such as those outlined below. In either

case, recent developments in statistical methods have added novel,

powerful and informative techniques that permit analyses to be run

that were previously difficult or impossible. These include: analysis

of univariate and multivariate data with unknown and heterogeneous

variance structures, Bayesian techniques for estimating posterior

probability distributions (rather than single p-values), and structural

equation modelling that can identify the relative strength—and sta-

tistical significance—of direct and indirect effects in networks of

many variables (e.g. Alsterberg et al., 2013).

Despite the availability of these powerful new tools, designing

and running even relatively “simple” gradient experiments can be

logistically challenging, since the aim is often to use multiple levels

of each driver to construct response (tolerance) curves. This chal-

lenge arises because these designs become unwieldy as the number

of drivers and levels increases: the total number of treatment combi-

nations is equal to the product of the number of treatments and the

number of treatment levels. Thus, the commendable aim of increas-

ing mechanistic understanding by adding more levels of each driver

causes the experiment to grow exponentially. For example, six levels

for each of three drivers results in 216 combinations—without repli-

cation (Figure 3b).

Reducing the number of independent drivers permits greater

replication (and, hence, greater statistical power), and/or allows for

more levels of each driver (and, hence, better description of

(a) (b) (c)

F IGURE 4 Progress in studies of ocean global change overlaid on the property-property space (termed the “RG cube”) developed by
Riebesell and Gattuso (2015). (a) denotes the location of sections in this review within the “RG cube”; (b) represents different experimental
strategies: 1 denotes mesocosms, including FOCE experiments (e.g. Gattuso et al., 2014; Riebesell, Czerny, et al., 2013; Riebesell, Gattuso,
et al. 2013); 2 is competition experiments (e.g. Moustaka-Gouni, Kormas, Scotti, Vardaka, & Sommer, 2016); 3 is a typical acclimated species
under acidification (e.g. Hutchins et al., 2013); 4 is long-term (>400 generations) microevolution studies (Listmann et al., 2016; Lohbeck,
Riebesell, Collins, et al., 2012; Lohbeck, Riebesell, & Reusch, 2012); 5 denotes multiple driver studies (e.g. Brennan & Collins, 2015); 6 sites of
CO2 natural enrichment such as CO2 seeps (e.g. Fabricius et al., 2011). (c) Progress in populating the “RG cube” between 2000 and 2016
based on a survey of 171 studies (searched for using the terms “multiple,” “stressor” and “marine” between 5 December 2016 and 7 February
2017, see S-materials for bibliography and classifications)
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response curves). This can be done in one of two, related, ways: by

collapsing several variables into one (e.g. Boyd et al., 2015); or by

reducing the number of interactions between drivers in the design

(“reduced design,” Table 2 and Figure 3). Briefly, the “collapsed

design” approach (Figure 3c left) involves identifying the primary dri-

ver of interest, and testing the effects of this driver as one factor

with all other drivers (the number of which will be organism-specific)

simultaneously “collapsed” into a second combined driver. This cre-

ates a two-way design with relatively few treatment combinations

(in comparison to the full-factorial alternative), and therefore permits

the use of more levels of the factor of interest, and/or greater repli-

cation (Boyd et al., 2015). The alternative “reduced design” (see

Table 1; Figure 3c centre right) tests the (single) effects of each dri-

ver independently and the (combined) interactive effects of all the

drivers together, but excludes lower-order (e.g. two-way) interac-

tions. Like the “collapsed design,” this approach permits mechanistic

understanding of effects of individual drivers (only), but provides a

more holistic understanding of responses to their combined effects.

In this case, detailed mechanisms of lower order interactions among

the drivers are sacrificed in order to provide more levels of each dri-

ver, and/or greater replication and hence statistical power (see Gunst

& Mason, 2009, for alternatives). For both designs, standard statisti-

cal analysis techniques such as generalized linear modelling can be

used to analyse the results.

Which of these designs is most useful will depend on the ques-

tion(s) to be addressed and requires a degree of knowledge about

the drivers of a particular system. For example, Boyd et al. (2015)

used prior information from a literature survey and pilot experiment

to determine that one driver (temperature) had an overriding effect

on the response variable of interest, and therefore they collapsed all

the other drivers into a second combined factor. In the absence of

such preliminary information, when it is unclear that one factor has

overriding influence or importance, and/or when it is clear that

responses to combined scenarios are required, reduced designs, or

the fractional factorials of Gunst and Mason (2009), may be more

informative. It should be noted that hybrids between collapsed and

reduced designs can provide valuable mechanistic understanding

while also testing responses to scenarios (e.g. Xu, Fu, & Hutchins,

2014). The theoretical interaction between two drivers, across all

possible treatment levels can be visualized readily using a driver

landscape (Figure 5), a concept borrowed from evolutionary biology

in which such visualizations are employed to explore fitness or adap-

tive landscapes such as between genotypes and reproductive fitness

(Mustonen & L€assig, 2009).

It should be noted that even when full-factorial designs using

three or more drivers are logistically possible, this might not be the

most informative approach. Interpreting and understanding the bio-

logical significance of statistically significant three-, four- and five-

way interactions within a meaningful conceptual framework can be

challenging if not impossible.

At larger spatial scales that include multiple drivers, multivariate

techniques such as ordination and structural equation modelling can

(a) (b)

(c)

Intensity (response)

F IGURE 5 Graphical representation of multiple drivers as a landscape (the number of drivers is reduced for graphical purposes to show the
landscape as a three-dimensional surface object). (a) For two environmental drivers mapping out their interplay (as might be captured by a
detailed full-factorial matrix). (b) As for panel (a) but overlaid with a scenario experimental design (circles)—based on a diagonal sampling
strategy (the most efficient approach); and (c) in contrast a random experimental design (circles) which poorly represents the driver landscape.
The scale bar denotes the hypothetical intensity of their interactions, based on their mathematical representation. Note that the theoretical
entity of such a landscape is likely to have a large stochastic component that is not considered here
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be more informative, especially for large mesocosms, or for observa-

tional designs that compare CO2 seep and vent systems with neigh-

bouring control areas (e.g. Smith et al., 2016). Many of these designs

manipulate one (or a few) key driver(s) in the field while measuring

additional drivers and responses (e.g. Albright et al., 2016). These

approaches at larger spatial scales epitomize a central issue in exper-

imental design: the lack of statistical independence among drivers

can constrain interpretation and inference. Nonetheless, such

designs benefit from having strong ecological relevance. In the

search for experimental rigour, ecological relevance should not be

overlooked, as it is central to understanding how climate change will

influence key ecosystem services (P€ortner et al., 2014).

With a few notable exceptions (such as FOCE, see Gattuso et al.,

2014), the number of drivers that can be tested in an experimental

system is inversely dependent on the size of the study organism—

or, more accurately, the experimental unit. For very small experimen-

tal units, such as protists in culture, testing many different levels of

multiple drivers with a high degree of replication may be possible

within the available resources (e.g. Brennan & Collins, 2015). Such

designs provide vital context in which to interpret the results of sin-

gle driver experiments, as well as begin to build a generalizable

understanding of the nature and distributions of organismal

responses to multiple drivers that is not based mainly on driver iden-

tity (Brennan et al., 2017). However, as the size of the experimental

unit increases, the capacity to design, conduct and analyse full-fac-

torial experiments declines because the resources needed to conduct

the experiment become limiting. Provision of more resources can

remove this limitation, permitting the construction of larger and/or

more complex experiments.

At some point, however, the size of the experimental unit

becomes severely limiting, allowing few—or perhaps only one—unit

for each treatment. As for the multiple-driver examples earlier,

reduced or collapsed factorial designs, and multivariate analysis tech-

niques become increasingly important in this situation. It is important

to recognize that the “limitation” of large experimental units is a

logistical, and not a statistical issue. As noted above, because large

mesocosms or FOCE designs encompass more ecological processes,

the reduced statistical power that accrues from fewer treatments is

offset by ecological relevance (see e.g. Barley & Meeuwig, 2016).

5 | MULTIPLE DRIVERS—RATIONALE FOR
SELECTION OF DRIVERS

The wide range of constraints addressed in section 4 have impor-

tant ramifications for the selection of drivers used in manipulation

studies. The first aspect of selection is to identify the relevant

components of the matrix of global ocean change and their pro-

jected magnitude in the coming decades. These drivers include

pH, temperature, irradiance, nutrients and oxygen (Figure 2a) and

sea-level rise. Superimposed on these global shifts are regional

and local anthropogenic changes in marine properties that include

underwater penetration of UV radiation (Gao, Helbling, H€ader, &

Hutchins, 2012; Gao, Xu, et al., 2012), eutrophication, freshening,

point-source pollution and harvesting pressures (Boyd & Hutchins,

2012). These drivers, individually and interactively, can result in

detrimental, beneficial or no effect on a specific organism. This

leads to the second component of driver selection: the assembly

of an inventory of biologically influential drivers that are specific

to the study region and/or organism(s)/system of interest (Fig-

ure 2b). Selection of these drivers also depends on the organism(s)

of interest. For instance, autotrophs can be strongly influenced by

pCO2 and irradiance, heterotrophs including microbial heterotrophs

are more likely to be affected directly by pH than by pCO2

(Bunse et al., 2016), and the responses of grazers to these drivers

are often highly influenced by food availability (Montagnes, Mor-

gan, Bissinger, Atkinson, & Weisse, 2008).

Thus, three of the main considerations for choosing drivers for

experiments are: (1) that they are relevant in terms of projected

change, i.e. they mimic change, test extreme cases, and/or examine

known interactions among drivers; (2) that experiments attempt to

capture the range of effects of drivers, i.e. the design contains treat-

ments or treatment levels that could detect both detrimental and

beneficial effects; and (3) to keep all other drivers at environmentally

relevant levels (if pertinent to the particular experiment). The ratio-

nale for selecting drivers will differ depending on where the experi-

mental design falls on the mechanistic vs. scenario-testing

continuum (see section 9). In many cases, preliminary experiments

may be required to better understand the relationship between the

individual and interactive effects of multiple drivers (see Boyd et al.,

2015). Such pilot data are also highly valuable for a priori power

analysis to estimate levels of replication needed in the experiment

(Havenhand et al., 2010). Both of these practices greatly aid the

identification of experimental designs which are both tractable and

interpretable (Figure 3c).

6 | DISTINGUISHING INDIVIDUAL AND
INTERACTIVE EFFECTS OF DRIVERS

Distinguishing—and quantifying—the individual and interactive

effects of drivers requires statistical analysis of multidriver designs.

Interpreting the results of such analyses can be challenging: not only

are designs with three or more drivers logistically difficult (Figure 3),

but responses to the hierarchies of multiple drivers may be absent,

additive or multiplicative (see Table 3). Moreover, multiplicative

effects of drivers (i.e. statistical interactions, or indirect effects) may

often be nonlinear, the detection of which requires multiple levels of

each driver—which brings the accordant combinatorial problems dis-

cussed in section 4. Interpretation of multiplicative effects of climate

drivers has also been complicated by inconsistent terminology—in

particular, the interpretation of “synergistic” and “antagonistic”

effects (Table 3). Therefore, as a first step, we suggest responses to

multiple drivers be characterized as “additive” or “multiplicative” to

specify the absence or presence of an interaction, and “aggravating”

or “mitigating” to specify the direction of responses. This should be
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supplemented by quantification of the effect sizes for various expo-

sure levels through the use of, for example, interaction plots.

Cumulative effects of multiple drivers over time are an even

more complex problem field. The successive exposure to varying

levels of one driver and the combined effects of several drivers may

lead to cumulative effects on performance. The term “cumulative

impacts” has been defined as “the effects of one or more drivers,

and their interactions, added to other past, present, and reasonably

foreseeable future effects of drivers” (Hegmann et al., 1999). This

terminology is often used by environmental protection agencies, and

forms the background to multiple driver experiments designed to

support environmental impact assessments.

TABLE 3 Definition of terminology relevant for multiple driver research

Term

Approximate
equivalents/syn-
onyms and prox-
ies Definitions Comments

Driver Stressor, agent,

predictor

An environmental factor that is tested for its effect on

biological performance/biological systems

Attempts to harmonize use of “driver” and “pressure”
recommend the DPSIRS context (see Oesterwind,

Rau, & Zaiko, 2016)

Response Effect, impact A measure of biological performance following an

event/perturbation

Responses may be at the level of genetics,

biochemistry, energetics, physiology, population and

community ecology, etc.

Response

norm,

response

curve

Reaction norm The response of a phenotype, or population (“species”)
to different environments

Typically applied to clones, individuals, or

(occasionally) groups of individuals to describe

responses to multiple levels of a driver. Rarely

applied to multiple drivers although this is possible

(e.g. Figure 5)

Effect size Magnitude of response, compared to control or

reference conditions

Typically measured by differences in mean, or by

slope of regression line, or other statistical model

Additive

effect

Aggravating or

mitigating

In a statistical sense—models without interactions In a general sense—a term used to describe the

response of an organism or ecosystem to multiple

drivers, where the presence of one driver does not

alter the effect size of another driver

Multiplicative

effect

Aggravating or

mitigating

In a statistical sense—models containing a term where

one or more variables are multiplied together, and are

thus not additive

This is the most common form of interactive effect

(see below) used in statistical models

Interactive

effect

Two or more independent drivers interact if the effect

of one of the drivers differs depending on the

presence/intensity of another driver (on the modelled

scale). Interactions are nonadditive (i.e. they are

multiplicative)

The presence of an interaction can only be reliably

assessed on the observed scale, i.e. for unbounded

data. In other settings, terms are assessed on the

modelled scale. For example, a response that shows a

multiplicative effect on the observed scale in a linear

model in response to two environmental factors, may

show no interaction in a generalized linear model on

the log scale (here, effects are additive). Hence, the

model type and scales need to be specified when

assessing the presence of interactions

Synergistic

effect

Aggravating Several drivers act in the same direction, and their

combined effect on a response is greater than the

sum of the effects of the individual drivers. Opposite:

antagonistic

Commonly used in multiple driver studies to refer to

aggravating interactions, indicating that the presence

of one driver amplifies the response to another

driver. There has been some confusion about usage

and therefore we suggest emphasizing the direction

and intensity of the joint effects at any one level of

drivers

Antagonistic

effect

Mitigating Several drivers act in opposition, i.e. the combined

effect of several drivers is smaller than the sum of the

individual effects. Commonly used in multiple driver

studies to refer to mitigating interactions, indicating

that the presence of one driver ameliorates the

response to another driver

Commonly used in multiple driver studies to refer to

mitigating interactions, indicating that the presence

of one driver ameliorates the response to another

driver. The same caveats apply as for synergism

(above)

Cumulative

effect

“Cumulative effects are changes to the environment

that are caused by an action in combination with

other past, present and future human actions”
(Hegmann et al., 1999)

This may be caused by either a single driver acting

repeatedly or over prolonged periods of time, and/or

multiple drivers that coincide or act successively
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Several approaches are available to tease apart these differing

effects on the biota. One approach involves developing suitable

experimental designs with powerful statistical modelling to explore

the relative influence of individual vs. interactive effects (and of

increasing the numbers of drivers, without an explicit focus on their

identity) in improving our ability to interpret experimental outcomes

by characterizing averages or distributions of effects over many dri-

vers (e.g. Brennan & Collins, 2015; Brennan et al., 2017). Another

approach requires learning from conceptual and modelling

approaches to multiple drivers’ research from other disciplines such

as ecotoxicology (Goussen, Price, Rendal, & Ashauer, 2016), and

food safety microbiology (Mejlholm & Dalgaard, 2009). Ultimately,

the goal is to construct broader conceptual frameworks based on

unifying principles, e.g. metabolic flux theory (Kazamia, Helliwell,

Purton, & Smith, 2016; Sajitz-Hermstein & Nikoloski, 2013) that are

common across taxa.

Findings from multiple driver experiments illustrate that the

effects (individual vs. interactive) of drivers depend both on driver

identity and driver intensity (e.g. Gao, Helbling, et al., 2012; Gao, Xu,

et al., 2012; Sett et al., 2014). However, there is growing evidence

that the influence of multiple drivers rapidly becomes very complex,

is not necessarily additive, and that both individual and interactive

driver effects can be species- or process-specific (Boyd et al., 2015;

Darling & Côt�e, 2008). In addition, the interaction between any

given pair of drivers depends on which other drivers are present,

and which scenarios of each driver are being considered in the

manipulation study. The underlying forcing across this rapidly

expanding number of combinations is both difficult to interpret, and

soon becomes logistically impossible to investigate. Such problems

can be minimized, or even avoided, by use of the reduced and col-

lapsed designs described earlier (section 4). Despite the underlying

complexity of interpreting such experiments, progress is being made

on both discerning emergent patterns between drivers and how it

scales with the number of drivers (Brennan et al., 2017) and in iden-

tifying physico-chemical interactive mechanisms evident among dri-

vers (Boyd et al., 2015; Brennan & Collins, 2015).

Experiments with two or three drivers based on IPCC climate

change scenarios (e.g. projected pH and temperature for the present

day, 2050 and 2100) can readily identify interactions among drivers.

The interaction can then be categorized as synergistic or antagonistic

(Darling & Côt�e, 2008; Folt, Chen, Moore, & Burnaford, 1999, but see

Table 3); however, there is the wider issue of whether the interactive

effect is linear: does it hold across the entire range of the interaction

between two drivers or just for a portion of the range being examined,

i.e. to what extent is the observed interaction a valid description of

the relationship between drivers? Consequently, it is important to

determine where each of the scenario-based treatments for multiple

drivers (such as pCO2 of 750 latm and 2°C warming, year 2100) lie

on a physiological performance curve (such as CO2 affinity, see Hutch-

ins et al., 2013) or a toxicant dose–response curve (see Goussen et al.,

2016). Such performance-based assessments again require a step-

function increase in experimental logistics, for example marine photo-

autotrophs often have ~6 physiologically influential drivers (see Bach

et al., 2013). This requires assessment of a response curve for each

driver, and subsequently the need for curves across a range of condi-

tions of interacting drivers (e.g. CO2 affinity across a range of environ-

mentally relevant temperatures, Sett et al., 2014; Figure 5). Clearly,

fundamental underpinning concepts (physiological, ecological, evolu-

tionary) and underlying principles that are common across functional

groups, such as primary producers and grazers, are needed to over-

come such a Gordian Knot of combinations (Boyd, 2013).

Better understanding of the multiple modes of interaction seen in

the marine environment might be obtained by adapting modelling

approaches from other fields. For example, the microbial spoilage of

foods is also characterized by combinations of many environmental

drivers. Modelling, using ~10 relevant drivers, has revealed that suffi-

ciently complex models can accurately predict microbial growth

responses, whereas simpler models with fewer drivers do not (Mejl-

holm et al., 2010). Other fields such as ecotoxicology have focussed

on the energetics of organisms as a means to integrate the organismal

responses to a wide range of environmental drivers. For example,

environmental risk assessments now integrate chemical and ecological

drivers, using energy-based models (Goussen et al., 2016). Metabolic

flux theory (see Kazamia et al., 2016) or other energy flux modelling

approach is another promising integrative approach to multiple drivers

that might be applied to marine environments to deconvolve individ-

ual and interactive effects, and to generalize from experiments on

model organisms and systems. For example, planktonic foodwebs are

characterized by hundreds of species, strains and ecotypes and their

trophodynamics (Worden et al., 2015), yet despite this taxonomic and

functional diversity, there are a finite number of cellular processes that

occur, and these can be mapped at some level of resolution (Lorena,

Marques, Kooijman, & Sousa, 2010; Muller & Nisbet, 2014). This need

not focus solely on shared traits, and indeed could be employed for

model species across different (specialized) planktonic functional

groups such as calcifiers or nitrogen-fixers.

7 | BRIDGING BETWEEN PHYSIOLOGICAL
RESPONSES AND ECOSYSTEM IMPACTS

Understanding metabolic and physiological responses provides a

baseline for untangling species and population sensitivities to envi-

ronmental alterations, and hence is highly desirable in the ongoing

development of ocean global change research (Figure 4). However,

upscaling physiological responses to community and ecosystem

impacts is challenging and remains a major aspiration in ecology

(Sutherland et al., 2013). There are many confounding issues associ-

ated with such upscaling, including our lack of understanding of the

role of intra- and interspecies diversity in defining ecosystem func-

tion, which limits the translation of physiological response curves to

responses at the ecosystem level (Hillebrand & Matthiessen, 2009).

Species deemed tolerant to a driver based on physiological

responses derived from laboratory experiments may display high

sensitivities in the natural environment through indirect effects of

the same driver, such as modifications of their habitat or other vital
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resources. For example, the deterioration of habitat complexity in a

coral reef exposed to CO2 venting resulted in the loss of many

macroinvertebrate groups, such as crustaceans, in spite of their

assumed high physiological tolerance to ocean acidification (Fabri-

cius, De’ath, Noonan, & Uthicke, 2014).

There is also the pressing issue of the context under which

experiments are conducted. For example, the response of filter-feed-

ing bivalves and barnacles to ocean acidification depends on the

nutritional status of the animals (Pansch, Schaub, Havenhand, &

Wahl, 2014; Thomsen, Casties, Pansch, Kortzinger, & Melzner,

2013). The confounding influences of concurrent direct (e.g. temper-

ature on grazer physiology) and indirect (e.g. food quality and/or

quantity) effects on other trophic levels can further complicate the

interpretation of community- and ecosystem-level observations

(Boyd & Hutchins, 2012). Examples of such indirect effects are alter-

ations of prey quality impacting consumers (Montagnes et al., 2008;

Rossoll et al., 2012) or vice versa—consumers mediating the effects

of experimental ocean acidification and warming on primary produc-

ers (Alsterberg et al., 2013).

There is ample evidence now that community and ecosystem

interactions (including competition, symbiotic/parasitic relationships

and trophic interactions) can both dampen and amplify physiological

sensitivities. Bottom-up and top-down processes may thereby act

simultaneously. For instance, elevated CO2 has the potential to

increase primary production by marine algae and plants (Kroeker

et al., 2010), thereby increasing food availability, and also to alter

food quality and palatability (Arnold et al., 2012; Rossoll et al.,

2012). At the same time, ocean acidification raises energetic costs in

many consumers, especially calcifying species. These interacting

responses generate a complex interplay among the physiological sus-

ceptibility of organisms to ocean acidification, the provisioning of

resources and the level of competition (Gaylord et al., 2015).

Compensatory effects may emerge from the diversity among func-

tionally similar taxa, which widens the spectrum of responses to envi-

ronmental perturbations, with population increases of tolerant taxa

counteracting declines of sensitive taxa (Yachi & Loreauhervorgehen,

1999). Within a given population, phenotypic diversity will likely buf-

fer population sensitivity to environmental drivers through the portfo-

lio effect or functional redundancy (see Roger, Godhe, & Gamfeldt,

2012), but testing this with natural communities is not trivial. For

example, the increased phenotypic diversity of natural populations,

such as obtained in mesocosms, broadens the variance in “dose–re-

sponse” relationships determined from laboratory experiments on iso-

lated strains or species (Zhang et al., 2014). Likewise, small or cryptic

shifts in physiological responses may be reflected more strongly at the

community to ecosystem level. For instance, a 5%–10% decline in the

specific growth rate of the coccolithophore Emiliania huxleyi under

ocean acidification can scale up to the failure of bloom formation at

the ecosystem level (Riebesell et al., 2017). An assemblage shift may

thereby have a greater impact on the integrated community perfor-

mance and its impact on biogeochemical processes than species-speci-

fic responses, highlighting the importance of whole community

manipulation experiments for unravelling community-level impacts.

A way forward in bridging between physiological responses

and community/ecosystem impacts could be in the co-design of

upscaling and downscaling approaches. Insights gained at the com-

munity level could help identify those responses that prevail in

the complex texture of natural ecosystems, and which require a

more in-depth mechanistic understanding. In turn, improved under-

standing of physiological sensitivities can help to guide the design

and implementation of community-level experiments. A hybrid

experimental design in which subsamples from natural community

experiments are interrogated physiologically (Sosik & Olson, 2007),

or for their acclimatory (discrete incubators within mesocosms), or

evolutionary (Scheinin, Riebesell, Rynearson, Lohbeck, & Collins,

2015; Tatters, Roleda, et al., 2013; Tatters, Schnetzer, et al.,

2013), responses could be a first step in this direction. Research

on ocean global change would also greatly benefit from more

detailed consideration of ecological theory, which to date has

been included only peripherally (Gaylord et al., 2015). Well-

founded ecological concepts, when applied in the context of

ocean global change, can generate predictions and facilitate the

interpretation of a range of community- and ecosystem-level

impacts, such as loss in biodiversity and resilience to shifts in spe-

cies assemblages and geographical ranges.

8 | EVOLUTION UNDER MULTIPLE
DRIVERS

The majority of the experimental approaches presented in Table 2

can provide insights and information into plastic (i.e. acclimatory,

days to months) responses to multiple drivers. However, over longer

time scales (dozens or hundreds of generations) marine organisms

can evolve in response to multiple drivers due to their high standing

genetic variation (Biller, Berube, Lindell, & Chisholm, 2015; Rynear-

son & Armbrust, 2000) and rates of mutation. Much has already

been learnt from looking at evolution through the lens of an individ-

ual (dominant) driver, and only taking other drivers into account

when necessary (Figure 4). A key strength of evolution experiments

is that they are usually designed with high statistical power, and are

intended to be generalized, since they frame questions in terms of

fitness and patterns of environmental change (Brennan et al., 2017;

Schaum & Collins, 2014). Evolution experiments can also be used to

investigate organism- and driver-specific questions (Hutchins et al.,

2015; Lohbeck, Riebesell, Collins, et al., 2012; Lohbeck, Riebesell, &

Reusch, 2012; Lohbeck, Riebesell, & Reusch, 2014). As with all

experiments, there is a trade-off between generality and realism (see

Sommer, 2012). For example, experiments may be done in non-

marine organisms in order to overcome logistical limitations and

achieve the level of replication needed to take a “first pass” at high-

level general questions (Collins & Bell, 2004; Low-D�ecarie, Fuss-

mann, & Bell, 2011). Here, we focus on comparing plastic and evolu-

tionary responses under single drivers, and discuss the challenges in

scaling up to multiple drivers and to taking into account the commu-

nity/ecosystem level.
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Evolution experiments using a single driver have provided insights

into whether or not plastic responses are maintained, surpassed or

reversed by evolution (Figure 6). This outcome is trait- and organism-

specific, and there is little theory that predicts the evolution of specific

traits, even in single driver environments. Some studies show that the

initial (reversible) plastic response is maintained in single driver envi-

ronments (M€uller, Schulz, & Riebesell, 2010), or that plastic responses

can become irreversibly fixed traits by evolution (Hutchins et al.,

2015; Walworth, Lee, Fu, Hutchins, & Webb, 2016). In contrast, other

studies show loss of function, or even trait reversion. In the marine

alga Ostreococcus, an initial response to high CO2 eventually reverses

to some degree under constant high CO2 conditions, and more or less

completely under fluctuating CO2 conditions (Schaum & Collins, 2014;

Schaum, Rost, & Collins, 2015). Finally, traits may evolve to surpass

the plastic response, which is the expected outcome under directional

selection in an environment where fitness is initially low (Elena & Len-

ski, 2003). Lohbeck, Riebesell, and Reusch (2012) showed that the

evolutionary recovery of calcification in E. huxleyi could exceed the

plastic response (i.e. cells evolved at high CO2 were less compromised

than expected given their initial decreases in calcification). Other

experiments have revealed counter-intuitive effects over long time-

scales. For example, Tatters, Roleda, et al. (2013) and Tatters, Schnet-

zer, et al. (2013) found that the observed growth rate responses of

diatoms and dinoflagellates to warming/acidification did not readily

translate to enhanced competitive abilities in competitive exclusion

manipulation studies.

Conceptually, the Tatters, Roleda, et al. (2013) and Tatters, Sch-

netzer, et al. (2013) studies are important because while evolution

(genetic change within populations) depends on relative fitness (de-

fined here as the relative growth rates of genotypes when they can

interact), the long-term persistence of populations depends on abso-

lute fitness (defined here as net population growth rates). The Loh-

beck, Riebesell, and Reusch (2012) study also illustrates this point;

even though there was adaptive evolution after a few hundred gen-

erations of growth under high CO2, growth and calcification rates

were still lower than at control CO2 levels, and it is unclear whether

the increase in absolute fitness in the high CO2 environment was

sufficient to allow population persistence. Hence, as we scale up to

multiple driver evolutionary experiments, it is evident that we need

to consider both absolute and relative fitness in future studies

assessing the evolutionary potential of populations, and link that to

the likelihood of them persisting (Bell, 2017; Carlson, Cunningham, &

Westley, 2014).

A few experiments to date have examined evolution to pairs of

drivers (Gao, Helbling, et al., 2012; Gao, Xu, et al., 2012; Schl€uter

et al., 2014; Tatters, Roleda, et al., 2013). They suggest that plastic

and evolutionary responses differ in both single and multiple driver

environments, and that evolution to pairs of drivers differs from evo-

lution to either of the single drivers (Brennan et al., 2017). The single

short-term study to investigate the general effect of having different

numbers of multiple drivers suggests that when there are many dri-

vers in the environment, a few key drivers determine the strength of

selection on average (Brennan et al., 2017). However, there are few

data on how and why trait evolution varies between different mul-

tidriver environments. How evolutionary responses to key drivers

depend on the multidriver context in which they occur is another

research topic that requires urgent attention to progress this field.

Studies that reveal the interactions between specific drivers and dri-

ver intensities in key model species provide mechanistic insight, but

generalizing from these studies will be difficult without advances in

fundamental evolutionary theory; developing such theory will require

sustained collaborations between oceanographers and evolutionary

biologists. As with physiology studies, a combination of metabolic

flux theory, and comparative studies showing how natural popula-

tions have adapted to different multidriver environments (Biller

et al., 2015) are two potential ways forward. Empirically informed

theory on the link between plastic and evolutionary responses (Che-

vin, Lande, & Mace, 2010; Ghalambor et al., 2015; Lande, 2014) also

has the potential to leverage the results of physiology studies to

make predictions about trait evolution.

The challenges of studying evolutionary responses mirror those

for plasticity studies in terms of experimental design or logistics.

Hence, collapsed or reduced designs (section 4) in microbial evolu-

tion experiments are one way to leverage existing evolutionary the-

ory to address responses to multiple drivers in marine systems. One

approach that has been taken to simplify the logistics of evolution

experiments is to first evolve populations under a single driver such

as high CO2 (Hutchins et al., 2015), and then subsequently evolve

these CO2-adapted populations in new environments such as nutri-

ent limitation (Walworth, Fu, et al., 2016) or warming (Schl€uter et al.,

2014). This strategy avoids maintaining organisms over long periods

of time in full-factorial selection regimes. A second challenge is that

population genetic theory typically frames organismal responses to

environmental change in terms of changes in fitness (Chevin et al.,

2010; Lande, 2014), while ocean acidification and global change

studies are usually concerned with the functional traits of key taxa

(Lohbeck, Riebesell, & Reusch, 2012). Reconciling these two

approaches—eventually via a functional trait-fitness mapping

approach—will help ocean global change research to leverage the

body of population genetic theory available.

Finally, the way in which drivers change, in addition to intensity

and combinations of drivers involved, has the potential to impact

evolutionary responses. Rates of environmental change (Collins & de

Meaux, 2009; Lachapelle, Bell, & Colegrave, 2015), or the presence

of environmental fluctuations (Schaum & Collins, 2014) impact adap-

tive responses. This is an area where there is a large body of evolu-

tionary theory (Botero, Weissing, Wright, & Rubenstein, 2015;

Collins, de Meaux, & Acquisti, 2007; Lande, 2014), which should be

exploited to better guide the design of future experiments.

9 | MULTIPLE DRIVER SCIENCE THAT
INFORMS SOCIETY

There is an urgent need to develop multiple-driver science that can

directly inform society through improved communication (e.g.
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stakeholder awareness and acceptance), development of solutions

(e.g. adaptation strategies) and policies (e.g. mitigation). Each requires

a deep understanding of stakeholder culture, what type of informa-

tion is needed to drive the changes (e.g. the social dimension, Folke,

Hahn, Olsson, & Norberg, 2005), and how to efficiently deliver the

message (Dupont, 2017a, 2017b; Dupont, Puncher, & Calosi, 2015).

This will lead to a wide range of research questions and very differ-

ent requirements for experimental strategies. A more efficient

approach to influence individual behaviour is to develop scientific

information directly targeting societal values. However, development

of technological or policy solutions often requires more complex

information such as models or experiments allowing the prediction

of biological impacts at different time scales for a range of scenarios.

Different societal goals will naturally lead to specific research

questions that can be better addressed by strategies that combine

the different complementary experimental designs described above.

Many of these questions have a global context, and yet most

researchers work at regional scales. Local mitigation of nonglobal

stressors is also one of the few tools available to management to

deal with the near-term effects of global climate change (Magnan,

Colombier, & Gattuso, 2015). Regional policy-focussed research

requires regional projections or forecasts of the changing ocean,

which are often not available (but see Bopp et al., 2013; Capone &

Hutchins, 2013; Hutchins & Boyd, 2016; Meier et al., 2012). The dri-

vers selected, and the levels of those drivers used in experiments,

will typically be defined by the biological question and organism(s) of

interest, and may or may not be cross-referenced to climate change

scenarios (Figure 2).

The benefits of scenario testing include the development of

practical methods to test for multidriver effects that integrate the

modulating effects of interacting drivers, and which can be applied

beyond the species-level (i.e. in community-level experimentation).

Importantly, for maximum impact, the findings should be directly

applicable for IPCC-type integrated assessment, in particular for

making specific regional mitigation and adaptation recommenda-

tions in the coastal ocean (Schmidt & Boyd, 2016). There will

inevitably be drawbacks, in particular the risk of design ambiguity

with respect to representative scenarios. For example, deciding

what combination and range of environmental change parameters

to choose can be problematic, as there is a wide range of climate

change scenarios across the IPCC (see Magnan et al., 2015).

Design issues may also arise if the selection of representative

parameter ranges is species- and strain-specific; this form of selec-

tion is used primarily to design experiments seeking a mechanistic

understanding and often requires a priori knowledge of the speci-

fic physiological responses of the test species. Another trade-off

from such a dedicated scenario-based design includes fewer

insights into the additive, antagonistic or synergistic effects of

interacting drivers, which may remain hidden.

The alternative approach that targets mechanistic understanding

using scenario approaches (Table 2) will elucidate the mechanisms

underlying individual and interactive physiological responses. While

mechanistic studies are essential for developing modelling

frameworks, detailed investigation of the many component pro-

cesses, drivers and their interactions is likely to create rates of pro-

gress too slow to meet societal needs. Experimental designs that

comprise a “hybrid” approach, that span aspects of pure scenario-

based information and mechanistic understanding, are possible (see

above); however, these are largely untried (but see Xu et al., 2014).

Such approaches could exploit the harmonization of experimental

design across parts of the scientific community (e.g. Boyd, 2013).

Regardless of the approach employed, the parallel development and

application of different approaches will maximize opportunities that

scenario-based approaches are timely enough to inform policy, while

ensuring that mechanistic approaches continue to contribute to the

development of more robust models that then refine existing policy

frameworks for ocean global change over longer (decadal) time-

scales.

10 | CONCLUSIONS AND
RECOMMENDATIONS

1. Five main strategies—paleo-proxies, modern proxies, modern

observations, manipulative microcosm experiments and large-

volume mesoscosm experiment enclosures—have been widely

applied to better understand how marine life interacts with envi-

ronmental change. All approaches to investigate biological

responses to change have benefits and limitations, and there is

no single ideal method. A combination of approaches targeting a

specific question at different levels, often allows for additional

insights.

2. Although there is no clear two-way dichotomy in the multidimen-

sional space of multiple-driver research, mechanistic- and scenar-

io-based approaches capture the two main philosophies used to

develop mechanistic understanding and to identify the conse-

quences of a projected future state (or series of states) respec-

tively.

3. Which experimental design is most useful will depend on the

question(s) to be addressed, and will require a degree of knowl-

edge about the relevant drivers in a particular system.

4. A way forward in bridging between physiological responses and

community/ecosystem impacts is to codesign upscaling and

downscaling approaches.

5. There is a growing body of evolution experiments and theory

that can be used to understand biotic responses to multiple dri-

ver environmental change. However, these experiments and the-

ory are framed in terms of the action of natural selection and

fitness, and are often generic at the cost of being realistic.

Understanding how these dynamics will play out in natural popu-

lations requires careful interpretation of the evolutionary litera-

ture, as well as bridging studies in natural populations or recent

isolates.

6. We advocate the development of scientific questions that are

directly relevant for society and therefore focus on solutions,
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policy formulation and increased public awareness of these

issues. Each of these complex questions can only be answered

by a unique combination of experiments, designs and

approaches.

7. In addition to selecting the most pertinent experimental designs,

the large number of permutations of global, regional and local

drivers raises issues about both the rationale for selecting drivers

to be used in experiments, and the subsequent intercomparability

of experimental findings for a wide range of species, communi-

ties, locales and provinces.

8. A major challenge for the ocean global change field will be to bal-

ance this need for harmonization of multidriver methodology

with the scope and flexibility needed to encourage the continued

development of novel approaches. This dynamic balance between

intercomparability and creativity in experimental design will not

be easy to achieve, but is vital to promote rapid progress in

understanding biological responses to ocean global change.

9. This review is part of the platform of SCOR WG149 activities to

develop a web-based Best Practice Guide to aid researchers new

to the discipline to: navigate through the many permutations of

multiple drivers; to optimize the most suitable experimental

design for the questions(s) they wish to resolve; and to continue

upskilling to further enhance their research into multiple drivers.

For future updates please see https://scor149-ocean.com/.
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