N

N
N

HAL

open science

Cache-aided content delivery in MIMO channels
Khac-Hoang Ngo, Sheng Yang, Mari Kobayashi

» To cite this version:

Khac-Hoang Ngo, Sheng Yang, Mari Kobayashi. Cache-aided content delivery in MIMO channels.
2016 54th Annual Allerton Conference on Communication, Control, and Computing (Allerton), Sep

2016, Monticello, United States. 10.1109/ALLERTON.2016.7852215 . hal-01806310

HAL Id: hal-01806310
https://hal.science/hal-01806310

Submitted on 10 Jun 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-01806310
https://hal.archives-ouvertes.fr

Cache-Aided Content Delivery in MIMO Channels

Khac-Hoang Ngo, Sheng Yang, and Mari Kobayashi
L2S, CentraleSupélec
91190 Gif sur Yvette, France

Email: khachoang.ngo@supelec.fr,

Abstract—In this paper, we investigate the content delivery
problem in the context of multi-antenna (MIMO) wireless net-
works. The single-antenna users, equipped with some cache
memory, receive requested contents from the server through a
multi-antenna base station. We propose a scheme that carefully
combines the multicast and unicast capabilities offered by MIMO,
as a function of the quality of channel state information at the
transmitter side. Thereby we reveal the complementary roles of
coded caching and MIMO transmission for content delivery.

I. INTRODUCTION

Content delivery is about to take up more than 70% of the
mobile traffic in the near future. To accommodate the traffic
expansion, massive MIMO, using a huge number of antennas
at the base station to create a large number of degrees of
freedom, is a promising solution to increase substantially the
spectral efficiency [1]. If the number of transmit antennas can
scale with the number of users K, then the total transmission
time for all the K requested files does not increase with K
since simultaneous transmission can be done in the parallel
channels created by precoding (e.g. zero forcing). Another
solution is caching, that is, exploiting the on-board memory to
prefetch popular contents at (or close to) the end users of the
network during off-peak hours so that the traffic during peak
hours is significantly reduced. Recently, it has been shown that,
with the so-called coded caching, the minimum number of
total multicast transmissions to satisfy the demand of K users
goes to constant when K — oo [2]. Instead of sending parallel
streams as in MIMO, the single stream (multicast) transmission
in coded caching conveys information that is simultaneously
useful to a large subset of users. A common perception is that
both massive MIMO and coded caching are potentially scalable
solutions alone with respect to (w.r.t.) the number of users.
However, the scalability relies on some ideal assumptions that
may not hold in real systems as discussed shortly. Therefore, it
is of practical and theoretical interest to address the following
question from the engineering perspective: is it beneficial to
use both technologies?

Before trying to answer the question, we shall first argue that
neither of the solutions is indeed scalable in wireless channels
under some practical assumptions. The scalability of massive
MIMO, w.r.t. the number of users (K — o0), hinges on: 1) the
linearly increasing number of the transmit antennas with respect
to the number of users, and 2) the accuracy of channel state
information at the transmitter’s side (CSIT). The scalability of
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coded caching depends on a non-vanishing multicast rate of the
channel. In this work, we consider the specific model of quasi-
static i.i.d. (independent and identically distributed) Rayleigh
fading downlink channel with a multi-antenna base station
and K single-antenna receivers. The quasi-static assumption
may be justified, e.g., in low mobility scenario or the latency
constrained applications such as the video streaming with
independently coded/decoded chunks. In this particular setting,
we first show that the combination of coded caching and
MIMO multicasting is a scalable solution even when the above
constraints are not satisfied. This is due to the channel hardening
effect by increasing the number of transmit antennas. In this
sense, we answer the above question positively: coded caching
and MIMO complement each other. Then, we propose a scheme
that exploits the spatial multiplexing capability of MIMO in
addition to the channel hardening effect.

To the best of our knowledge, our work appears to be the
first study that quantifies the relative merit between massive
MIMO and coded caching. Among a number of recent works
studying coded caching in wireless channels [3], [4], [5], [6],
[7], the works [5], [6] consider the fading broadcast channel
as the current work. However, these works are conceptually
different because their scope is on the interplay between the
CSI feedback and coded caching. The combination of multicast
and spatial multiplexing in the presence of CSIT error was first
proposed in [8] and then investigated in [9] (and the references
therein).

The rest of the paper is organized as follows. The channel
model is described in Section II. Some basic results on spatial
multiplexing and multicast in MIMO channels are presented in
Section III. We introduce coded caching with MIMO delivery
in Section IV. We propose the simultaneous multiplexing and
multicasting with coded caching in Section V. Numerical results
are shown in Section VI followed by some conclusions in
Section VII. Proof details can be found in the appendix.

Throughout the paper, we use the following notational
conventions. X,V M are used to denote random scalars,
vectors, matrices, while z,v, M are used to denote deterministic
scalars, vectors, matrices. Logarithms are in base 2. The
Euclidean norm of a vector and a matrix is denoted by ||v|| and
|| M|, respectively. The transpose and conjugated transpose of
M are M and M", respectively. The dot-equality a = K®
means limg_, oo llsgg % = b, while the dot-inequality is defined
similarly. The asymptotic notations O, o, §2, © are w.r.t. to K,
unless explicitly stated.




II. CHANNEL MODEL

In this paper, we consider a multi-antenna downlink channel
where a base station with n; transmit antennas communicates
with K single-antenna users. The channel H € CK*™ js
assumed to be a quasi-static fading channel, i.e., remain
unchanged during the transmission of a whole coded block.
For tractability, we assume that the channel is independent
and symmetric across users with i.i.d. Rayleigh fading, i.e.,

H, NCN(O,In[), k=1,....K, with H = [Hl HK]T.
Receiver k at time ¢ has the observation
Y[t = H z[t] + Zi[t], t=1,2,...,n, (D)

where , € C**! is the input vector at time ¢, with the

average power constraint 1 3% | [|lz,[|* < P; the additive
noise process {Z[t]} is assumed to be spatially and temporally
white with normalized variance, i.e., Zg[t] ~ CN(0,1), k =
1,..., K. Since the additive noise power is normalized, the
transmit power P is identified with the total signal-to-noise
ratio (SNR) throughout the paper.

In practice, the channel state information (CSI) is not per-
fectly known at the transmitter, typically due to limited resource
for uplink channel training in TDD (time division duplex) or
limited channel feedback bandwidth in FDD (frequency division
duplex). A common model for the imperfect CSIT, modeling
the MMSE channel estimation, is

H=H+H 2)
where H and H are the mutually uncorrelated estimate and
estimation error, of variance 1 — o2 and o2, respectively. Since
we assume Rayleigh fading, H and H are independent and
circularly symmetric Gaussian distributed. We assume that CSI
is perfect at the receivers.

III. MIMO: SPATIAL MULTIPLEXING VS. MULTICASTING

In the following, we review the two different uses of MIMO
in a downlink channel.

A. Spatial multiplexing

The goal is to create K parallel channels to individual users
in such a way that they can communicate with the base station
simultaneously with an acceptable rate. Spatial multiplexing
relies on precoding: steer the signal to the desirable direction
according to the available CSIT. The transmitted signal is

K
X = WiXy,

k=1

3)

where X is the private signal for user k£ and Wy, is the
precoder for user k£ of unit norm. Here, we omit the time index
for simplicity. By focusing on the zero-forcing (ZF) precoder
due to its simplicity for K < n;, we let {Wy} to satisfy

HW,=0 VI#EF (4)

We use i.i.d. Gaussian signaling for tractability, i.e., {X;} are
i.i.d. ~ CN(0, Py). The received signal at user k is

Y, = GpXy + Z CriX + Zy, )
12k
where
Gy = -IZWk ~ CN(Oa 1)a (6)
Gy = H,W, ~ CN(0,02). (7)

Note that the above equivalent channel coefficients are not
independent between each other. The signal-to-interference-
plus-noise ratio (SINR) at receiver k is

2
P
SINR;(H) := Gil" P . (8)
L4301 |Gral* P
For any realization H = H, we obtain the rate
Ri(H) = log (1 + SINR(H)) 9)

which is achievable with suitable rate adaptation and capacty-
achieving channel code. Then, the long-term average throughput
of the user k is

Ry :=E[log (1 + SINRy(H))]. (10)

One of the important operating points is the symmetric rate
with uniform power allocation P, = P/K =: p,Vk, given by

Rgym = Ry, Vk. (11)
Lemma 1. In the large K regime, let the per-user power p :=
L = O(K") for some n > —1, and 0® = ©(min{p~!,1}) =
O©(min{K~",1}). Then, the symmetric rate has the following
polynomial behavior

Ry = K10 (12)
where A" := max{A,0} and A~ := min {4, 0}.
Proof. See Appendix A. O

Note that in the above lemma, for simplicity, only the
polynomial behavior w.r.t. K is shown. For example, the
polynomial behavior of log(K) is ©(1). A more refined
analysis is done in Appendix A. We remark that, due to the
CSIT error that is inversely proportional to the per-user power,
the per-user rate is not vanishing only when n > 1, i.e., P>K2

B. MIMO Multicasting

The goal of multicasting is to convey a common message at
the maximum rate so that every user can decode. In this case,
the message is coded in X = Xj. Using Gaussian signaling,
i.e., Xg ~ CN(0,Qy), then the common rate is

max min

Ro(H) = max  min log(l+hiQohi).
For simplicity, we assume isotropic signaling, i.e., Xy ~
CN (0, £T), we have Ro(H) = log<1 + imink{||hk||2}>.
Let us define the SNR at user % as

13)

P
SNR{" (H) := o H (14)



Then, the long-term multicast thoughput is
Ry=E {log(l + mgn{SNRiO)}>} .

Lemma 2. When n, =1, mink{SNRzo)} is exponentially dis-

tributed with mean %. When n; scales at least logarithmically

with K, i.e. n, = Q(log(K)),

(15)

H 2
lim Pr <mink|| € [1—60,1+6]> =1 (16)
K—oo k ¢
with €y ~ 0.8414 and any arbitrarily small € > 0.
Proof. See Appendix B. O

This lemma says that the multicasting rate, dominated by
the worst user, improves with a sufficiently large number
of antennas thanks to channel hardening effect. That is, the
fluctuation between K users’ channels vanishes and approaches
to a constant in the regime of a large K. The following lemma
characterizes the contrasted behaviors for a fixed or increasing
number of transmit antennas.

Lemma 3. In the large K regime, let the per-user power

p = £ = O(K") for some n. Then, the multicast rate scales

with K as
_ Kn j =0(1
Ro = A o), (17)
K@D i n, = Q(log(K)).
Proof. See Appendix C. O

Again, we focus on the polynomial scaling. We see that
with a fixed number of transmit antennas, the multicast rate is
vanishing unless the total transmit power is increasing with K
such that P>K (or ) > 0). For an increasing n; = Q(log(K)),
the multicasting rate grows under a relaxed condition 1 > —1.
If n; grows even faster with K as n, = Q(K), then we can
show that a constant transmit power is enough to guarantee
the non-vanishing multicast rate.

IV. CODED CACHING WITH MIMO DELIVERY
A. Coded caching

Let us consider the scenario with a content server with
N equally popular files of F' bits. Each user has a cache of
size M F' bits, where M denotes the cache size measured in
files. Further, each user can prefetch their cache during off-
peak hours, prior to the actual request. Then, using coded
caching [2], [10] under error-free channel, the number of
multicast transmissions needed to satisfy K distinct demands
from K users, denoted as T(N, M, K) is

(1 — %) m, centralized caching
M\ ¥ (18)

( — %) 1_(%, decentralized caching

where we assume that K < N; T is normalized by F, the
number of bits to transmit is 7'(/N, M, K)F'. In the following,
we focus on centralized coded caching, the behavior for
decentralized caching is essentially the same as it can be readily

shown by doing the same exercise. Since 7" only depends on the
normalized memory m := 4L, we use the notation T'(m, K)
whenever confusion is not likely. The following lemma is
straightforward from the (18).

Lemma 4. In the large K regime, let m = (K ~*) for some
w > 0. Then, we have

T(m7 K) - KInin{;L,l}' (19)

B. Equivalent content delivery rate

Let us assume that the channel between the content server
and the K users is the MIMO channel described in the previous
section. We define the equivalent content delivery rate as the
number of total demanded information bits (including those
already in the cache) that can be delivered per unit of time
in average. For instance, when M = N, then the equivalent
content delivery rate is oo, since each user can have any content
instantly. We consider the following cases:

« Spatial multiplexing: sending only private streams to serve
different users in parallel. In this case, we try to exploit the
multiplexing gain offered by the MIMO channel. To satisfy
the demand of user k, i.e., complete the F' demanded bits,
we need to send (1 — m)F bits, which takes (1 —m)F/Ry,
unit of time in average. It follows that the equivalent sum
content delivery rate of the system is simply

K Rym(K, P,0?)

Runi—c = 1—m

bits/second/Hz

(20)

where we write Ry, as a function of (K, P, o?).

e Coded caching: sending only common coded streams to
serve all users simultaneously. In this case, we try to exploit
the global caching gain offered by the Maddah-Ali Niesen
scheme. To satisfy the demand of K users, i.e., complete in
total K F' demanded bits, we need to send T'(m, K)F bits,
which takes T'(m, K)F/Ry unit of time. It means that the
sum content delivery rate of the system is simply

KRO(KvP)

Rmu -c —
: T(m, K)

bits/second/Hz 2n
where we write Ry as a function of (K, P).

The asymptotic behaviors of Rypi. and Ry are provided
in the Appendix D. From (12), (17), and the definitions in (20)
and (21), the following proposition follows readily.

Proposition 1. In the large K regime, let m = ©(K ") for

some > 0, and the per-user power p = % = O(K") for
some 1. Then, we have
Runi-c = Kmin{n,l}Jr’ (22)
Rypte = KD +1-wF (23)

As a result, Ry Runic if and only if n < (1 — u)“‘.

Intuitively, coded caching is beneficial when the per-user
power does not scale too fast as compared to the scaling of
the memory.



V. SIMULTANEOUS MULTIPLEXING AND MULTICASTING

So far, we have shown that MIMO can either be used for
spatial multiplexing (i.e. unicast), or for multicast combined
with coded caching. The former performs better at high
SNR and with precise CSIT, whereas the latter is preferable
otherwise. Then, it is natural to combine both the benefits
of spatial multiplexing and channel hardening of MIMO
transmission. This can be achieved with rate splitting as
described as follows. We consider the transmission of signal
carrying both common information interested by all the users
and a set of private information intended exclusively for each
user. Given the common signal X, dedicated to every user and
the private signal X, to user k, Vk, the transmitted signal is

K
X=Xo+» WipXg, (24)
k=1
where X, Xi, and Wy, k =1,..., K, are defined as before,
except for the new total power constraint Zf:o P, < P
Obviously, this general setting includes the two extreme cases
Py = 0 for spatial multiplexing and Py = P for multicast. The

received signal at user k is

Y, = H Xo + Gp Xy + Z Cru Xy + Zy,
%k

where Gy and Gk,l are defined as in (6) and (7).

Each receiver is interested in decoding the common message
and its own private message. We consider successive decoding
so that each user decodes the common message first and then
the private message. Therefore, the private messages are seen
as interference to the common message with SINR,

P 2
SINR\” (H) := ] - ,
1+ |Ge|* Py + 21k |Gral* P

at receiver k, whereas the private messages are decoded as

before after removing the decoded common message, with

the same SINR as defined in (8). Then, it follows that the

equivalent content delivery rate is

KRym(K, P — Py, 0?)
1-m

(25)

(26)

KRMW (K, P, Py)

Ryix = T(m, K)

27

where
RE™N(K, P, Py) := E |log(1+ min{SINR,”}) | (28)

and we assume symmetric private power allocation. Let
mix .__ KRsym(KsP_POa‘72) mix _ KR‘(])“X(K7P:PO)

Runi—c T 1-m and Rm‘ﬂ’c T T(m,K) :
The splitting of common power P, and private power P — Py

is to be optimized to achieve a maximum delivery rate Rpix.
If we are only interested in the polynomial behavior of Rpix
w.rt. K, then we can easily verify that the exponent is the
same as that of max{R™X RMX 1 To see this, we remark

I- i-
mix mix mu>c’ *um C> mix mix
that 2 max{ R .} > Ry > max{Rm} ., Rin* 1, both

'mul-c’ * “uni-c mix
bounds have the same exponent of K. As we shall show in
the next section, the performance gain of the simultaneous

transmission is considerable with finite K.

Proposition 2. In the large K regime, let the CSIT error

scale as 0> = © and the total power scale as P =

K
P—PFPy )’
O(K"tL). Then, to achieve the optimal scaling of Ry, the
total power of private signal is

e(1), ifne |-l

PP = . ! { “"} (29)
O(K™), ifne (i.00)

where m := M/N.

Proof. See Appendix E. [

VI. NUMERICAL RESULTS

We show an example to illustrate the equivalent sum
content delivery rate and optimal power splitting with finite
(M, N, K, P,0?). The setting is N = 2000, K = n, = 100,
and 02 = (P/K)~! for different cases of per-user total power
P/K, namely, 10 dB, 20 dB and 30 dB. First, in Figure 1,
we plot the equivalent sum content delivery rate of mixed
transmission, i.e., simultaneous multiplexing and multicasting,
as a function of common signal power fraction Py/P in
different cases of per-user total power P/K and cache memory
size M. In general, for a fixed P/K, the sum rate increases
with M, and for a fixed M, the sum rate achieves its maximum
at Py/P close to 1, especially when P/K is not large. This
behavior is predicted in the Proposition 2. In this figure, we
also show the optimal operating points computed by numerical
gradient descent method, which agree with the sum rate curves.

Next, in Figure 2, we compare the equivalent sum rate of
mixed transmission under optimal power splitting with spatial
multiplexing and coded multicasting alone as a function of
cache memory M in different cases of P/K. We observe that
optimal mixed transmission is always optimal in general. For
example, we can achieve more than 150% gain by combining
both schemes w.r.t. either one when M is about 140 and
P/K = 20 dB. When M is small, spatial multiplexing is
better than coded multicasting. On the other hand, when M
is large, coded multicasting is better and is optimal when M
is larger than a certain ratio of the library, namely, 10%, 22%
and 90% for P/K = 10,20, 30 dB, respectively.

Finally, to depict the optimal power splitting, we plot the
optimal common power fraction Py/P, as a function of cache
memory M in Figure 3 for different values of P/K. As M
increases, the figure suggests us to allocate to the common
signal more power, and even all the power when M is larger
than a certain fraction of the library as named above.

VII. CONCLUSION

In this paper, we have shown that multiple-antenna trans-
mission is complementary to coded caching to provide a
scalable solution for content delivery with a large number
of users. Coded caching relieves some practical constraints
on MIMO downlink such as linearly increasing number of
transmit antennas and accurate channel state information at
the transmitter. We have also shown that multiplexing and
multicasting can be combined to improve the equivalent
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with high probability (w.h.p.).

1) Non-increasing per-user power regime n € [—1,0]: In
this regime, P = ©(K"*!), and p = ©(K") is vanishing or
fixed. The CSIT error is 02 = ©(1). In consistence with (30),
we shall show the detailed scaling

if p=—1
if n T

om = O(%),
(n+ 1)K > R > ©(L), ifne (—1,0].
<1

m
From the fact that {7 < In(1
SINRy
1+ SINRy,

SINR,, [Grl®>
’1 .1+SINR.;€ p—1+‘Gk|2+Z}¢k |Gr.i]?
Jensen’s inequality for the log function

x) <z for x > —1, we have

+
Bom _ g [SINR,] .

SNE) (32)

First and from the

SINRy SINRy
kb L B cechichl,
IOgE[H—SINRJ E[log(HSINRkﬂ (33)
:E[log (‘Gk|2)} E 10g *+|Gk‘2+Z|le|2
1k
(34)
1 -
Ellog (|Gx|*)] — log I;+E [(Gk[*] +E | Y Gl
1%k
(35)

Since |G|? is exponentially distributed with mean 1, In(|G|?)
follows the generalized extreme value distribution of location
0, scale —1 and shape 0, denoted as GEV(0, —1,0). Thus

E [log(|Gx|?)] = m where ¢ ~ 0.577 is the Euler’s
constant. Moreover, E fz#k [ei M } = (K — 1)o?. Then
SINRy, 2~/ In(2)
O(1/K) (36
[1+SINRk] p~ 414+ (K —1)0? (1/K) 36)

since p~! = O(K ") is dominated by 1+ (K —1)o? = O(K).
Next, we focus on the upper bound E [SINRg]. If n = —1,

it is simply

E[SINRy] < E [|Gi[’p| = pE ||Gi*] = ©(1/K).  37)
If n € (—1,0], for any &, we can write that

1

E[SINRk]§E< 2) whp. (38

by considering the event |Gp? < K? occurring
w.h.p., and choosing § close to 0. Denote W_;, :=
Wi.. . Wi Wiy .. . Wg]™ € CE-DX (n, > K), then

1 -
o7 2 |Gl =

1 - 1 =n -
—2||H;€W_k\|2 = —ZHkWikW_ka
o o

1#£k

K—1
1 - -
= SHUAU'H, = iAT: = 3 AilJial
i=1
where A = diag(A1 ... Ax— 1) with >, \; = K — 1 and J is

identically distributed to Hy /0. Given {); } %

is the sum of K — 1 independent exponential random variables,
each of mean \;, i =1,..., K — 1. From (38), we can derive

1
E [SINRg] < — (39)
| | pt+o? Eilill)‘il‘]k7i|2‘|
1 1
- E (40)
— K— —1
K=l _‘72 e Zi:ll ((I(Til)«y2 + Ai“]k’ip)
1 1
< FE . 41)
- K— -1 K—1
K&l iniy ((KP_W + /\i\Jk,iIQ)
.-
K-1 K—1
1 1
= T2k = (42)
(K —1)0? g ( (Kzlll)az + )\ile,i|2> |
K-1
1 1 1
< E — (43)
(K-1)o? K —1 ; ®ene + Ai|Jk,i|2]
1 1
= E = (44)
(K —1)o? l (Kp—11)g2 + /\|Jk|2]

where the expectation is over both {);} and {J;}. In (41)

. and (43) we apply the AM-GM inequality and in the last line,

J} is exponentially distributed with mean 1. Then

1 1
E[SINR; | \] < E,,
(K =1)o* "\ g5z + Akl
(45
—1
B 1 exp ((Kfna%\) . p !
(K —1)0? A 'K = 1)o2A
(46)
where Ei(z) = [ “dt is the exponentlal integral

function with the property i1e7In (1—|— 2) < Ei(z) <
e "In(1+ 1). Hence in large K regime, E; (ﬁ
scales as © <log ((K;%)f’rz’\)) = (n + 1)©(log(K)), and

exp (ﬁ) goes to 1. Thus, we have
E[SINRg | A] < (n+ 1)©(log(K)/K) 47

for all realization of A. This holds for E [SINRy] in general.
Substituting the bounds (37) and (47) of E [SINRy] and (36)

of E { SINRy, ] to (32), (31) is proved.

T+SINRy,
2) Increasing per-user power regime 1 > 0: In this regime,

p = O(K") for some n > 0, 0> = O(p~!) = O(K~"). We
shall show the following scaling, in consistence with (30)

O(K" %) > Ry > O(K"71), if1>n>0
loglog(K) + O(1) > Rym > O(1), ifn=1
(n =1+ ¢)log(K) + O(1) > Rym > (n — 1) log(K)
+0(1), ifn>1
(48)

for any ¢ > 0.



First we derive the bounds for E [SINR;]. By the same

SINRy,
T+SINRy

o=/ 1n(2)
p~l+ (K —1)02
2

argument as with E { ], we have

E [SINRy] > >O(K"Y)  (49)

since both p~! and o2 scale as O(K~

following is still valid in this regime

E [SINRy, | A

- m o ((K ffym) - ((K f11)0”) |

In the righthand side, when K is large, m scales as
—1 —1

O(K"1), exp ((wa) (Kfm)
scales as O(log(K)). Consequently, E[SINRy |A] <
O(K" tlog(K)) < ©(K"~*%) for any ¢ > 0. This holds
as an upper bound for E [SINRy] also.

Hence, O(K"~17%) > E [SINRy] > O(K"~!) for any ¢ >
0. For Rsym, we look at three following cases.

e 0 <n < 1: E[SINRy] vanishes as K is large. Again, we

have the bounds

SINRy Reym
< <
[1 + SINRJ = In(2) E[SINRy].

7). In addition, the

goes to 1, and E;

(50)

where

SINR,,
1+ SINR;,

9—1/1n(2)
Tyl l4 (K -

=O(K" ).
(51

1)o?

Hence O(K"~1+%) >
e = 1: Oog(K)) > E[SINRy] > O(1), ]
scales up with K and loglog(K)+O(1) > Rym > O(1)
e 7 > 1: E[SINRy] scales up and (n — 1 + ¢)log(K) +
O(1) = Rym > (n— 1) log(K) + O(1).
Hence (48) is proved. It and (31) constitute the refined scaling
(30) of Ryym.
B. Proof of Lemma 2
When n; = 1, ming{SNR\”} = Pmin;{|[H;|?}. As
we assume i.i.d. Rayleigh fading channel, miny {||Hy|?} is
the minimum of K independent exponentially distributed
random variables each with mean 1. Then ming {|[Hy||?} is also
exponentially distributed with parameter Z{{ 1 = K. Hence
min, {SNR 0)} exponentially distributed with mean P/K.
Now we consider ny > (1 + ) log(K) for any d > 0. First,
we compute the upper bound for ming I

Ryym > O(K"71).
I [SINRy,

. Applying the

ne

[Hg[[* k”

Chernoff bound to the random variable , we can show

that for any v > 0 and any €

2 —MNy¢
('Ii’“t” > 1+e> < ev(+e) (1 - :) . (52)

t
Choosing the value of v which minimizes the upper bound,
which is v = ntﬁ for € > 0, yeilds
2
<||Hk >1+ > < et (—etlog(1+e)) (53)
ng

This is used to bound the probability Pr (mlnk ”H" L1 >1+ e)

2
Pr (min H kH

>l14e] < eKm(—s-&-log(l-i-e)) (54)
k n¢ -

This probability vanishes for any € > 0 such that —e + log(1 +
€) < 0, or equivalently € > 0. Thus

2
lim Pr (min B

<1+e> =1 for any € > 0. (55)
K—oo k n¢

Now we compute the lower bound for miny [L:0 H

the Chernoff bound again to yeild

H 2 —nt
Pr ( k” <1-— 6) < eu(l—‘re) (1 + V) (56)
Tt T

for any v > 0 and any e. Then with the optimal v = n; =
for ¢ < 1, which minimizes the above upper bound, we have

H 2
Pr(n 2
Ny

Hence we obtain the bound for Pr (mmk HHkll <1-— e)

. We apply

_ 6) < ent(e—i-log(l—e)). (57)

2
Pr (min ”Hk” <1-— 6) <1-— (1 _ ent(e-l-log(l—e)))K
k ¢

(58)
< Kent(e—‘rlog(l—e)). (59)
where for the last line we use the fact that (1 —z)% > 1— Kz
for any x € (0, 1) and consider the set {€ : e+log(1—¢) < —1}.

The infimum of this set is €y ~ 0.8414. Then

H 2
Pr <min M <1- eo> < Ke™™
k Tt

< Kef(lﬁ*ts)log(K) _ K*ﬁ. (60)

This probability vanishes as K grows since § > 0 by
assumption. Hence we can write that

H 2
lim Pr (min”k” >1— 60> =1. 61)
k Tt

K—oo

The (55) and (61) constitute (16) and conclude the proof.
C. Proof of Lemma 3

A more refined asymptotic analysis of Ry is as follows

7 nlog(K) + O(1), if ng =1,

0 =
(n+ 1) log(K) + O(1), Q(log(K)).

First, when n, = 1, mink{SNR,(cO)} is exponentially dis-

tributed with mean P/K from Lemma 2. Then

62
if ne = ( )

Ry=E {log (mkin{SNR,g“})] +0(1) (63)
E |In ( min SNR(O)

et

= W +0(1) (65)

= nlog(K) + O(1) (66)



in; { SNR(®
where we use the fact that In (W) =

In (mink{SNR;‘”}) — In(P/K) follows the GEV(0, —1,0)
distribution with mean —1), with v the Euler’s constant.

Next we consider the case ny = Q(log(K)). It follows from
(16) in Lemma 2 that

Ro € [log(1 + P(1 —€)),log(1 + P(1 +¢€))] whp. (67)

where €y ~ 0.8414 and € > 0 can be arbitrarily small. Thus
Ry =log(P)+ O(1) = (n+ 1) log(K) + O(1).

D. Asymptotic behaviors of Rypi.c and Ry, in large K regime

From the scaling of Rsym and R, given in Lemma 1 and
Lemma 3, respectively, we can have the symptotic behaviors
of Rynic and Ry when K is large in some regimes of the
total power P as follows.

o Power-limited regime: P = O(1),0% = O(1)

Rue =0(3=—), (68)
Riuue =0 (1—|—Km> . (69)
1-m
« Fixed per-user power: P = O(K),0? = O(1)
Ruie =0(7—). 10)
Ruae = = og(K) + O(1). 1)

o Increasing per-user power: p = O(K"),02 = O(K~")

R O(2-K"), ifn<1
T 25— DK log(K) +0(1), ifn>1
(72)
1+ K
Rie = =5+ 1) log () + O(1). 73)

These scalings are straightforward since Ry and Ry are
linear functions of Ry, and Ry, respectively.

E. Proof of Proposition 2

Recall that P = O(K"*1). Let P — Py = O(K#*) for
some 3 <. Then Py = ©(K"*!) and % =O(K’), k=

1,..., K. Then the Proposition 2 can be interpreted as follows.

The value of 8 which achieve the optimal scaling of Ry is

5 1, ifne{—Lllm;, .

n, if g e (ﬁ,oo

First, we notice that for a given 7, we have no interest of
letting the private power decrease with K, i.e. 8 < —1. Thus,
we look into the following regimes and can derive the scaling
of RMX ~and RMX by using the Lemma 2 and establishing
the upper and lower bounds as in the proof of Lemma 1 and

Lemma 3. Details are omitted here for brevity.

1) Non-increasing per-user total power regime n € [—1,0]:
In this regime —1 < 3 <7 <0, 02 = O(1). Then as K — oo

, 1
Ry = © (> ) (75)
1—-m
mix 1+ Km _
ue = T log(1+ K" %) +0(1). (76)

We see that in this regime, the private rate is negligible to the
common rate and has no contribution to the scaling of Rpix.
In addition, the scaling of RMX is decreasing with 3. Hence
the optimal value of 3 is —1.

2) Increasing per-user total power regime 1 > 0: In this
regime, the total power per user P/K scales up with K. We
consider two sub-regimes in term of per-user private power,
and derive the local optimal rate in each sub-regime as follows.

a) Non-increasing per-user private power regime —1 <
B < 0: In this sub-regime, the CSIT error is still 02 = O(1).
The scaling of R™X and R™X is

mul-c uni-c
: 1
ri =0 (). an)
1—m
ix 1+ Km
mul-c = ﬁ(n — fB)log(K) + O(1). (78)

Again, we see that the private rate R™* is dominated and does
not contribute to the scaling of the total sum rate. The scaling
of BT . still decreases with 8. Hence the local optimal value
of 3 in this case is —1 and the local optimal sum rate is

1+ Km

Rmix:
1—-m

(n+1)log(K) + O(1). (79)

b) Increasing per-user private power regime n > 3 > 0:
In this sub-regime, the estimation error decreases with %
—1 L
as 02 = O((£52) ) = ©(K 7). The scaling is

1 g8 -
Rﬁicz{@<1mK)’ H0<fsl
(5= DK log(K) +0(1), i 5> 1
(80)
; 1+ K
M = T = (5 - 1)) log(K) +0(1). 8D

We can see that, provided that m is nonzero and fixed, the
private rate is still dominated by the common rate if 0 < § < 1.
The scaling of R is independent of 3 given that 0 < 3 < 1

and increasing with 5 given that 1 < 8 < 7. Hence, the local
optimal § in this case is 77 and the local optimal sum rate is

Lm (7 — DK + (1+ Km)]log(K) + O(1).

leX - 1 _
(82)
Comparing two local optimal rates (79) and (82), we have
the global optimal /3 in increasing per-user total power regime
is —1if0<n< - andnifn> 1.
Finally, by summarizing the optimal § in the two regimes
above, we conclude the proof.



