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Abstract

Let k be an integer. Two vertex k-colorings of a graph are adjacent if they differ on exactly
one vertex. A graph is k-mixing if any proper k-coloring can be transformed into any other
through a sequence of adjacent proper k-colorings. Jerrum proved that any graph is k-mixing if
k is at least the maximum degree plus two. We first improve Jerrum’s bound using the grundy
number, which is the worst number of colors in a greedy coloring.

Any graph is (tw + 2)-mixing, where tw is the treewidth of the graph (Cereceda 2006). We
prove that the shortest sequence between any two (tw+2)-colorings is at most quadratic (which
is optimal up to a constant factor), a problem left open in Bonamy et al. (2012).

We also prove that given any two (χ(G)+1)-colorings of a cograph (resp. distance-hereditary
graph) G, we can find a linear (resp. quadratic) sequence between them. In both cases, the
bounds cannot be improved by more than a constant factor for a fixed χ(G). The graph classes
are also optimal in some sense: one of the smallest interesting superclass of distance-hereditary
graphs corresponds to comparability graphs, for which no such property holds (even when
relaxing the constraint on the length of the sequence). As for cographs, they are equivalently
the graphs with no induced P4, and there exist P5-free graphs that admit no sequence between
two of their (χ(G) + 1)-colorings.

All the proofs are constructivist and lead to polynomial-time recoloring algorithms.
Keywords: Reconfiguration problems, vertex coloring, treewidth, distance-hereditary, co-

graph, grundy number.

1 Introduction

Reconfiguration problems (see [13, 16, 17] for instance) consist in finding step-by-step transfor-
mations between two feasible solutions such that all intermediate results are also feasible. Such
problems model dynamic situations where a given solution is in place and has to be modified, but
no property disruption can be afforded. In this paper our reference problem is vertex coloring.

In the whole paper, G = (V,E) is a graph where n denotes the size of V and k is an integer.
For standard definitions and notations on graphs, we refer the reader to [12]. A (proper) k-coloring
of G is a function f : V (G)→ {1, . . . , k} such that, for every edge xy, f(x) 6= f(y). The chromatic
number χ(G) of a graph G is the smallest k such that G admits a k-coloring.

Two k-colorings are adjacent if they differ on exactly one vertex. The k-recoloring graph of G,
denoted Rk(G) and defined for any k ≥ χ(G), is the graph whose vertices are k-colorings of G,
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Figure 1: [8] A complete bipartite minus a matching. If ui, vi are given the same color, no vertex
can be recolored.

with the adjacency defined above. Note that two colorings equivalent up to color permutation are
distinct vertices in the recoloring graph. The graph G is k-mixing if Rk(G) is connected. Cereceda,
van den Heuvel and Johnson characterized the 3-mixing graphs and provided an algorithm to
recognize them [9, 10]. The easiest way to prove that a graph G is not k-mixing is to exhibit a
frozen k-coloring of G, i.e. a coloring in which all vertices are adjacent to vertices of all other colors.
Such a coloring is an isolated vertex in Rk(G).

Deciding whether a graph is k-mixing is PSPACE-complete for k ≥ 4 [7]. The k-recoloring
diameter of a k-mixing graph is the diameter of Rk(G). In other words, it is the minimum D for
which any k-coloring can be transformed into any other through a sequence of at most D adjacent
k-colorings. The mixing number of G is the minimum integer m(G) for which G is k-mixing for
every k ≥ m(G). It can be arbitrarily larger than the minimum k for which G is k-mixing [8]
(thus arbitrarily larger than its chromatic number). Indeed, for complete bipartite graphs minus
a matching, the chromatic number equals two, any 3-coloring can be transformed into any other
through a linear sequence of 3-colorings if there are at least four vertices on each side of the
bipartition, and the mixing number is arbitrarily large (see Fig. 1). Throughout the paper, our
goal is to determine bounds on the mixing number of graphs and prove that the corresponding
recoloring diameter is polynomial. Note that there exists a family of graphs for which there are two
colorings that can be transformed one into the other but not through a polynomial sequence [7].

Jerrum [18] proved that m(G) ≤ ∆(G) + 2, where ∆(G) denotes the maximum degree of G.
Let x1, . . . , xn be an order O on V . We denote by N(v) the neighborhood of x. In the greedy
coloring C(G,O) of G relative to O, every xi has the smallest color that does not appear in
N(xi)∩ {x1, . . . , xi−1}. Introduced in [11], the grundy number χg(G) is the maximum, over all the
orders O, of the number of colors used in C(G,O). So χg(G) is the worst number of colors in a
greedy coloring of G. In Section 3, we prove that any graph G is (χg(G) + 1)-mixing in linear time.
The corresponding diameter is at most 4 · χ(G), and we give a polynomial-time algorithm to find
a sequence of length at most 2 · χg(G).

Theorem 1. For any graph G, if k ≥ χg(G) + 1, then G is k-mixing and the k-recoloring diameter
is at most 4 · χ(G) · n.

Theorem 1 improves Jerrum’s bound since χg(G) ≤ ∆(G) + 1 and can be arbitrarily smaller,
on stars for instance.

Besides, the bound is tight on complete bipartite graphs minus a matching [8] (see Figure 1).
Indeed, m(G) = ∆(G) + 2 = χg(G) + 1 since if both ui and vi are given the same color for every
i, the resulting coloring is an n-coloring for which no vertex can be recolored. However, m(G)
is not lower-bounded by a function of χg(G) since for any k, some tree Tk satisfies χg(Tk) = k
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and m(Tk) = 3 [3]. In addition, unlike the maximum degree, the grundy number is NP-hard to
compute [21].

Given a graph G and an integer k, it is NP-complete to decide if tw(G) ≤ k [2]. Nevertheless,
for every fixed k, there is a linear-time algorithm to decide if the treewidth is at most k (and find a
tree decomposition) [4]. Graphs of treewidth k, being k-degenerate, are (k+2)-mixing [8]. However,
the best upper-bound known on the recoloring diameter is exponential. In Section 4, we prove that
the recoloring diameter is polynomial for bounded treewidth graphs, a problem left open in [6].

Theorem 2. For every graph G, if k ≥ tw(G)+2, then G is k-mixing and its k-recoloring diameter
is at most 2 · (n2 + n).

Section 4 is devoted to a proof of Theorem 2, which is independent from Theorem 1. The
quadratic upper bound on the recoloring diameter was known for chordal graphs [6], but its gen-
eralization to bounded treewidth graphs was left open. As shown in the case of chordal graphs [6]
(which is a subclass of graphs of treewidth χ(G)−1), the mixing number is tight, and the recoloring
diameter is tight up to a constant factor. The existence of a polynomial recoloring diameter in the
case of k-degenerate graph is still open and will be discussed in Section 6. A sketch of the proofs
of Theorem 1 and 2 were published in the extended abstract of LAGOS’13 [5].

The last main results of this paper deal with cographs and distance-hereditary graphs. The
class of cographs is the class of P4-induced free graphs, i.e. the class of graphs that do not contain
a path on four vertices as an induced subgraph. By Theorem 1, we obtain the following:

Corollary 3. For every cograph G, if k ≥ χ(G) + 1, then G is k-mixing and its k-recoloring
diameter is at most O(χ(G) · n).

Indeed, the grundy number of cographs is equal to their chromatic number [14]. Recall that
cographs are P4-free graphs. Can we generalize this result to the class of Pk-free graphs for any
fixed k? It is easy to answer negatively to this question by observing that complete bipartite graphs
minus a matching (see Fig. 1) are P6-free graphs and that the mixing number of such graphs is
arbitrarily large. We can build an ad-hoc P5-free graph with chromatic number 4 which is not
5-mixing (see Fig. 2). In fact, we can even build a family (Gk)k≥3 of P5-free graphs that admit
both a (k+ 1)-coloring and a frozen 2k-coloring, as follows. Take a clique {u1, u2, . . . , u2k}, remove
all edges (ui, uk+i), add for all i a vertex vi adjacent to all the uj ’s except ui. We obtain a (k+ 1)-
coloring αk by setting αk(ui) = αk(uk+i) = i for all 1 ≤ i ≤ k and αk(vi) = k+ 1 for all i such that
vi exists, and a frozen 2k-coloring βk by setting βk(ui) = i and βk(vi) = βk(ui) for all 1 ≤ i ≤ 2k.
Not all edges are necessary, but it is easier that way to verify that there is indeed no induced P5.

Note that, since the 3-recoloring diameter of the class of induced paths is quadratic [6], only
graph classes excluding long paths can have a linear recoloring diameter. Corollary 3 ensures that
P4-free graphs admit a linear recoloring diameter. So we raise the following question: does the
class of Pk-free graphs with mixing number χ(G) + 1 have a linear recoloring diameter?

Using a slight generalization of cographs, we finally prove in Section 5 that distance-hereditary
graphs admit a quadratic recoloring diameter.

Theorem 4. For every distance-hereditary graph G and every k ≥ χ(G) + 1, the graph G is
k-mixing and it recoloring diameter is at most O(k · χ(G) · n2).
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(b) A frozen 5-coloring.

Figure 2: A P5-free graph that is 4-colorable and not 5-mixing.

Once again, since distance-hereditary graphs contain long paths, the upper bound on the recol-
oring diameter is optimal up to a constant factor. Since the mixing number of complete bipartite
graph minus a matching is not bounded by a function of the chromatic number, neither is it the case
for any graph class containing them, thus for comparability graphs, perfectly orderable graphs, and
then perfect graphs, answering a question of [6]. Considering that comparability graphs form the
smallest interesting superclass of distance-hereditary graphs, Theorem 4 is in some sense optimal
with regards to the graph class, as it is optimal as to the bound on the recoloring diameter.

Finally note that all our results are also algorithmic. Indeed each proof can be adapted into
a polynomial-time algorithm that will find a short recoloring sequence. The one exception is for
bounded treewidth graphs. Indeed determining the treewidth of a graph is an NP -hard problem.
Nevertheless, for every fixed k, deciding whether the treewidth of the graph is at most k (and if so,
producing a corresponding tree decomposition) can be done in linear time [4].

2 Preliminaries

Let us first recall some classical definitions on sets. Let X and Y be two subsets of V . The set
X \ Y is the subset of elements x ∈ X such that x /∈ Y . By abuse of notation, given a set X and
an element x, X \ x denotes X \ {x} and {x} will sometimes be denoted by x. The size |X| of X
is its number of elements.

Let G = (V,E) be a graph. For any coloring α of G, we denote by α(H) the set of colors used
by α on the subgraph H of G. The neighborhood of a vertex x, denoted by N(x) is the subset of
vertices y such that xy ∈ E. The length of a path is its number of edges. The distance between
two vertices x and y, denoted d(x, y), is the minimum length of a path between these two vertices.
When there is no path, the distance is infinite. The distance between two k-colorings of G is
implicitely the distance between them in the recoloring graph Rk(G). Let us first recall a classical
result on recoloring.

Lemma 5. If k ≥ n + 1, any k-coloring of Kn can be transformed into any other by recoloring
every vertex at most twice.
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Proof. Let α, β be two colorings of Kn. Assume Kn is initially colored in α. We plan to recolor Kn

into β while recoloring each vertex at most twice. Let D be the digraph on n vertices with an arc
xy if y is currently colored in β(x). Informally xy is an arc if the current color of y prevents the
recoloring of x into its final color (in β). The coloring of Kn is proper at any time: no two vertices
are colored identically, so d+(x) ≤ 1. The same argument holds for β, so d−(x) ≤ 1. Hence D is a
disjoint union of directed paths and of circuits.

We recolor every directed path as follows. Let x0, x1, . . . , xk be a directed path. Then d+(xk) =
0, and we can recolor xk into its final color in β. Then d+(xk−1) = 0, and we recolor xk−1 into its
final in β. We repeat that operation until x0 is recolored. Now every vertex of the directed path is
an isolated vertex in D, since no two vertices are colored identically in β.

Let x0, x1, . . . , xk, x0 be a circuit. Since k ≥ n+ 1, x0 can be recolored with a free color. After
this recoloring, we have d+(xk) = 0, so x0, . . . , xk becomes a directed path, which we recolor as
such. We then recolor x0 into β(x0). Now every vertex of circuit is an isolated vertex in D. We
repeat that operation until no circuit remains in D. Since we already recolored every directed path
and D was initially a disjoint union of directed paths and circuits, the clique Kn is now colored in
β.

3 Mixing number and grundy number

This section is devoted to a proof of Theorem 1, which is derived from the following lemma.

Lemma 6. Let G be a graph on n vertices, and k ≥ χg(G) + 1 > `. For any k-coloring α of G and
any grundy `-coloring β of G, we have d(α, β) ≤ (2 · `− 1) · n.

Proof. Let us prove it by induction on `. If ` = 1, G has no edge and in n steps, we can transform
α into β. Assume now that ` ≥ 2. For any integer i and any coloring c, V c

i is the set of vertices of
color i in c. Iteratively on i from 1 to `, we recolor the vertices of V α

i with the smallest color for
which the coloring is still proper. The resulting coloring γ of G is the greedy coloring relative to
the order V α

1 , V
α
2 , . . . , V

α
` . Hence γ is an (at most) χg(G)-coloring. In addition, d(α, γ) ≤ n, since

no vertex is recolored twice. Since no vertex is colored with χg(G) + 1 in γ and k ≥ χg(G) + 1,

we recolor vertices of V γ
1 \ V

β
1 with color χg(G) + 1. We then recolor vertices of V β

1 with 1 if

needed. The resulting coloring δ satisfies V δ
1 = V β

1 . In addition, d(γ, δ) ≤ n, since no vertex is

recolored twice. Let us now prove that the induction hypothesis holds on G′ = G(V \ V β
1 ) with

k − 1, ` − 1, δG′ and βG′ . We have χg(G
′) < χg(G). Indeed, assume that there is an order O on

V \ V β
1 such that χg(G

′) = χg(G). Consider the order O′ = (V β
1 ,O) on V . Every vertex of O has

a neighbor on V β
1 (since β is grundy), so the greedy coloring relative to O′ needs χg(G) + 1 colors

for G, a contradiction. We also have `− 1 ≤ χg(G
′). Indeed, for O the order on V corresponding

to β, the greedy coloring of G′ relative to O \ V β
1 requires at least ` − 1 colors. So we can apply

the induction hypothesis on G′ with k − 1, ` − 1, δG′ and βG′ (the color 1 is forgotten, thus a
greedy coloring will start with color 2, and βG′ is an ` − 1 grundy coloring of G′). This ensures
that G′ can be recolored in (2 · (` − 1) − 1) · |V (G′)| ≤ (2 · (` − 1) − 1) · n steps. Consequently,
d(α, β) ≤ d(α, γ) + d(γ, δ) + d(δ, β) ≤ (2 · `− 1) · n.

Finally, we consider a graph G on n vertices, an integer k ≥ χg(G) + 1, and two k-colorings α1

and α2 of G. By definition of the chromatic number, we know there exists a grundy χ(G)-coloring
β of G. Since, d(α1, α2) ≤ d(α1, β) + d(β, α2), Lemma 6 ensures that d(α1, α2) ≤ 4 · χ(G) · n.
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However, finding a grundy χ(G)-coloring of G is NP-complete. For a polynomial-time algorithm,
we can derive from α2 a grundy coloring δ in at most n steps, and apply Lemma 6 on α1 and δ, to
obtain that d(α1, α2) ≤ 2 · χg(G) · n.

4 Bounded treewidth graphs

The aim of this section is to prove Theorem 2. A tree is a connected graph without cycles. To
avoid confusion, its vertices are called nodes. A tree decomposition of G is a tree T such that:

• To every node u of T , we associate a bag Bu ⊆ V .

• For every edge xy of G, there is a node u of T such that both x and y are in Bu.

• For every vertex x ∈ V , the set of nodes of T whose bags contain x forms a non-empty subtree
in T .

The size of a tree decomposition T is the largest number of vertices in a bag of T , minus one. The
treewidth tw(G) of G is the minimum size of a tree decomposition of G.

A chordal graph is a graph that admits a perfect elimination ordering: that is, the vertices of
the graphs can be ordered v1, v2, · · · , vp in such a way that the neighborhood of any vertex vi in
{v1, v2, · · · , vi−1} forms a clique. Any chordal graph G admits a tree decomposition whose bags
are the maximal cliques of G.

Actually, any tree decomposition of a graph G can be viewed as a chordal graph H with vertex
set V (G) that admits G as a subgraph (H is a supergraph of G). Informally, we transform step-by-
step any (tw+ 2)-coloring of a graph into a (tw+ 2)-coloring of a ”good” chordal supergraph with
the same treewidth.

We first introduce particular tree decompositions, called complete tree decompositions. In such
decompositions, all the bags have exactly the same size and any two adjacent bags differ on exactly
one vertex. Two vertices are parents if their subtrees are, in some sense, adjacent. A V -coherent
coloring is a coloring where parents are colored identically, i.e. a coloring of the vertices that is
compatible with the chordal supergraph corresponding to the complete tree decomposition.

The proof is divided into two parts. First we prove that the distance between V -coherent
colorings is linear. We then prove that any coloring can be transformed into a V -coherent coloring
with a quadratic number of recoloring steps as long as the number of colors is at least tw(G) + 2.

4.1 Families

A tree decomposition T of a graph G is `-complete when every bag has size ` + 1 and any two
adjacent nodes u, v satisfy |Bu ∩ Bv| = `. In other words, for every edge uv of T , there exists a
vertex x such that x = Bu \ Bv. For any subtree T ′ of T , BT ′ denotes ∪v∈T ′Bv. Let X ⊆ V . The
tree decomposition T [V \X] is the same tree as T except that the bag of every node u is Bu \X,
and that every edge uv of T is contracted if Bu \X ⊆ Bv \X. In Fig. 3, the full-line edges subtree
is T [V \ {x4, x5, x6, x7, x9}]. The following remark is an immediate consequence of the definition of
complete tree decomposition.

Remark 1. Any connected subtree of an `-complete tree decomposition is still `-complete.
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Figure 3: A 1-complete tree decomposition T .

A baby is a vertex of V that appears in exactly one bag Bu, where u is a leaf of T . Note that
all the neighbors of a baby x are in Bu. In Fig. 3, vertex x8 is a baby.

Remark 2. Let T be an `-complete tree decomposition. If x is a baby then T [V \ x] is `-complete.

Proof. Let u be the unique node whose bag contains x. Then the only modified bag in T [V \ x]
is Bu. Let v be the father of u in T . Since T is complete, Bu \ Bv = x in T , so the edge uv is
contracted in T [V \ x]. Therefore T [V \ x] is exactly T \ u which is `-complete by Remark 1.

We first prove that every graph admits complete tree decompositions. Then we derive from it
the notion of parents and family between vertices of G.

Lemma 7. For every graph G, if n−1 ≥ ` ≥ tw(G) then G admits an `-complete tree decomposition.

Proof. By definition of tw(G), the graph G admits a tree decomposition T whose every bag has
size at most `+1. We can assume w.l.o.g. that no bag is contained in another in T : if two adjacent
nodes u, v in T verify Bu ⊆ Bv, then the edge uv can be contracted.

We build inductively an `-complete tree decomposition Tc of G such that every bag of T is
contained in a bag of Tc.

If n = `+1, then the tree decomposition consisting of a single node with bag V (G) is `-complete.
If n ≥ `+ 2, then T has at least two nodes since every vertex is contained in at least one bag.

Let u be a leaf of T and v be the neighbor of u. Since no bag is contained in another in T , there is
a vertex x in Bu \Bv. Note that x is a baby. Otherwise the subset of nodes whose bags contain x
would not be a subtree of T since x /∈ Bv and v is the unique neighbor of u in T . Let T ′ = T [V \x].

By induction hypothesis, G \ x admits an `-complete tree decomposition T ′c where every bag of
T ′ is contained in a bag of T ′c. So some node w of T ′c satisfies (Bu \ x) ⊆ B′w. Since |B′w| = `+ 1 ≥
tw(G) + 1, some vertex y of B′w is not in Bu. We consider Tc built from T ′c by adding a leaf u′

attached on w whose bag is (B′w ∪ x) \ y. Then Tc is an `-complete tree decomposition of G with
the required property with regards to T .

Let T be a complete tree decomposition. Note that |Bu \Bv| = |Bv \Bu| = 1 for every edge uv.
Two vertices x, y ∈ V are T -parents if there are two adjacent nodes u, v of T such that x = Bu \Bv,
and y = Bv \ Bu. In other words, vertices x and y are T -parents if the subtree of the nodes
containing x in their bags and the subtree of the nodes containing y in their bags do not intersect,
but are connected by an edge (uv in this case). When no confusion is possible we will use the term
parents instead of T -parents. Also note that the notion of parents is symmetric: if x is a parent of y

7



then y is a parent of x. The family relation is the transitive closure of the parent relation. A family
is a class of the family relation. In Fig. 3, the families are {x1, x4, x5, x6, x8} and {x2, x3, x7, x9}.
The partition of V induced by the families is called the family partition. In Fig. 3, vertices x2 and
x3 are parents.

Remark 3. The family partition of any `-complete tree decomposition exists and is unique. Each
family contains exactly one vertex in every bag. So there are `+ 1 families, which are stable sets.

Proof. By induction on T . If T has a single node u, then no vertex has a parent. So each family is
a single vertex. Assume T has at least two nodes. Let u be a leaf of T and v be its adjacent node.
Note that the family partitions of T are the extensions of those of T \ u. The vertices x = Bu \Bv
and y = Bv \ Bu are parents and y is the unique parent of x. Since u is a leaf of T , T \ u is still
`-complete by Remark 1.

By induction, Bv contains exactly one vertex of every family of the unique family partition of
T [V \ u]. Since Bu = (Bv ∪ x) \ y, and since y is the unique parent of x, we can uniquely extend
the partition by adding x in the family of y. Besides, in Bu there is exactly one vertex of each
family.

4.2 Coherent colorings

Let T be an `-complete tree decomposition of a graph G. A coloring α is X-coherent (relatively to
T ) if for every x, y ∈ X that are parents, α(x) = α(y) and for every bag B and every x ∈ X∩B, only
x is colored with α(x) in B. Note that since parents are non-adjacent in the graph by Remark 3,
coherent colorings can be proper. Note that a V (G)-coherent coloring is a proper `-coloring which is
in some sense canonical: given two V -coherent colorings, they differ only up to a color permutation.
Our recoloring algorithm consists in transforming any coloring into such a canonical coloring. Then
we can transform any V -coherent coloring into any other using the recoloring algorithm of the clique.

The subsection is organized as follows. First we define the notion of merging. Then we prove
that the distance between V (G)-coherent colorings is linear. And we finally provide some recoloring
lemmas regarding (V \Bu)-coherent colorings. All these tools will be used in Section 4.3.

Let G be a graph and C be a stable set. The merged graph on C is the graph G where vertices
of C are identified into a vertex z and xz is an edge if there exists a vertex y ∈ C such that xy is
an edge. A coloring γ of the merged graph can be extended on the whole graph by coloring every
vertex of C with γ(z). For any stable sets C1, C2, · · · , Cp with Ci ∩ Cj = ∅ for any i 6= j, the merged
graph on C1, C2, · · · , Cp is the graph obtained from G by merging successively C1, C2 · · · Cp.

Remark 4. Let C be a stable set. Let α′, β′ be two colorings of the merged graph on C and α, β be
their extended colorings. If α′ can be transformed into β′ by recoloring each vertex at most t times,
then α can be transformed into β by recoloring every vertex at most t times.

Proof. We just have to follow the recoloring process of α′ into β′. If the recolored vertex is not C,
then perform the same recoloring in the extended graph. Otherwise, recolor the vertices of C (one
after the other) into the new color of C in the extended graph. All the intermediate colorings are
proper since C is a stable set.

Remark 4 formalizes an easy fact: when there is a set of a same color, then we can consider it
as a single vertex.

8



Remark 5. Let T be an `-complete tree decomposition, let C be a stable set of G that belongs to
the same family and let G′ be the merged graph on C. If T [C] is connected, then for T ′ the tree
obtained from T by contracting any edge uv such that Bu and Bv differ only on vertices of C, T ′

is an `-complete tree decomposition of G′.

Proof. By induction on |C|.
If |C| = 1, G′ and T ′ are actually G and T , so the result holds.
If |C| = 2, since T [C] is connected, for C = {a, b}, a and b are parents. Let G′ be the merged

graph on {a, b} and T ′ be the tree obtained from T by contracting any edge uv such that Bu and Bv
differ only on vertices of {a, b}. The set of nodes of T whose bags contain a or b forms a non-empty
subtree of T , so the same holds of T ′. Then the tree T ′ is a tree decomposition of G′. The tree
decomposition is still `-complete since every bag of T ′ corresponds to (at least) a bag of T , and any
two adjacent nodes in T ′ correspond to two adjacent nodes in T .

If |C| ≥ 3, we consider a leaf a of T [C]. We apply the induction hypothesis with C \ {a}:
we obtain the graph G′ and the `-complete tree decomposition T ′. Let b be the vertex of G′

corresponding to C \ {a}. Note that b belongs to the same family as a. Since T [C] is connected, so
is T ′[{a, b}]. We apply the induction hypothesis on G′ and T ′ with {a, b}. The resulting graph G′′

and `-complete tree decomposition T ′′ are also the graph and tree decomposition that would have
been obtained by merging directly on C.

Lemma 8. Let k ≥ tw(G) + 2. If every k-coloring of G can be transformed into a V -coherent
coloring with at most f(n) recolorings, then the k-recoloring diameter of G is at most 2 · (f(n)+n).

Proof. Let α, β be two k-colorings of G. By assumption, there are two V -coherent colorings γα and
γβ such that d(α, γα) ≤ f(n) and d(β, γβ) ≤ f(n).

Let us prove that d(γα, γβ) ≤ 2n. By definition, all the vertices of a same family are colored
identically in γα. The same holds for γβ. Let G′ be the merged graph where every family is
identified into a same vertex. By Remark 3, the family partition is unique, so both γα and γβ are
extensions of γ′α and γ′β colorings of G′. Every pair of vertices of G′ have distinct colors in γα (and
in γβ). So G′ can be considered as a clique on tw(G)+1 vertices (since there are tw(G)+1 families).
Lemma 5 and Remark 4 ensure that d(γα, γβ) ≤ 2n. Since d(α, β) ≤ d(α, γα)+d(γα, γβ)+d(γβ, β),
Lemma 8 holds.

Let us first make some observations for the two forthcoming lemmas. Let T be a tree and u be
a node of T . We can consider that T is rooted on u. Then w is the father of v if vw is an edge
and v is not in the connected component of u in T \ w. The tree rooted on v, denoted by Tv, is
the connected component of v in T \ w. Note that if T is an `-complete tree decomposition, then
so is Tv for any v. Let us first prove some stability on (V \ Bu)-coherent colorings. This slightly
technical lemma is at the core of the recoloring algorithm.

Lemma 9. Let T be an `-complete tree decomposition rooted at u and let v be a node of T distinct
from u. Let α be a (V \Bu)-coherent coloring where color a does not appear in Bu.
If a vertex of Bv is colored with a, every bag of Tv contains a vertex colored with a.

Proof. Assume by contradiction that a node w of Tv does not contain a vertex colored with a in its
bag. Choose w in such a way w is as near as possible from v in T . Then the father w′ of w contains
a vertex y of color a. The vertex y is not in Bu since α(y) = a. Let z = Bw \Bw′ . We have z /∈ Bu
since z /∈ Bw′ and w′ is the father of w. So y and z are parents. Since α is (V \ Bu)-coherent, we
have α(y) = α(z). But α(y) = a, a contradiction.
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Lemma 10. Let k, ` be two integers with k ≥ ` + 2. Let T be an `-complete tree decomposition
rooted on u. Let α be a (V \Bu)-coherent k-coloring where some color a does not appear in Bu.

Then by recoloring every vertex of V \ Bu at most once, we can obtain a (V \ Bu)-coherent
k-coloring where no vertex is colored with a.

Proof. Let us prove it by induction on |T |. Given a subset of vertices X of V , two vertices are
in the same X-family if they are in the closure relation of the parents relation restricted to the
vertices of X (note that if X = V the two notions coincide). For every (V \Bu)-family C, we merge
all the vertices of C. Since the coloring is (V \ Bu)-coherent, it makes sense: all the vertices of
C were colored identically. By Remark 5, the resulting tree decomposition is still `-complete. By
Remark 4, recoloring the resulting graph suffices: the resulting coloring will be (V \ Bu)-coherent
in any case.

If ` = 0, then the graph has no edge. Color a can be eliminated by recoloring every vertex at
most once since the graph is a stable set.

If ` > 0, for every son v of u, we proceed as follows. If a vertex of Bv is colored with a then it
is necessarily the vertex Bv \Bu = y. We consider two cases depending on whether α(y) = a.

• Assume α(y) 6= a. Since Tv is smaller than T , by the induction hypothesis we can recolor BTv
without recoloring any vertex of Bv (and then of Bu), so as to obtain a (BTv \ Bv)-coherent
coloring with no vertex of color a.

• Assume α(y) = a. By Remark 3, every node of Tv contains exactly one vertex of the same
family as y. Since we merged on the families of V \ Bu, vertex y belongs to every node of
Tv. Thus Tv[BTv \ {y}] is an (`− 1)-complete tree decomposition of G[BTv \ {y}], and color a
does not appear on BTv \{y}. We remove color a from the set of k available colors. Since α is
(V \Bu)-coherent, it is in particular (BTv \Bv)-coherent. Take a color b that does not appear
on Bv. We apply the induction hypothesis on Tv[BTv \ {y}] with ` − 1, k − 1 and color b.
Every vertex of TBv \ Bv has been recolored at most once, and by assumption, neither color
a nor b appears on this set. We recolor y in b. Since y ∈ Bv, every vertex of TBv has been
recolored at most once, and color a does not appear in Tv.

By Remark 4, the resulting coloring is de facto (V \ Bu)-coherent. Every vertex has been
recolored at most once, no vertex of Bu has been recolored, and no vertex is colored in a.

4.3 Obtaining a V -coherent coloring

In order to prove Theorem 2, Lemma 8 ensures that we just have to transform any coloring into a
V -coherent coloring in at most n2 steps. We will consider the vertices one after the other and we
will try to obtain a coloring that is coherent when restricted to the vertices already treated. The
recoloring algorithm is detailed in the following lemma:

Lemma 11. Let T be a tw(G)-complete tree decomposition. For every `-coloring α of G, there is
a V -coherent coloring γα such that d(α, γα) ≤ n2.

Proof. The proof consists in a recoloring algorithm. We treat vertices one after the other, consid-
ering vertices that have at most one parent not yet treated. In other words, we treat babies of
the remaining tree-decomposition. Our invariant will ensure that, when X is treated, the current
coloring is X-coherent. When a new vertex x is treated, we just have to transform the current
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coloring in order to obtain a (X ∪ {x})-coherent coloring. At the end of the procedure, the whole
vertex set is treated, and then the current coloring is V -coherent.

Let us now describe more formally the invariants. The set Fi represents treated vertices at step
i. Initially, no vertex is treated, so F0 = ∅. The coloring ci is the current `-coloring at the end of
step i. Initially the coloring is α, so c0 = α. The invariants at the end of step i are:

(i) Fi−1 ⊂ Fi ⊆ V , and |Fi| = i.

(ii) T [V \ Fi] is a min(tw(G), |V \ Fi|)-complete tree decomposition of G \ Fi.

(iii) ci is an `-coloring of G obtained from ci−1 by recoloring vertices of Fi at most twice.

(iv) ci is Fi-coherent.

We proceed iteratively on i from 1 to n. Let u be a leaf of T [V \Fi] and x be a baby contained in
Bu. In Fig. 3, the node u is a leaf of T [V \{x4, x5, x6, x7, x9}] and x3 is the corresponding baby. We
want to add x in Fi. Denote by Fi+1 the set Fi∪x. By Remark 2 and since x is a baby, T [V \Fi+1]
is a complete tree decomposition. Thus (i) and (ii) are immediately verified. The following consists
in proving (iii) and (iv).

A residual component of T [V \ Fi] is a connected component of T \ T [V \ Fi]. Informally, a
residual component is a subtree of the tree decomposition containing at least one treated vertex.
A residual component of u is a residual component containing a node adjacent to u. Note that
vertices which appear in a bag of such a residual component are included in Fi ∪ Bu. In Fig. 3,
subtrees T ∗1 and T ∗2 are the residual components of u in T [V \ {x4, x5, x6, x7, x9}].

Let F be the union of the residual components on u. And let T ∗ be the subtree induced by
F ∪ u rooted on u. Let us consider the graph G′ restricted to the vertices of T ∗. Let a be a color
which does not appear in Bu. Note that the coloring ci restricted to G′ is (V (G′) \ Bu)-coherent.
Indeed, the vertices of V (G′) \Bu are in Fi, and the coloring α is Fi-coherent.

By applying Lemma 10, ci can be transformed into a (BT ∗ \Bu)-coherent coloring of G′ where
no vertex is colored with a. Every vertex of Fi is recolored at most once. Note that since vertices
of Bu are not recolored, the obtained coloring is proper on the whole graph. Since Bu is still in the
clique tree, it means that no vertex of Bu is in Fi. So if two vertices of Fi are parents, either they
are both in BT ∗ or none is in BT ∗ . So the resulting coloring is Fi-coherent.

At this point, the color a has disappeared from Tu and the coloring is V \ Fi-coherent. So all
the members of the family of x that are in Fi can be recolored with a, as the vertex x itself. Every
vertex is recolored at most once. Finally every vertex is recolored at most twice. So the resulting
coloring ci+1 satisfies conditions (iii) and (iv).

This operation is repeated until Fi = V , that is, i = |V |. When the last vertex is treated the
coloring is V -coherent by (iv). It follows from (iii) that to recolor G from α to γα = cn, it suffices
to recolor each vertex x at most 2 · (n− i+ 1), where i is the smallest such that x ∈ Fi. Thus, on

the whole, it suffices to make 2 · n(n+1)
2 = n2 + 2n recolorings. Actually, the analysis can be slightly

improved. Indeed, the vertex xi treated at step i is recolored at most once (since vertices of Bu
are not recolored in Lemma 10). Therefore, every vertex is recolored at most 1 + 2 · (n− i) times,
which finally ensures that d(α, γα) ≤ n2.

Note that the proof is totally algorithmic and runs in polynomial time (for a fixed number of
colors).
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5 Cographs and distance-hereditary graphs

In this Section, the notion of modules will be essential. Given a graph G, a subset X of vertices is
a module if, for every vertex y /∈ X then y is adjacent to either every vertex of X or none of them.
A subset X of vertices is a strong module if |X| ≥ 2 and for every module M of G, M and X are
either disjoint or contained one in the other. In this section, the total order on the colors is the
standard order on the integers.

Remark 6. For every graph, any three strong modules M1,M2 and M3 such that M1 (M2 (M3

satisfy χ(M1) > χ(M3).

Proof. Assume by contradiction that three strong modules M1,M2,M3 such that M1 ( M2 ( M3

satisfy χ(M1) = χ(M2) = χ(M3). There is no edge between any vertex x of M3 \M1 and y ∈M1.
Indeed otherwise x must be connected to every vertex of M1 since M1 is a module. And thus
χ(M3) ≥ χ(G[M1 ∪ x]) = χ(M1) + 1, a contradiction.

Therefore M3 \M1 is a module of G. Indeed, they have the same neighborhood in V \M3 since
M3 is a module and the same neighborhood in M1 since there is no edge beween M3 \M1 and M1.
Though, M3 \M1 strictly intersects with M2, a contradiction since M2 is a strong module.

Remark 7. For every graph G, every vertex x belongs to at most 2 ·χ(G) distinct strong modules.

Proof. Since every strong module containing x intersects any other on x, all of them are included
the ones into the others by definition of strong modules. Since the chromatic number of a module
is at most χ(G), Remark 6 ensures that x is contained in at most 2 · χ(G) strong modules.

5.1 Cographs and quasi-cographs

A graph G = (V,E) is a cograph [19] if it does not contain induced paths of length 4. Equivalently,
a graph is a cograph if:

• G is a single vertex.

• Or V can be partitionned into V1, V2 such that G[V1] and G[V2] are cographs and there is no
edge between any vertex of V1 and any vertex of V2.

• Or V can be partitionned into V1, V2 such that G[V1] and G[V2] are cographs and every vertex
of V1 is adjacent to every vertex of V2 (such an operation is called a join).

Note in particular that in the two last constructions, both subsets V1 and V2 are modules. In
addition, in the second (resp. third) construction, V1 is a strong module of G iff it is not the
disjoint union (resp. join) of two cographs. It follows that in a cograph, all the strong modules are
a single vertex or the disjoint union of strong modules, or the join of strong modules. The cographs
have been introduced in 1971 and have been extensively studied (see [1]).

A coloring c of a cograph G is said to be modular if for every strong module M of G that is
the disjoint union of p strong modules M1, . . . ,Mp, the coloring c uses a set S of exactly χ(G[M ])
colors on the set M , and every Mi is colored in c with the first χ(G[Mi]) colors in S. Partially
joining a clique D to a graph means taking a non-empty subset of D and joining it to the graph.

A quasi-cograph rooted in H, where H is a cograph, is the graph obtained by partially joining p
cliques D1, · · · , Dp to p modules C1, · · · , Cp of H such that no two Ci’s strictly overlap. By partially
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joining, we mean that some vertices of the clique are totally connected to the module and others
are not connected. Note that p may be equal to 0, so cographs are in particular quasi-cographs
rooted in themselves. Note also that two Ci’s might be identical. In other words, a quasi-cograph
is obtained from a cograph by adding pending cliques on non-strictly overlapping modules of the
cograph H (see Figure 4). Given a subset X of vertices of H, the vertices rooted in X are the
vertices of the quasi cograph which are not in H and connected to a vertex of X. By extension, a
modular coloring of a quasi-cograph is a coloring of it whose restriction to the underlying cograph
is modular.

Figure 4: An example of a quasi-cograph G. The three top vertices form a cograph H, and the
graph G can be seen as a quasi-cograph rooted in H, with Ci’s as circled in the figure. Note that
there may be multiple choices for H.

In order to prove the bounds on the mixing numbers of cographs and distance-hereditary graphs,
we will first prove a few recoloring properties on quasi-cographs. Before stating the recoloring
results, let us recall interesting properties of modules in cographs.

Claim 1. A cograph C that admits no non-trivial strong module is either a clique or a stable set.

Proof. By induction on |C|.

• If C is a single vertex, the result holds.

• If C is the disjoint union of two cographs C1 and C2. A non-trivial strong module of C1 (resp.
C2) is a strong module of C, thus by the induction hypothesis, both C1 and C2 are either a
clique or a stable set. Since C is not a stable set, assume w.l.o.g. that C1 is a clique (of size
at least 2). Then C1 is a strong module of C (indeed a module containing a strict subset of
C1 does not contain a vertex of C2), a contradiction.

• If C is the join of two cographs C1 and C2. Similarly, we can assume that C1 is a stable set,
which implies that C1 is a strong module of C, a contradiction.

We start with an easy lemma:
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Lemma 12. Let G = (V,E) be a quasi-cograph rooted in H and k ≥ χ(G) + 1. Every k-coloring
α of G can be recolored into a modular coloring γα with γα(H) ⊂ α(H) by recoloring every vertex
at most 4 · k · χ(G) times, while using no color on H beside α(H).

Proof. Then G is a graph obtained by partially joining p cliques D1, · · · , Dp to p modules C1, · · · , Cp
of H such that no two Ci’s strictly overlap.

Let M be a smallest strong module of H such that H[M ] is not modularly colored. Thus every
maximal strong module of H strictly included in M is modularly colored: we consider these strong
modules to behave as a clique (where each color class corresponds to a single vertex) which is
possible by Remark 4 (all the vertices of the same color class are merged which ensure that any
recoloring is still a modular coloring for these modules). If M was the join of p strong modules, it
is now a clique and its coloring is necessarily modular. Then M was the disjoint union of cliques
K1, . . . ,Kp. Since M is a strong module, every Cj that intersects M but does not contain it is
strictly included in M . Since Cj is a module, if Cj is strictly included in M then Cj is either strictly
included in some Ki, or is a union of Ki’s.

Let C be a minimal Ci included in M that is not minimally colored, or M itself if there is no
such Ci. The Ci’s strictly included in C are considered to behave as cliques (again, where each
color class is merged into a single vertex). We denote {K ′i}i the resulting (at least two) disjoint
cliques in C. Note that all the cliques partially joined to a strict subset of C are partially joined
to some Ci strictly included in C and thus to a subset of some K ′j . Let α1, α2, . . . , αq be the colors
used on C, in that order (i.e. with α1 < α2 < · · · < αq). For every j from 1 to χ(H[M ]), for each
K ′i with |K ′i| ≥ j, we pick a vertex ui,j that is colored with a color larger than α|K′i|, if any.

We then recolor if needed the pending cliques on some subset of K ′i in order to remove the color
αj from the neighborhood of ui,j , as follows. For a given clique K ′′ partially joined to a subset A
of K ′i, since K ′′ is partially joined to A, let B be the subset of K ′′ that is joined to A. If ui,j 6∈ A
or the color αj does not appear on B, we do not recolor anything. If ui,j ∈ A and there is a vertex
v ∈ B whose color is αj . Then, since we have k ≥ χ(G) + 1 and A ∪B is a clique, there is a color
γ that does not appear on A ∪ B. If there is a vertex w of K ′′ \ B that is colored in γ, we use
the same argument to say that there is a color δ that does not appear on K ′′. Now we recolor the
vertices as follows: w in δ, v in γ, ui,j and w in αj , and finally v in the initial color of ui,j (we
synchronize with other cliques partially attached to a subset of K ′i in order to match the recoloring
of ui,j). Note that neither v nor w will be recolored at a future step: the color of v is now greater
than α|K′i| and that of w now appears on A (note that ui,j will not be recolored at a future step).

Eventually, when step χ(H[M ]) is done, the only vertices that were recolored are in C or in a
pending clique joined to a subset of C, and each was recolored at most twice.

We repeat this operation until M is modularly colored. Since each vertex in M that is recolored
is recolored into a smaller color, each vertex is recolored at most k times. Then the vertices in the
pending cliques are recolored at most 2k times.

Now we repeat these operations until G is modularly colored. By Remark 7, every vertex will
be recolored at most 4 · k · χ(G) times.

It now remains to prove that a quasi-cograph can be recolored from any modular coloring to
any other. We say that two colorings c1 and c2 of a graph agree up to translation on a set X if, for
α1, · · · , αq the colors used by c1 on X, and β1, · · · , βr the colors used by c2, both in that order, we
have q = r and for any vertex u ∈ X, it holds that c1(u) = αi iff c2(u) = βi.
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Lemma 13. Let G = (V,E) be a quasi-cograph rooted in H and k ≥ χ(G) + 1. For any two
modular colorings γ1 and γ2 of G, and any color a 6∈ γ1(H), there exists a modular coloring c of G
such that c(H) = γ1(H), γ2 and c agree up to translation on V , and G can be recolored from γ1 to
c by recoloring each vertex at most 6 · χ(G) times, while using no color on H beside {a} ∪ γ1(H).

Proof. Then G is a graph obtained by partially joining p cliques D1, · · · , Dp to p modules C1, · · · , Cp
of H such that no two Ci’s strictly overlap.We build step-by-step a modular coloring c of G that
agrees up to translation with γ2 on V and does not use a on the Di’s. We consider G to be initially
colored in γ1. We recolor if needed the Di’s so as to remove the color a from them: this can be
done by recoloring each vertex at most once. We set c0 to be the resulting coloring.

At step j, let M be a smallest strong module on which cj and γ2 do not agree up to translation.
Remember that cj and γ2 are modular colorings, thus if M is the disjoint union of strong modules
N1, . . . , Np, then the colors used by cj on each Ni are exactly the χ(H[Ni]) smallest colors used by
cj on M , and the same stands for γ2. Combined with the fact that cj and γ2 agree up to translation
on each Ni, it yields that cj and γ2 necessarily agree up to translation on M . Then M cannot
be the disjoint union of strong modules, nor can it be a single vertex, so M must be the join of p
strong modules N1, . . . , Np. By assumption, cj and γ2 agree up to translation on each Ni. Then we
consider each Ni to behave just as a clique (each color class corresponds to a single vertex). Now M
is a clique. Let d be the coloring of M that is the translation of γ2 to the color set used by cj on M ,
while maintaining the order on the colors (i.e. the vertex of M colored with the smallest color in
γ2 is colored in the smallest color in d). By Lemma 5, we can recolor M from cj to d by recoloring
each vertex of M at most twice, while using no new color beside a. We recolor as necessary the
Di’s joined to some Ci ⊆M in the meanwhile, and then remove if necessary the color a from them:
each vertex need only be recolored at most three times. Let cj+1 be the resulting coloring of G.

By Remark 7, each vertex belongs to at most 2χ(G) strong modules. Then we are sure to
obtain a modular coloring that agrees up to translation with γ2 on V (H) at step 2χ(G) at most.
Consequently, recoloring each vertex 6χ(G) times is enough. Then we recolor as necessary the
cliques partially joined to H. This can be done by recoloring each vertex at most twice.

Let us now use it to prove Theorem 4.

5.2 Distance-hereditary graphs

Two vertices x, y are false twins if N(x) = N(y). In particular xy is not an edge. By symmetry,
two vertices x, y are true twins if N(x) ∪ x = N(y) ∪ y. Let us first define the distance-hereditary
graphs. A graph is distance-hereditary if for every pair of vertices x, y and for every pair of paths
P1 and P2 from x to y, the length of P1 equals the length of P2.

Theorem 14. [15] A distance-hereditary graph can be built from a unique vertex graph by operations
of false twins, true twins and adding a pendant vertex.

An order for which, at every step a vertex can be added by one of these three operations is
called a construction order. Remark that a cograph is a graph in which every connected component
is a distance-hereditary graph with diameter at most 2 [1].

Given a rooted tree T (i.e. a tree whose edges are oriented and such that there exists a node r
such that any node can be reached by a path starting on r), for any two nodes u, v of T , we say v
is the son of u if there is an arc from u to v in T . The node u is a leaf if u has no son.
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Lemma 15. Every distance-hereditary graph G = (V,E) admits an oriented tree T such that:

• A bag Bu is associated to every node u of T .

• Every vertex of G appears in exactly one bag.

• For every node u, G[Bu] is a cograph.

• For every arc uv of T , there exists a module Mu,v of G[Bu] such that Bv is completely (and
only) connected to Mu,v and such that for any two sons v, w of u, Mu,v and Mu,w are either
disjoint or included one in the other.

Proof. This tree can be inductively built out of the construction order as follows. When the graph
contains only one vertex, the tree contains only one node, which corresponds to the only vertex.
At each step, if the new vertex is the twin of some vertex u, then it is assigned to the node where u
belongs, and if it is a pendant vertex of u, a new node is created that contains only the new vertex,
and is incorporated in the tree as the son of the node where u belongs. Since a node is build via
operations of true and false twins, each node is a cograph.

Remark 8. Reciprocally, every graph for which such a tree exists is a distance-hereditary graph.

Sketch of the proof. Let us exhibit the complement of a construction order. If a leaf contains at
least two vertices, then delete one of them using false or true twin operations. Consider a leaf
x of the internal tree and let M be a minimum module (i.e. no other son of x has its module
strictly included in M). If M contains at least two vertices, one can delete one of them using twins
operations. If M is a single vertex, then the vertex of the leaf is a pending vertex.

For any distance-hereditary graph G, a modular coloring is a coloring of G such that for every
node u of T (G), the cograph G[Bu] is modularly colored.

Proof of Theorem 4. Let G be a connected distance-hereditary graph, and let k ≥ χ(G) + 1. We
prove Theorem 4 in two steps, as in the case of Theorem 2. We first introduce a few definitions.

Given a node u of T (G), we denote by Hu(G) the graph induced in G by the union of Bv’s such
that v is a node of the subtree of T (G) rooted in u. Given a node u of T (G), we say that u is a
quasi-leaf if Hu(G) is a quasi-cograph. Note that a node u of T (G) is a quasi-leaf if u is a leaf,
or if u is a node whose every son is either a leaf whose bag induces a clique or a node v with a
single son w such that both Bv and Bw induce a clique (in this case the clique Bv ∪Bw is partially
attached to Hu(G)). A maximal quasi-leaf in T (G) is a quasi-leaf u that is the son of no quasi-leaf,
and whose bag does not induce a clique or that is neither a leaf nor a node with a single son whose
bag induces a clique.

Let `(G) be the number of nodes in T (G) that are neither leaves nor non-maximal quasi-leaves.

Lemma 16. For any k-coloring α of G, there exists a modular coloring γα of G such that d(α, γα) ≤
(4 · k · χ(G) + 2) · n2. In particular, γα uses exactly χ(G) colors on G.

Proof. Let G0 be G. If `(G) = 0 then G is a quasi-cograph and we apply Lemma 12 then recolor if
needed the cliques that are partially joined to the cograph in order to use exactly χ(G) colors on
G.

At each step i and until `(Gi) = 0, we merge some vertices in Gi to obtain a distance-hereditary
graph Gi+1 such that `(Gi+1) < `(Gi) and a modular coloring of Gi+1 yields a modular coloring
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Figure 5: Three steps of the recoloring of Hu(Gi). The dotted parts of u correspond to modules
on which v1 and v2 are attached. Arrows illustrate the recoloring operations done at each step.

of Gi. We simultaneously build a coloring ci of Gi such that ci+1 is obtained from ci by recoloring
each vertex at most (4k · χ(G) + 2) times. We proceed as follows.

Since `(Gi) > 0, the oriented tree T (Gi) contains a node u that is a maximal quasi-leaf of
T (Gi). The graph Hu(Gi) is a quasi-cograph. We apply Lemma 12 to Hu(Gi) in order to obtain
a modular coloring of Gi[Bu] without recoloring any vertex outside Hu(Gi) and by recoloring each
vertex at most 4kχ(G) times (and by never recoloring a vertex of the bag of u with a color which
is not initially in ci(Bu)). We merge the vertices in Bu according to their color classes. Note that
at this point, the set Bu and then in particular every module of Hu is a clique, so any recoloring of
Hu is still a modular coloring.

This proof is illustrated in Figure 5. Let us show that, by recoloring each vertex at most twice,
we can assume that the node u has at most one son, and that this son is a clique which is joined
to Bu. Let v be a son of u. By assumption, v has at most one son w. First recolor, as long as
possible, some vertices of Bw (if they exist) with one color of the clique K (recall that Bw is not
adjacent to Bu), see Figure 5(a). Once the set of colors used on BW and the set of colors used on
K are included one in the other, we can merge the vertices of Bw with the corresponding vertex
in K. Note that the graph is still a quasi-cograph where the remaining vertices of Bw, if any, can
be put in Bv (due to the merging, the vertices of Bw are now adjacent to all the vertices of K).
Thus we can consider that Bv has no son, see Figure 5(b). Next, we recolor the vertices of Bv with
colors of Bu as long as it is possible. Once again we merge the vertices of Bv and Bu that have the
same color, and we obtain a clique on which other cliques have been attached, see Figure 5(c). We
repeat this operation for every son vi of u. Until now, every vertex is recolored at most once. By
recoloring every vertex of the Bvi ’s at most once, we can assume that the set of colors used on each
clique attached on Bu is a subset of the largest one. Then we can again merge the vertices of the
same color in order to be sure that only one clique is attached on Bu. Throughout this process,
every vertex has been recolored at most twice.

Let Gi+1 be the resulting distance-hereditary graph, and ci+1 be the resulting coloring of Gi+1.
Thus, after this step, Bu is a clique and there is at most one leaf (which induces a clique) attached
to u and such a leaf, if it exists is a clique. So u is a non-maximal quasi-leaf of T (Gi+1), so
`(Gi+1) < `(Gi). Besides, ci+1 is obtained from ci by recoloring each vertex at most 4k · χ(G) + 2
times.

Since the number of vertices decreases at each step, we reach a step j such that `(Gj) = 0 in
at most n steps. The graph Gj is a clique, whose coloring cannot be anything but modular, hence
the result.
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Lemma 17. For any two modular colorings γ1 and γ2 of G with |γ2(G)| = χ(G), it holds that
d(γ1, γ2) ≤ (6 · χ(G) + 4) · n2.

Proof. The proof of this lemma is rather similar to that of Lemma 16.
Let G0 be G. If `(G) = 0 then Lemma 17 holds by Lemma 13. At each step i and until

`(Gi) = 0, we merge some vertices in Gi to obtain a distance-hereditary graph Gi+1 such that
`(Gi+1) < `(Gi) and a modular coloring of Gi+1 that agrees up to translation with γ2 yields a
modular coloring of Gi that agrees up to translation with γ2. We simultaneously build a modular
coloring ci of Gi such that ci+1 is obtained from ci by recoloring each vertex at most (4k ·χ(G) + 2)
times. We proceed as follows.

Since `(Gi) > 0, the oriented tree T (Gi) contains a node u that is a maximal quasi-leaf of
T (Gi). The graph Hu(Gi) is a quasi-cograph. Since ci is a modular coloring, we know that for I
the neighborhood of Hu(Gi) in G \ (Hu(Gi)), the number of colors used by ci on I ∪Bu is at most
χ(G), thus there is a color a that is not used on I ∪Bu. We apply Lemma 13 to Hu(Gi) with color
a in order to obtain a modular coloring of Gi[Bu] without recoloring any vertex outside Hu(Gi)
and by recoloring each vertex at most 4kχ(G) times (and by never recoloring a vertex of the bag
of u with a color which is not in ci(Bu)∪{a}). We merge the vertices in Hu(Gi) according to their
color classes (note that the modular coloring obtained by Lemma 13 agrees up to translation with
γ2 on Hu(Gi) thus uses at most χ(G) colors). Thus we obtain a coloring ci+1 that allows us to
merge Gi into a distance-hereditary graph Gi+1 where u has at most one son v in T (Gi+1), and
the bag of v is a clique.

Let Gi+1 be the resulting distance-hereditary graph, and ci+1 be the resulting coloring of Gi+1.
Note that, after this step, u is a leaf of T (Gi+1), so `(Gi+1) < `(Gi). Besides, ci+1 is obtained from
ci by recoloring each vertex at most 4k · χ(G) + 2 times.

Since the number of vertices decreases at each step, we reach a step j such that `(Gj) = 0 in
at most n steps. The graph Gj is a clique, whose coloring cannot be anything but modular, hence
the result.

6 Further work

Graphs of treewidth at most k are k-degenerate graphs. The (k + 2)-recoloring diameter of k-
degenerate graphs at most 2n [8]. Note that the bound on the number of colors is optimal since Kn

is (n − 1)-degenerate. Does the class of k-degenerate graphs have a polynomial (k + 2)-recoloring
diameter? Or, a weaker question, can we obtain a polynomial recoloring diameter when the number
of color increases?

This question seems very challenging. The class of k-degenerate graphs also contains some
sub-classes that are themselves interesting. One of the most famous is the class of planar graphs
(which are 5-degenerate).

Conjecture 18. For any planar graph G and any integer k, if k ≥ 7 then Rk(G) has a polynomial
diameter.

This bound of 7 would be optimal since there are planar graphs that are not 5-mixing (see
Figure 6) or not 6-mixing (see Figure 7) (note that such examples also appear in Figure 2.2 of [8]).
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Figure 6: A planar graph that is not 5-mixing. Figure 7: A planar graph that is not 6-mixing.

Note that outerplanars graphs have a quadratic recoloring diameter since they have treewidth
at most 2. The quadratic lower bound is optimal [6] (see Figure 8).

. . .

1 2 3

4

1 3

3. . .

2

1

1 3. . .

Figure 8: A 3-colorable outerplanar graph which has a quadratic recoloring diameter.

Another interesting point is the existence of a hamiltonian cycle in the recoloring graph. In other
words, is it possible to find a sequence of distinct recolorings which contains all the propers colorings
and such that the consecutive colorings are adjacent? Consider for instance 2-colorings of stable
sets on n vertices. The corresponding graph is the n-dimensional hypercube. Such graphs admit
hamiltonian cycles, known as Gray codes. Gray codes, and their generalization, were extensively
studied (see [20] for a survey). Could there be some similar structure to be observed in other cases?
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