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Abstract—Electronic nose is a promising bio-inspired instru-
ment for the detection of Volatil Organic Compounds (VOCs),
meaning a compound containing carbon which easily evaporates.
One of the most important parts of these devices is a set of
non-specific chemical sensors, which will interact with the VOC
and output valuable information for its identification. The non-
specificity of these chemical sensors ensures the universality of
the instrument. The main task achieved by this instrument is
the detection of individual VOC. However, in many real-life
applications, mixtures of VOCs are observed. The recovery of
the mixture composition, meaning the individual signatures and
their relative contribution, is a challenging task which can be
studied in a Blind Source Separation framework. In this paper,
we propose a non-linear mixture model for a particular type of
chemical sensors. This model is based on the Langmuir isotherm
for a multi-component gas. We study the joint identifiability of
signatures and concentrations, and propose a necessary identifi-
cation condition. Finally, we propose an algorithm for the blind
estimation of the parameters and assess its performance through
simulations.

Index Terms—non-linear source separation, Langmuir, elec-
tronic nose, two-block coordinate descent, gas mixture

I. INTRODUCTION

Electronic nose (eNose) is a bio-inspired instrument which
is able to detect and identify Volatile Organic Compounds
(VOCs). A VOC is a chemical compound which contains
carbon and can be easily evaporated. An eNose is composed
of several non-specific chemical sensors and a transduction
method [1]. First, the VOC interacts with the set of chemical
sensors, providing chemical information on the VOC, which is
assumed to be highly VOC-dependent. Then, the transduction
method transforms the chemical information into a usable one
such as electrical or optical. The outputs are time-series from
which features are extracted in order to create a signature for
a given VOC.

The chemical sensors of an eNose are expected to be non-
specific, meaning that they can interact with a broad variety of
VOCs. This non-specificity is in fact a requirement for having
a universal device [2]. In a real-life application, the instrument
can be exposed to mixtures of several VOCs. In this case, the
resulting output will be no more the individual signature of a
VOC but the mixing of all the individual signatures.

Although it is clearly a Blind Source Separation (BSS) case,
this issue has been ignored by the literature of eNoses. To the
authors’ knowledge, the issue of BSS for eNoses was raised
only recently [3].
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This article tries to solve BSS problem for a type of chemi-
cal sensors used for an eNose. First, we describe a theoretical
non-linear mixture model based on the Langmuir isotherm [4]
for a multi-component gas. Then, some theoretical results on
identifiability in the blind case are provided. We propose an
algorithm based on a two-block coordinate descent in order
to recover the sources and their relative contributions. Finally,
their reconstruction is validated through simulations.

II. PROBLEM STATEMENT

The chemical sensors studied in this contribution are those
recently described in [5]. Briefly, the sensitive layer of the
sensor consists of a biomolecular receiver, called a ligand,
which is dropped off a golden surface. Thanks to an air
flow, the analysed VOC, called an analyte, is brought above
the surface and interacts with the ligand through a reversible
binding reaction. This chemical reaction is recorded in real-
time thanks to a Surface Plasmon Resonance imaging (SPRi)
technique. Briefly, the surface is illuminated by a monochro-
matic light which is reflected towards a photodetector. The
chemical interactions occurring at the surface change the
medium, which in turns modifies the refractive index. Finally,
the refractive index changes the reflected light. Consequently,
the amount of received light accounts for the binding reaction
between the ligand and the analyte. The above explanations
are summarized in Figure 1.

To describe the Langmuir model for a multi-component gas,
some fundamental assumptions need to be made:

A1 Environmental parameters (temperature, ...) are constant.
A2 There is no interaction between the R analytes.
A3 The binding reaction is only mono-layer.
A4 A binding site can be occupied only by one analyte.
A5 The concentration cr of each analyte is constant during

all the injection phase.

A. Model
1) Single sensor: Let’s consider a complex mixture of R

analytes measured by the sensor. From Assumptions A1-4,
each of the R analytes will interact with the sensitive layer by
a binding reaction. Considering all reactions as independent
of each other, there are R chemical reactions occurring on the
surface:

Ar ` L ar
ÝáâÝ
dr

ArL

where Ar, L, ar and dr respectively stand for the rth analyte,
the ligand, the absorption and desorption constants, which are



Figure 1: A binary mixture composed of the analytes A1 (red dots) and A2

(blue dots) is injected by air flow above the chemical sensor L. The binding
reactions governed by the parameters (ar ,dr) are recorded in real-time thanks
to a SPRi technique. See the text for more details.

specific to the reaction. Under assumption A5, we can describe
the rate of complex formed ArL by the differential equation:

drArLssptq
dt

“ arcr
`

rLss ´
R
ÿ

i“1

rAiLssptq
˘

´ drrArLssptq

(1)
where r¨ss stands for the surfacic concentration (in mol/m2).
The equation (1) can be simplified to:

dθiptq
dt

“ aici
`

1´
I
ÿ

p“1

θpptq
˘

´ diθiptq (2)

where θrptq “
rArLss
rLss ptq stands for the fraction of sites being

occupied by the rth analyte. If we wait for a sufficiently
long time teq , the system of chemical reactions will reach
an equilibrium phase, meaning that @r,@t ě teq ,

dθrptq
dt

“ 0 “ arcrp1´
R
ÿ

i“1

θeqi q ´ drθ
eq
r

The solution of the rth equation can be easily obtained by
summing the R equations and isolating

řR
i“1 θ

eq
i . This leads

to:

θeqr “
krcr

1`
řR

i“1 kici
(3)

where kr “ ar

dr
ě 0. Equation (3) is referred to as the

Langmuir isotherm [4] for a multi-component gas.
The SPRi measurement of the described reactions can be

assumed to be proportional to the fraction of occupied sites by
considering that the medium ArL is in the nanometer range
[6], [7]. The coefficient of proportion α is then dependent
on the SPR settings through a constant β, the ligand surfacic
concentration rLss and the mass analyte mr : α “ βrLssmr.
To simplify, βrLss is assumed here to equal 1.

The assumption of a thin layer at the surface also implies
that the medium will be viewed as homogeneous by the SPRi.
We can then assume that the individual optical outputs will
add up:

y “

řR
r“1 krmrcr

1`
řR

r“1 krcr
(4)

where y denotes the measurement.
2) Sensor array: At this stage, considering that only kr and

cr are unknown, we have 2R parameters and only 1 equation.
It is obviously impossible to estimate them correctly with so
little information. A classical approach is to consider several
sensors, say P , with different types of ligands to add equations
to the problem. By comparison to the above developments, kr
is now written as kpr where the subscript p stands for the
sensor index number. The vector kr P RP can be seen as
the fingerprint - or the olfactive signature - of the analyte r.
All the individual signatures are stacked in a matrix K “

rk1, . . . ,kP s P RPˆR.
3) Several mixtures: Now, we have Rp1 ` P q parameters

for only P equations. There is still too little information
for solving the problem of estimating kpr and cr. An other
intuitive way to add equations is to consider several experi-
ments, say N , of the same mixture but at different individual
concentrations. We denote by crn the concentration of the rth

analyte in the nth experiment. All the concentration vectors
cn P RR are stacked in a matrix C “ rc1, . . . , cN s P RRˆN .

4) Final model: Taking into account the sensor dimension
(subscript p) and the experiment dimension (subscript n), the
measurement should now be denoted ypn, meaning the output
of the pth sensor for the nth mixture. As above, we stack all the
measurements in a matrix called Y “ ry1, . . . ,yN s P RPˆN .

Finally, the model can be seen in a scalar form as in (3),
but we can now also write it in compact form:

L pK,Cq “ Y “KMC m p1P1
t
N `KCq (5)

where M P RRˆR stands for the diagonal matrix of the
masses and m for the Hadamard (i.e. entrywise) division.

B. Some limiting cases

The above model can be related to well-known models in
the BSS literature in some limiting cases.

1) Low concentration: When we deal with an application
where low concentrations are expected, this leads to a quite
simpler version of the model (5). Indeed, assuming C ! 1 and
K « Op1q, we can simplify (5) by a 0-order Taylor expansion:

Y «KMC (6)

Then (6) is a linear mixing model, whose identifiability
conditions have been addressed in the BSS literature [8], [9].

2) Saturation: At the opposite end, if we work with really
high concentrations or with analytes having a really high
affinity with the sensor array, then KC " 1 and (5) gets
harder:

Y «KMC m KC (7)



Eq. (7) is clearly non identifiable as @pD1,D2q P RPˆP ˆ

RNˆN , D1KMCD2 mD1KCD2 “KMCmKC where
pD1,D2q are diagonal. Fortunately, this version of (5) is
unlikely to appear since it would be useless to put the sensor
in a saturation regime.

3) Analyte with the same mass: As a final limiting case,
consider analytes having the same mass m, i.e. M “ mI:

1

m
Y “KC m p1P1

t
N `KCq (8)

This particular model falls into a class known as Post Non-
Linear mixtures [10]. The component-wise inversion gpyq “
y

1´y enables to recover the linear model Ỹ “KC. Model (8)
is interesting but rather unrealistic in an application prospect,
as it considerably constrains the set of analytes that can be
mixed together.

4) Conclusion: The above special cases of model (5) con-
strain the range of applications of these chemical sensors for
an electronic nose. Therefore, in the following, we will try to
deal with the general case.

III. METHOD

In this section, the unsupervised – or “blind”– case is
studied, meaning that neither K or C are known so that they
have to be estimated jointly. The masses M are assumed to
be known in order to simplify the study.

A. Permutation issue

A usual trivial indetermination in a BSS framework is the
source permutation, when the model is linear. It is interesting
to note that model (5) doesn’t suffer from this indetermination,
subject to a weak assumption. Indeed, let Q P RRˆR be an
invertible matrix, and keeping in mind that M is diagonal, we
have:

L pKQ,Q´1Cq “ L pK,Cq
ô QM “ MQ
ô @i, j pQMqij “ pMQqij
ô @i, j

řR
r“1 qirmrj “

řR
r“1mirqrj

ô @i, j qijmjj “ miiqij
ô @i, j qij “ 0 or mjj “ mii

Thus, if we assume that each analyte of the mixture has a
different mass, meaning that @i ‰ j, mjj ‰ mii, then the
only trivial indetermination is the scaling ambiguity.

B. Identifiability

Identifiability is generally not a trivial question meaning that
the parameters pK,Cq which have generated the measures
Y according to model (5) can be exactly retrieved or not.
The study carried out in Section III-A showed that the model
will be at best identifiable up to a multiplicative diagonal
matrix. Thereafter, identifiability will mean identifiability up
to a diagonal matrix.

We assume that we have more sensors and more mixtures
than there are analytes, so that P ě R and N ě R. To find

identification conditions for C, we rewrite model (5) noticing
that it is separable across experiments:

(5) ðñ @n, yn d p1P `Kcnq “KMcn
ðñ @n, yn “ pKM ´ diagpynqKqcn

Lemma 1. Let An
def
“ KM ´ diagpynqK. Then cn is

identifiable if and only if An is full rank. Similarly, let
Bp

def
“ diagpypqC

t
´ C tM . Then kp is identifiable if and

only if Bp is full rank.

Proof. The proof is straightforward: assume there are two
solutions cn and c1n. Then Ancn “ yn and Anc

1
n “ yn.

By subtraction, Anpcn ´ c1nq “ 0P . Since An is full rank,
we have necessarily pcn ´ c1nq “ 0P . The proof for kp is the
same.

Proposition 1 (Necessary condition). If cn (resp. kp) are
identifiable, then K (resp C) is full rank, or M is not
proportional to the Identity matrix.

Proof. Let’s prove the statement for K, since a dual rea-
soning holds for C. The proof is by contradiction. Assume
ranktKu ‰ R and M 9 Id, then Dv P RR

˚ such that
Kv “ 0P . Hence diagpynqKv “ 0P . On the other hand,
because M 9 Id, KMv “ 0P . Hence Anv “ 0P , which
prevents identifiability from Lemma 1.

C. Algorithm

In order to retrieve the parameters pK,Cq, we propose
to use an alternating least squares algorithm, also called
two-block coordinate descent. It consists of minimizing the
cost function Υ (see below) with respect to K using an
estimation of C, and then minimizing w.r.t. C using the
previously estimated value of K. This process is repeated until
convergence.

ΥpK,Cq “ }Y ´L pK,Cq}F (9)

As shown in section II-B, when the product KC is too
large compared to 1, the model can be simplified into a non-
identifiable one, for which there is no hope of recovering the
true parameters. By assuming that the latter are not located in
this region and to prevent the algorithm from getting stuck in
this ”non-identifiable area”, we propose to regularize it with
the max-norm.

Algorithm 1: Estimate pK,Cq

Require: C0,Ω, ε, pmax

while |ΥpKp`1,Cp`1q ´ ΥpKp,Cpq| ą ε & p ă pmax

do
Kp`1 Ð arg minKě0, }K}maxď

Ω
}Cp}max

ΥpK,Cpq

Cp`1 Ð arg minCě0, }C}maxď
Ω

}Kp`1}max
ΥpKp`1,Cq

pÐ p` 1
end while
return Kp,Cp



Imagine that we are in the K estimation block, so we have
an estimation Ĉ for C. An intuitive way for constraining the
amplitude of the product KC is to upper-bound the max-norm
with a parameter Ω:

@i, j pKĈqij ď }KĈ}max
def
“ R sup

ij
p|pKĈqij |q ď Ω (10)

Clearly, constraint (10) would not be trivial to implement.
So, we relax it by noticing that the max-norm } ¨ }max is
submultiplicative [11]:

}KĈ}max ď }K}max}Ĉ}max ď Ω (11)

Now constraint (11) imposes that the maximum value of K
is lower than or equal to Ω

}Ĉ}max
. Thus, it can be easily

implemented in addition to the non-negativity constraint as
a box-constraint. For the minimization of each block, we
propose to use the L-BFGS method [12], which can easily
incorporate box-constraints.

IV. COMPUTER RESULTS

To validate Algorithm 1 and assess its performance in the
presence of noise, we carry out simulations. The number of
sensors, P , is set to 100 and the number of experiments, N ,
to 100. We vary the number of analytes in the mixtures, R, to
5, 10 and 15. The vector of masses is r10, 20, . . . , 140, 150st

g/mol (we take the 5 first masses when R “ 5, etc...) and Ω “
100. Matrices K and C are generated randomly according to
an exponential law with λ “ 1.5. The noise is additive and
Gaussian with zero-mean and standard deviation σn. When
negative values are created due to noise addition, we clip them
to 0. σn depends on the Signal to Noise Ratio (SNR) defined
as:

SNR “ 20 logp
σs
σn
q with σs “

c

}Y }F
PN

As shown in section III, parameters pK,Cq are identifiable
up to a diagonal matrix when the masses are different for
each analyte. Consequently, to assess estimations pK̂, Ĉq, a
correlation measure is well suited:

CorK “
1

R

R
ÿ

r“1

corpkr, k̂rq CorC “
1

R

R
ÿ

r“1

corpcr, ĉrq with,

@px,yq P Rp, corpx,yq “
řp

i“1pxi ´ x̄qpyi ´ ȳq
a

řp
i“1pxi ´ x̄q

2
a

řp
i“1pyi ´ ȳq

2

where ¯̈ stands for the mean of the vector.
Even if the model doesn’t suffer theoretically from the per-

mutation issue, in practice some local minima can correspond
to permuted sources. This problem is overcome by taking each
column of K̂ (resp. Ĉ

t
) in an arbitrary order. We associate

it with the closest column of the ground truth K which is
then deleted from K for the subsequent columns of K̂. This
yields a lower bound to the true correlation between K and
K̂. More details will be given in an extended paper.

The model is generated 100 times with different parameters
and we try to recover blindly pK,Cq using Algorithm 1 start-
ing from only one random initialization C0 „ Upr0, 1sq. For
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Figure 2: Correlation results for different SNR. From top to bottom, the
number of analytes in the mixtures is 5, 10 and 15.

a given SNR, the correlation results, calculated as explained
above, are averaged over the 100 trials.

Figure 2 shows that Algorithm 1 recovers correctly the sig-
natures and their concentrations when the noise is sufficiently
low. The fact that the performance is not exactly 1 in this case
is explained by the non-convexity of the problem. Indeed, over
the 100 realizations per SNR, the algorithm is highly expected
to sometimes reach a local minimum which is not correlated
with the ground truth, especially when we start from a single
random initialization.

V. CONCLUSION AND PROSPECTS

We have described a mixture model based on the Langmuir
isotherm for a multi-component gas, which can be applied
for a type of chemical sensors used in an electronic nose.
This model characterizes a non-linear relation between the
concentration of each Volatile Organic Compound (VOC) in
the mixture and their individual signature. This non-linearity
makes it a quite challenging problem for a Blind Source
Separation (BSS) issue.

For this purpose, we have derived conditions for joint
identifiability of signatures and concentrations. We have also
proposed a two-block coordinate descent algorithm in order to
retrieve blindly these parameters. Performance has eventually
been assessed in the presence of noise.

Further work will include experiments with real data. The
assumption of masses knowledge also has to be relaxed.
Finally, a mixture model depending on time derived from the
system of differential equations (2) is currently being studied.
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