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ABSTRACT. We propose and analyze a mathematical model for wave propagation in in-
finite trees with self-similar structure at infinity. This emphasis is put on the construction
and approximation of transparent boundary conditions. The performance of the constructed
boundary conditions is then illustrated by numerical experiments.
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Introduction. In the recent years, there has been a surge of interest in the investigation of
problems defined by partial differential equations along the edges of a network (or graph),
with particular transmission conditions at the nodes (or vertexes) of the graph (please see
[12, 14] for the usual terminology in graph theory). To cite only a few representative ex-
amples, see [26] for the case of an elliptic operator in a ramified domain, [30, 31] for the
Helmholtz equation in a network seen as a limit of a two-dimensional thin domain, or [1]
for the resolution of the Hamilton-Jacobi equation. Respective problems are typically re-
ferred to as problems posed on quantum graphs, see [11].

The works that inspired the present article concern the modeling of the respiratory system
[23]. To a first approximation, the human lung can be seen as a network of many small tubes
(the bronchioli) inside which the air flows. In some models [23], the tubes are assumed to
be thin enough so that the air pressure is constant in each cross-section: as a consequence,
each tube can be represented by a (1D) edge of a graph. In addition, to take into account
that the number of bronchioli is very large, the bronchioli network is modeled as an infinite
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tree with some fractal and self-similarity properties (as defined in the reference monograph
[22]). Finally, one models the air flow by solving the Laplace equation in such a network
(which includes implicitly nodal transmission conditions). The infinite nature of the tree is
indeed the main source of difficulty from both mathematical and numerical points of view.
In particular, to complete the model, one needs to impose some "boundary condition at in-
finity" whose precise meaning requires to work with the weak formulation of the problem
and an adequate functional framework, as explained in more detail later in the paper.

Our motivation was to study the propagation of sound in such a structure. This is important
in applications since sound propagation in the human lung can be used for the detection
of some pathologies of the respiratory system [27, 32]. Therefore, we have to study the
wave equation (in short ∂2

t u + Au = 0, where A is a second order differential operator
along the tree), instead of the Laplace equation. One of the particularities / difficulties
of our model is that we need to consider a weighted wave equation, in order to account
for the fact that the bronchioli have different thicknesses. This model can be justified by
an asymptotic analysis with respect to the small transverse dimensions of the bronchiolar
tubes (see [18, 21]). From the physical point of view, such a model is somewhat unrealistic
in the sense that it assumes that the boundaries of the bronchioli are rigid, neglecting the
interaction with the parenchyma, which is the "elasto-acoustic" domain inside which the
bronchioli network is embedded (see for instance [13] for the modelling of sound propa-
gation inside the parenchyma, or [28] for the coupling issue, in the context of the air flow
modelling). Thus, from the point of view of this particular application, studying this model
has to be seen as a first step forward a more realistic modelling. Moreover, as we shall see
in this paper, this "simple" model already raises exciting and challenging questions, from
both mathematical and numerical points of view.

In particular, as far as numerical computations are concerned, the main source of diffi-
culty is the infinite number of edges in the tree. Thus, we need to address the problem of
truncating the computational domain to a finite subtree, which raises the question of the
identification of the boundary condition [15] to be put at the artificial extremities of the
truncated tree. This is the main motivation of this work. As we are going to see, we are
able to give an answer to this question under the assumption that, after a certain generation,
the subtrees are self-similar. It is worthwhile mentioning that the same type of questions
was considered in a series of papers by Y. Achdou, N. Tchou and their collaborators: in
these works, they do not study fractal trees but (particular) domains with a fractal boundary.
In many papers they treat the Laplace operator [5, 6, 7], but also the time harmonic wave
(Helmholtz) equation [3, 2, 4], for the solution of which they propose a particular iterative
algorithm.

As a matter of fact, applying the Fourier-Laplace transform equation to the wave equation
leads to study a family of Helmholtz equations parametrized by the frequency. This is the
point of view that we shall adhere to for the construction of transparent boundary condi-
tions. This approach emphasizes the close link between the properties of the solution of
the wave equation and the spectral theory of the underlying elliptic operator A. Such a
theory has been extensively studied in the literature when A is the Laplace operator (see
e.g. [36], [23]). However, those results concern only a special case of non-weighted Lapla-
cians, and thus cannot be directly applied to our weighted "operator"A. On the other hand,
an eigenvalue problem for the Laplacian with weights was considered in [24]; nonetheless,
the problem setting is quite different from ours and does not seem easily adaptable to the
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problem we consider. For other related problems, in particular, properties of Sobolev and
Lp spaces on trees please see [25, 35, 34]. Let us finally remark that some properties of
weighted spaces on infinite graphs were studied in [16], however, in the context of the dis-
crete Laplacian and respective energy norms.

The paper is organized as follows. In section 1, we provide a geometrical and functional
framework for studying wave propagation problems defined on infinite trees. In particular,
we define weighted Sobolev spaces on such trees, which allows to formulate rigorously the
Dirichlet and Neumann problem on a tree, and to obtain the corresponding well-posedness
result for the time-domain wave equation. Next, we discuss the question of the construc-
tion of transparent boundary conditions for truncating the computational domain to a finite
tree. Such construction is based on a use of the Dirichlet-to-Neumann (DtN) operator. Fi-
nally, we recall some classical results about the well-posedness of the Helmholtz equation
for complex frequencies, as well as the representation of the solution to the Helmholtz
equation in the case when the resolvent of the Laplace operator is compact.

In section 2, we define a notion of a self-similar p−adic weighted tree. In this short sec-
tion we introduce specific notation, which we will use throughout the paper. Section 3
is dedicated to various properties of the Sobolev spaces defined on self-similar p-adic
weighted trees. Sections 3.1, 3.2 are devoted to a particular class of trees, for which prove
the existence and continuity of a trace operator at infinity (section 3.1) and characterize its
image and kernel (section 3.2). This operator is important for understanding the distinc-
tion between the Dirichlet and Neumann problems for this class of trees. This question is
treated in complete detail in section 3.3. For the convenience of the reader, the summary of
the results of sections 3.1-3.3 is given in section 3.4. Finally, in section 3.5, we study the
crucial question of compactness of the embedding of Sobolev spaces, which governs the
nature of the spectrum of the Laplacian and implies the meromorphicity of its resolvent.

Section 4 is dedicated to the analysis of the properties of the solutions of a family of
Helmholtz equations parametrized by frequency. In particular, in section 4.1 we introduce
the notion of quasi-self-similarity for functions depending on frequency, and show that on
self-similar trees the solutions of the Helmholtz equation are quasi-self-similar. In sec-
tion 4.2 we consider a particular case of the Lapace equation, for which the solutions are
self-similar and can be obtained in explicit form.

Section 5 is devoted to various characterizations of transparent boundary conditions (the
DtN operator) for the Helmholtz equation on self-similar trees. First of all, based on the
results of the previous sections, we show the meromorphicity of the symbol of the DtN
operator in section 5.1. In section 5.2 we demonstrate that it satisfies a certain non-linear
equation. We prove in particular the uniqueness of the solution to this equation under
appropriate conditions. Next, section 5.3 is dedicated to certain positivity properties of the
symbol of the DtN, related to the stability of the transparent boundary conditions in the
time domain. In section 5.4, we provide an algorithm for the evaluation of the symbol
of the DtN for complex frequencies. The numerical results obtained with the help of this
algorithm are given in section 5.5.

In section 6 we propose an approximation of the DtN operators that stems from the
truncation of the Taylor series for their symbol. We thus obtain first- and second-order
transparent boundary conditions, for which we prove the stability. Their efficiency is vali-
dated with the help of the numerical experiments.

Finally, section 7 is dedicated to the open questions and possible extensions of this work.
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1. Description of the problem.

1.1. The wave equation in a graph. In this work we will conciliate the view of the graph
as an algebraic structure with its vision as a geometric object, see [11]. A graph G is defined
by a set of vertices V := {Mv, v ∈ V}, seen geometrically as a subset of Rd, d = 2, 3,
and a set of edges E := {Σe, e ∈ E} ⊂ V × V , with V, E being countable sets. We
consider an oriented graph, i.e. two vertices (Mv,Mv′) are connected by at most one edge
Σe identified to the segment [Mv, Mv′ ] ⊂ Rd. This impliesMv 6= Mv′ . This edge is given
an orientation via an abscissa se ∈ [ae, be]. The origin Mv corresponds to se = ae ∈ R,
the end point Mv′ corresponds to se = be := ae + |Mv′ −Mv|, and also

Σe = {Mv + (be − ae)−1(Mv′ −Mv)(se − ae), se ∈ [ae, be]}.
By definition, Mv is the origin, and Mv′ is the end. This point of view allows to identify

the algebraic object G with the geometric structure

G =
⋃
e∈E

Σe.

For any v ∈ V , we denote by Ev the subset of E corresponding to all edges adjacent to Mv:

Ev = {e ∈ E / Mv ∈ Σe}. (1)

We assume in the following that Ev is a finite set for all v. We use the notation s for the
collection of the si’s, which can be seen as a generalized coordinate along G.
Let us finally remark that the dimension d does not play any role in the analysis of the prob-
lem considered in this article, but, as we will see in section 1.2, it occurs when interpreting
the model studied in this work as a limit model defined in an open set in Rd.

Definition 1.1 (Weight). A weight is a function µ : G → R+
∗ such that, on each edge Σe,

µ is constant and takes the value µe.

Remark 1.2. Choosing the weight function µ constant along each edge is not essential but
simplifies the presentation.

Remark 1.3. We will denote a graph G, to which the weight µ is assigned, by (G, µ).

Definition 1.4 (Wave equation). A solution of the weighted wave equation on G, with
weight µ, is a function u(s, t) : G× R+ → R satisfying, with ue = u|Σe ,

∂2
t ue − ∂2

sue = 0, on Σe × R+, ∀ e ∈ E , (2)

and at each node Mv of G, which is an intersection of at least two edges, i. e. # Ev > 2,
ue(Mv, t) = ue′(Mv, t), ∀ (e, e′) ∈ E2

v (i)∑
e∈Ev

εv,e µe ∂sue(Mv, t) = 0, (ii)
(3)

where µe is given by definition 1.1, and εv,e depends of the orientation of Σe:

εv,e =

{
1, if v is the origin of e,

−1, if v is the end of e.
(4)

Note that (3)(i) is nothing but the continuity of u at Mv while (3)(ii) is a generalized
Kirchhoff condition. Equations (2) and (3) can be collected in a single equation, using a
(very intuitive) notion of distributional derivative along G, as follows

µ∂2
t u− ∂s(µ∂su) = 0, on G× R+, (5)
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where µ : G→ R+
∗ is a piecewise constant function that takes the value µe along Σe. This

will be made more precise in the next section in the case where G is a tree.

1.2. A physical justification of the model (3). One of the particularities of the model (3),
at least with respect to more standard cases, is the presence of the weight function µ. As
a matter of fact, this weight function occurs when considering the wave propagation in a
’thick’ graph Gδ , which we can define as follows based on a given finite graph G:

Gδ =
⋃
e∈E

Σδe, Σδe =
⋃
x∈Σe

{x+ µ
1
d−1
e B(0, δ)},

where E is a finite set, and B(0, δ) is the open ball of Rd of center 0 and radius δ. One
sees here that the coefficients µi are characteristic of the geometry of the “thick graph” Gδ .
Then u, which solves (2), can be seen as the limit of the solution uδ of the d−dimensional
acoustic wave equation (with velocity 1) in Gδ satisfying Neumann conditions on ∂Gδ (see
[21, 30, 18] for various justifications):

∂2
t u

δ −∆uδ = 0 in Gδ, ∂nu
δ = 0 on ∂Gδ.

In [18], it is explained how the conditions (3) can be improved to get a more accurate model
with respect to δ.

εi,j = 1

Mj

εi,j = −1

∂nu
δ = 0

∼ δ

∼ δ

∼ δ

∂nu
δ = 0

∂nu
δ = 0

FIGURE 1. Left: the limit tree G. Right: the thick tree Gδ .

1.3. Infinite trees. In the following, we consider a particular case where the graph G is an
infinite rooted oriented tree, as illustrated by figure 2. The notation and terminology that
we use below may deviate from a classical notation/terminology used in the graph theory,
but are better adapted for our purposes.

First of all, let us provide an auxiliary definition.

Definition 1.5 (Child/parent of an edge and of a vertex). Given two oriented edges Σ =
[M?, M ] and Σ′ = [M?

′, M ′], we will call Σ a parent of Σ′ (or, equivalently, Σ′ is a child
of Σ) if M ≡ M?

′. Accordingly, we shall say that the edge Σ is a parent of the vertex M ,
and Σ′ is a child of the vertex M .

Definition 1.6 (Rooted graph and a root). We shall say that a graph T is rooted if it has a
unique edge that has no parents. This edge is called root and denoted Σ.

Definition 1.7 (Tree). We will call a tree a rooted connected graph T that has no cycles
(i.e. every two vertices are connected by a single path).

The above definition is equivalent to saying that
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• each edge (apart from the root) has only one parent;
• except from the origin of the root, each vertex has one parent.

Definition 1.8 (Generations of a tree). In a tree, we define a generation Gn, n ∈ N0, as a
union of edges of this tree as follows:
• the generation G0 = {Σ};
• the generation Gk is a union of children of the edges belonging to Gk−1, k > 1.

Definition 1.9 (Infinite trees). If for all n > 0, Gn 6= ∅, such a tree is called infinite.

Evidently, an infinite tree, as a geometric object, satisfies

T =
⋃
k∈N0

Gk, (6)

and in such trees each vertex Mv, v ∈ V belongs to at most two successive generations.
In what follows we will be using the notation Gn(T ) instead of Gn, to indicate that we are
looking at the n-th generation of the graph T . A typical example of infinite trees in R2 is
provided in figure 2.

With the above definition, we can introduce the following notation:

- we will denote by J(n) + 1 the number of the edges of the n-th generation Gn(T );

- E has a natural numbering with two indexes e ≡ (n, j), with n ∈ N describing the
numbering of the generation and 0 6 j 6 J(n) with j corresponding to the edge
numbering inside Gn(T ):

Gn(T ) =

J(n)⋃
j=0

Σn,j . In particular, with this notation, Σ0,0 = Σ. (7)

- for each n ∈ N, 0 6 j 6 J(n), we shall write Σn,j = [M∗n,j , Mn,j ].

M?

n = 0 n = 1 n = 2 n = 3

3

0

1
2

3

4

5

7

0

1

0
1

2

4

n→∞

6

j = 0

FIGURE 2. General tree. We numbered here the edges. We plotted in
red the subtree T2,4 and in blue the truncated tree T 1.
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Let us define the set of children indices of a given vertex Mn,j :

Cn,j := {k ∈ [0, J(n)]/ Σn+1,k is a child of Mn,j}. (8)

According to (8) and to the orientation of the tree, the Kirchhoff condition (3)(ii) at Mn,j

can be rewritten, with un,j = u|Σn,j , as

µn,j ∂sun,j(Mn,j) =
∑
k∈Cn,j

µn+1,k ∂sun+1,k(Mn,j), (9)

where µn,j is the weight associated to the edge Σn,j .
For convenience, we denote the value of a continuous function u in a vertex Mn,j by

un,j = u(Mn,j). (10)

Definition 1.10 (Truncated tree). We denote by T n the truncated tree at generation n, i. e.
the union of the m-th generations Gm(T ), for m 6 n (see figure 2 for T 1).

Definition 1.11 (Subtree). For any (n, j) ∈ I, we denote by Tn,j a subtree with the root
Σn,j , that constitutes the largest connected subgraph of T \T n−1 that contains Mn,j (and
none of the Mn,k, for k 6= j).

For an illustration of the notion of the subtree see figure 2 for T2,4. It is not difficult to
notice that T \ T n−1 is the union of the subtrees Tn,j for 0 6 j 6 J(n).

One of the goals of this work is to study the wave equation on such infinite trees. Of course,
in this case the wave equation needs to be completed by a boundary condition at the root
M? of the tree, for instance the Dirichlet entrance condition (f(t) represents the source
term)

u(M?, t) = f(t), (11)
by the boundary conditions on the leaves of the tree (which we will discuss in a moment),
by initial conditions, for instance homogeneous initial conditions

u(·, 0) = ∂tu(·, 0) = 0, in T , (12)

but also, in general, by a "boundary condition at infinity", which is trickier to define and
will be made precise in Section 1.5.

In the following we shall very soon restrict our discussion to compact trees.

Definition 1.12 (Compact tree). Let T be a tree. An path of T is by definition a connected
(possibly infinite) union of edges of T . By definition, the tree is compact if there exists
a uniform bound for the lengths of all paths of T . This implies in particular that T is
included in a compact set of Rd, for some d > 1.

In what follows, we will study only the following subclass of infinite trees.

Assumption 1.13. A tree T is compact and has no leaves.

1.4. Functional spaces on a weighted tree. Let us first consider a very degenerate case
of an infinite tree. Given L > 0, µ ≡ 1, α ∈ (0, 1), let us set x0 = 0 and

xn+1 :=L (1− α)

n∑
`=0

α`= L (1− αn+1), n ∈ N,

that form a strictly increasing sequence of real numbers xn → L, as n → ∞ (see figure 3
for α = 0.5). We can construct a corresponding “1D tree”, defined as follows:

J(n) = 0, Mn = xn+1, Σn,0 = [xn, xn+1], ∀ n > 0.
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In this case, each generation Gn(T ) is reduced to the segment [xn, xn+1], and we thus

0 L

x0 x1 x2 x3 x4

FIGURE 3. “1D tree” corresponding to the case α = 0.5.

have

T =

+∞⋃
n=0

[xn, xn+1] = [0, L), (13)

It is then easy to check that the wave equation (2, 3) on such a tree is nothing but the
1D wave equation along (0, L). Indeed, we need to equip it with proper boundary condi-
tions, in the root vertex x0, and at the ’infinite’ boundary of the tree x = L. The natural
space in which, for each t > 0, finite energy solutions u(., t) of (5) live, is the Sobolev
space H1(0, L). Our goal in this paragraph is to define the equivalent of such a space
in a weighted infinite tree, as it was done in similar situations in [23]. In the following,
when not explicitly mentioned, the functions we consider can be real- or complex-valued,
depending on the context.

Definition 1.14 (Functional spaces). Let (T , µ) be a weighted tree.

1. Lebesgue space of square-integrable functions. We denote by L2
µ(T ) the set of func-

tions u : T → C having a finite L2
µ(T )-norm, namely

‖u‖2L2
µ(T ) =

∫
T
µ |u|2 :=

∑
n>0

J(n)∑
j=0

µn,j ‖u‖2L2(Σn,j)
< +∞ (14)

2. Sobolev space. We denote by H1
µ(T ) the space made of continuous L2

µ(T ) functions
u : T → C having a finite H1

µ(T )-semi-norm, namely

|u|2H1
µ(T ) =

∫
T
µ |∂su|2 :=

∑
n>0

J(n)∑
j=0

µn,j ‖∂su‖2L2(Σn,j)
< +∞, (15)

and the H1
µ(T )-norm of u is defined by

‖u‖2H1
µ(T ) := ‖u‖2L2

µ(T ) + |u|2H1
µ(T ) . (16)

All the above spaces are then obviously equipped with a Hilbert space structure and will
provide an adequate framework for studying the wave equation on T .

Notation. In what follows, for any (u, v) ∈ L2
µ(T ) we shall denote

∫
T
µu v :=

∑
n>0

J(n)∑
j=0

µn,j

∫
Σn,j

un,j vn,j ds, un,j := u|Σn,j , vn,j := v|Σn,j . (17)
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1.5. Dirichlet and Neumann initial boundary value problems. We are now in position
to provide a rigorous definition of the problems that we are interested in. Let us first explain
our approach for the case when T is the degenerate tree (13), i. e. T ≡ [0, L). In this tree
x = L would correspond to “the boundary at infinity” of the tree. As it is well-known,
there are two standard homogeneous boundary conditions at x = L that can be associated
with the 1D wave equation along (0, L), namely

∂su(L, t) = 0 (Neumann condition), u(L, t) = 0 (Dirichlet condition).

These conditions are perfectly reflecting: in particular, they are energy preserving in the
absence of the source term. We consider below the generalization of these boundary con-
ditions for a general infinite tree T . For this, we shall pass through the notion of weak
solution of the wave equation that reduces the distinction between Dirichlet and Neumann
conditions to the distinction between the functional spaces in which the solution is searched
and the test functions live. Since the Dirichlet condition is systematically considered at the
entrance of the tree, see (11), the denomination Dirichlet or Neumann only refers to the
condition at infinity. We begin with the Neumann condition.

The Neumann initial boundary value problem (Pn). Provided the Hilbert space

Vn = {v ∈ H1
µ(T ) / v(M?) = 0 }, (18)

which is a closed subspace of H1
µ(T ), the Neumann problem (Pn) reads

Find u ∈ C2
(
0, T ; L2

µ(T )
)
∩ C1

(
0, T ; H1

µ(T )
)

s. t. u(M?, t) = f(t),

u(., 0) = ∂tu(., 0) = 0 and

d2

dt2

∫
T
µu(·, t) v +

∫
T
µ∂s u(·, t)∂sv = 0, ∀ v ∈ Vn.

(Pn)

In the case of the degenerate tree (13), Vn = {u ∈ H1(0, L) / u(0) = 0}. For the Dirichlet
condition, one should replace in the weak formulation Vn by Vd = {u ∈ Vn / u(L) = 0},
which is also characterized as the closure in Vn of compactly supported in (0, L) functions
of Vn. We shall adapt this approach to define the corresponding problems in the case of
an infinite tree. We first define the subspace of H1

µ(T ), which consists of functions that
“vanish at infinity” in the following way.

Definition 1.15. Let (T , µ) be a weighted tree.

1. H1
µ,c(T ) is the subspace of H1

µ(T ) of compactly supported functions, i. e.

H1
µ,c(T ) =

{
v ∈ H1

µ(T ) such that ∃ N∈ N / v = 0 in T \ T N
}
. (19)

2. H1
µ,0(T ) the closure of H1

µ,c(T ) in H1
µ(T ):

H1
µ,0(T ) = H1

µ,c(T )
H1
µ(T )

. (20)

Remark 1.16. As one can expect, in certain cases, the space H1
µ,0(T ) can be related to the

closed subspace of H1
µ(T ), whose "trace at infinity" (defined in a certain way) vanishes.

This will be made more precise in the case of a p-adic self-similar tree in section 3.2.

The Dirichlet initial boundary value problem (Pd). Provided the Hilbert space

Vd = {v ∈ H1
µ,0(T ) /v(M?) = 0 }, (21)
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which is a closed subspace of H1
µ,0(T ), the Dirichlet problem (Pd) reads

Find u ∈ C2
(
0, T ; L2

µ(T )
)
∩ C1

(
0, T ; H1

µ,0(T )
)

s. t. u(M?, t) = f(t),

u(., 0) = ∂tu(., 0) = 0 and

d2

dt2

∫
T
µu(·, t) v +

∫
T
µ∂su(·, t) ∂sv = 0, ∀v ∈ Vd.

(Pd)

Let us state, without proof, a classical result about problems (Pn) and (Pd).

Proposition 1.17. Let T ∈ R+
∗ , and let f ∈ C2([0, T ]), with f(0) = f ′(0) = 0. Then, the

problem (Pn) (resp. (Pd)) admits a unique solution.

When one considers the problem of the numerical approximation of (Pn) and (Pd), one
immediately faces the question of truncating the tree after a finite number of generations
and constructing corresponding transparent or absorbing boundary conditions, which is the
main objective of the present paper.

1.6. About the construction of transparent boundary conditions. Numerically, a nat-
ural objective would be to restrict the computation to the solution u of (Pn) or (Pd) to
a truncated tree T n by imposing some (transparent) Dirichlet-to-Neumann (DtN) con-
dition at each end point Mn,j of T n. This can be made by combining the Kirchhoff
condition (9) with the use of DtN operators Λn+1,k associated to each of the subtrees{
Tn+1,k, k ∈ Cn,j

}
. More precisely, ϕ(t) 7→ Λn+1,k ϕ(t) is the DtN operator

Λn+1,k ϕ(t) := −∂sũϕn+1,k(Mn,j , t), (22)

where ũϕn+1,k(·, t) : Tn+1,k 7→ R is defined on the subtree Tn+1,k as the unique solution
of the Dirichlet (or Neumann) problem (in the sense of section 1.5) of the wave equation,
posed in the subtree Tn+1,k, with the Dirichlet condition at the root vertex of this tree Mn,j

ũϕn+1,k(Mn,j , t) = ϕ(t).

The transparent condition at the end pointMn,j then relates un,j(Mn,j , .) to ∂sun,j(Mn,j , .)
according to

µn,j ∂sun,j(Mn,j , ·) + Bn,j un,j(Mn,j , ·) = 0, (23)

where

Bn,j un,j(Mn,j , ·) =
∑
k∈Cn,j

µn+1,k Λn+1,k un,j(Mn,j , ·). (24)

Since the wave equation has constant coefficients in time, it is clear that Λn+1,k is a time
convolution operator. More precisely, using the Fourier-Laplace transform in time

ĝ(ω) = (Fg)(ω) =

∫ ∞
0

g(t) exp(ıωt) dt, ω ∈ C, Imω > 0, (25)

we get a relation of the form

(FΛn+1,kϕ)(ω) = Λn+1,k(ω) Fϕ(ω). (26)

The symbol Λn+1,k(ω) is given by

Λn+1,k(ω) := −∂sûn+1,k(Mn,j , ω), (27)

where ûn+1,k(·, ω) is the solution of the (Dirichlet or Neumann, we omit for simplicity the
condition at infinity) Helmholtz problem
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 −µω
2 ûn+1,k(·, ω)− ∂s(µ∂sûn+1,k)(·, ω) = 0, s ∈ Tn+1,k, k ∈ Cn,j ,

ûn+1,k(Mn,j , ω) = 1.
(PH)

At this point, we have not advanced much, since the computation of the symbol Λn+1,k re-
quires solution of a subtree problem which is as difficult as the original problem! However,
this problem can be simplified when the tree T admits, starting from the n-th generation, a
certain structure. In particular, we shall investigate in this paper trees with such a structure,
namely, fractal trees [22], for which, at least for n large enough, all subtrees (Tn,j , µ) are
self-similar weighted trees, as defined in section 2.

We finish this section by some results on the Helmholtz equation in general trees, in particu-
lar, the well-posedness and the meromorphicity of the solution with respect to the frequency
for some particular classes of trees.

1.7. Helmholtz equation in general trees: basic results. We consider the following
problem on a weighted tree (T , µ). Given a complex frequency ω ∈ C, we look for
the solution u : T → C to the Helmholtz equation with non-homogeneous Dirichlet data
at the entrance of the tree −µω

2u− ∂s(µ∂su) = 0 in T ,

u(M?) = 1,
(28)

completed, like the wave equation in section 1.5, by a homogeneous (Dirichlet or Neu-
mann) condition at infinity. More rigorously, using the functional framework of section 1.4
and the Hilbert spaces Vn and Vd introduced in section 1.5 by (18) and (21), we can define
the Dirichlet and Neumann (at infinity) problems as follows

Find u ∈ H1
µ(T ) / u(M?) = 1, such that∫

T
µ∂su ∂sv − ω2

∫
T
µu v = 0, ∀v ∈ Vn,

(Pn,ω)


Find u ∈ H1

µ,0(T ) / u(M?) = 1, such that∫
T
µ∂su ∂sv − ω2

∫
T
µu v = 0, ∀v ∈ Vd.

(Pd,ω)

1.7.1. Existence and uniqueness results. For these two problems, we can immediately state
the well-posedness result for non-real frequencies.

Proposition 1.18. For each ω 6∈ R, (Pn,ω) (resp. (Pd,ω)) admits a unique solution

un(·, ω) (resp. ud(·, ω)). (29)

Proof. It is a simple application of the Lax-Milgram theorem left to the reader.

Since µ is real-valued,

for a = n, d, ∀ ω 6∈ R, ua(·,−ω) = ua(·, ω), ua(·, ω) = ua(·, ω). (30)

A complementary point of view consists in introducing the two unbounded positive self-
adjoint operators in H := L2

µ(T ), namely Ad and An, associated to (Pd,ω) and (Pn,ω).
Namely, given a sesquilinear form

a(u, v) :=

∫
T
µ∂su ∂sv,
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we define these operators as follows:
D(Ad) =

{
u ∈ Vd / ∃ C > 0 such that |a(u, v)| 6 C ‖v‖L2

µ(T ),∀ v ∈ Vd
}
,

∀ u ∈ D(Ad), (Adu, v)L2
µ(T ) = a(u, v), ∀ v ∈ Vd;

(31)


D(An) =

{
u ∈ Vn / ∃ C > 0 such that |a(u, v)| 6 C ‖v‖L2

µ(T ),∀ v ∈ Vn
}
,

∀ u ∈ D(An), (Anu, v)L2
µ(T ) = a(u, v), ∀ v ∈ Vn.

(32)

It is easy to check that, defining

H̃
2

µ(T ) =
{
v ∈ H1

µ(T ) : vn,j ∈ H2(Σn,j), 0 6 j 6 pn − 1, n > 0, and satisfies (33)
}
,

∞∑
n=0

pn−1∑
j=0

∫
Σn,j

µ|∂2
svn,j |2 <∞. (33)

the domains of the operators Ad, An are given by
D(Ad) =

{
u ∈ Vd /u ∈ H̃

2

µ(T ), and (9) holds
}
,

D(An) =
{
u ∈ Vn /u ∈ H̃

2

µ(T ), and (9) holds
}
,

(34)

and thus D(Ad) ⊆ D(An). These operators are positive definite since

∀ u ∈ Vn, a(u, u) =

∫
T
µ |∂su|2 and a(u, u) = 0⇒ u = 0 (u(M?) = 0). (35)

The solutions to the problems (Pn,ω) and (Pd,ω) can be expressed via the resolvents of the
operators defined above as follows. Let ur be a function supported in Σ0,0, ur(M?) = 1
and ur ∈ H2(Σ0,0). With

fr(ω) := µ−1
[
∂s
(
µ∂sur

)
+ ω2 µ ur

]
∈ L2

µ(T ), (36)

the functions un(·, ω) and ud(·, ω) are given by

un(·, ω) = ur +
(
An − ω2)−1 fr(ω), ud(·, ω) = ur +

(
Ad − ω2)−1 fr(ω). (37)

From standard properties of the resolvent of self-adjoint operators [19, 29], we deduce the

Proposition 1.19. The functions ω 7→ ud(·, ω) and ω 7→ un(·, ω) are analytic functions in
C \ R with values in D(Ad) and D(An) (equipped with their graph norm) respectively.

1.7.2. The compact case : meromorphicity with respect to the frequency. Let us consider
the case when one of the two following assumptions holds true:

(Compactness)


(d) The injection Vd ⊂ L2

µ(T ) is compact.

(n) The injection Vn ⊂ L2
µ(T ) is compact.

(38)

Of course, (38)-n is stronger than (38)-d. Both assumptions rely on properties of the tree
and the weight function µ. For instance, in the case where µ = 1, it is shown in [36] that
the compactness of the tree (cf. definition 1.12) is a sufficient condition for (38)-n and
(38)-d to hold. We shall investigate this question in more detail in the case of fractal trees
in section 3.5.
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The properties (38)-n, (38)-d play an important role in this article. If (38)-n (resp. (38)-d)
holds, the operator An (resp. Ad) has a compact resolvent, and thus its spectrum is a pure
point spectrum with strictly positive eigenvalues (here repeated with their multiplicities):

(38)-n ⇒ σ(An) = {(ωnn )2, n > 1}, ωn+1
n > ωnn > 0, lim

n→+∞
ωnn = +∞,

(38)-d ⇒ σ(Ad) = {(ωnd )2, n > 1}, ωn+1
d > ωnd > 0, lim

n→+∞
ωnd = +∞.

(39)

Remark 1.20. Let us remark that ω = 0 is not an eigenvalue of An and Ad. This can be
shown by contradiction. If ω = 0 were an eigenvalue and u an associated eigenfunction,
then this would imply, in particular, that a(u, u) = 0, and hence ∂su = 0. Since u(M?) =
0, necessarily, u = 0.

The corresponding eigenfunctions, which form a Hilbert basis in L2
µ(T ), are {ϕ

n
n , n > 1}, ϕnn ∈ D(An), An ϕ

n
n = (ωnn )2 ϕnn ,

{ϕnd , n > 1}, ϕnd ∈ D(Ad), Ad ϕ
n
d = (ωnd )2 ϕnd .

(40)

In particular, under the assumption (38)-n (correspondingly, (38)-d), the zero-frequency
Neumann (Dirichlet) problem is well-posed. This result is classical (hence we provide no
proof here) and relies on the Lax-Milgram theorem combined with the Poincaré inequality
for Vd (Vn), the latter valid because of the compactness assumption and the fact that ω = 0
is not an eigenvalue of Ad (An), see remark 1.20 (see e.g. [37, Theorem 2.6]).

Lemma 1.21 (Poincaré inequality). If (38)-n (resp. (38)-d) holds, then

‖u‖L2
µ(T ) 6 C‖∂su‖L2

µ(T ), for all u ∈ Vn (resp. u ∈ Vd). (41)

The well-posedness result then reads.

Lemma 1.22. If (38)-n (resp. (38)-d) holds, the problem (Pn,ω) (resp. (Pd,ω)) for ω = 0
admits a unique solution denoted by un(., 0) (resp. ud(., 0)).

We will use the above lemma and (37) to express the solution to the (Dirichlet or Neumann)
Helmholtz problems in the basis of the corresponding eigenfunctions.

Proposition 1.23. If (38)-n holds, the function un(·, ω) : C 3 ω → H1
µ(T ) is an even

meromorphic function in C with poles {±ωnn , n > 1}. It is given by

un(·, ω) = un(., 0) +

+∞∑
n=0

ω2cnn
(ωnn )2 − ω2

ϕnn , cnn = ∂sϕ
n
n(M?) (ωnn )

−2
. (42)

Similarly, if (38)-d holds, ud(·, ω) : C 3 ω → H1
µ,0(T ) is an even meromorphic function

in C with poles {±ωnd , n > 1}. It is given by

ud(·, ω) = ud(., 0) +

+∞∑
n=0

ω2cnd
(ωnd )2 − ω2

ϕnd , cnd = ∂sϕ
n
d (M?) (ωnd )

−2
. (43)

Proof. We will show the proof for un(·, ω), with the proof for ud(·, ω) being verbatim the
same. First, let us consider the function

u = un(·, ω)− un(·, 0), u ∈ Vn.
Defining

fn := µ−1
(
∂s(µ∂sun(., 0)) + ω2µun(., 0)

)
= ω2un(., 0) ∈ L2

µ(T ),
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we deduce that

u =
(
An − ω2

)−1
fn, hence un(·, ω) = un(·, 0) + ω2

(
An − ω2

)−1
un(., 0). (44)

Next, we expand un(., 0) into a series of the eigenfunctions of An. For this we remark that

(un(., 0), ϕnn)L2
µ(T ) = − (ωnn )

−2
(un(., 0), µ−1∂s(µ∂sϕ

n
n))L2

µ(T ),

where we use that ϕnn is an eigenfunction of An. Thus, integrating the above by parts and
using the fact that un(., 0) satisfies (Pn,ω) with ω = 0, we obtain

(un(., 0), ϕnn)L2
µ(T ) = (ωnn )

−2
∂sϕ

n
n(M?)un(M?, 0) = (ωnn )

−2
∂sϕ

n
n(M?).

Thus, the desired result follows by inserting the expansion of un(., 0) into (44).

Remark 1.24. The series (42) (resp. (43)) converges uniformly in ω on any compact subset
of C \ {±ωnn , n > 1} (resp. C \ {±ωnd , n > 1}), in D(An)-norm (resp. D(Ad)-norm).

2. Self-similar trees. In this section, we introduce a notion of a self-similar weighted p-
adic tree. We start with the definition of a non-weighted p-adic tree.

Definition 2.1 (p-adic tree). A tree T is p-adic if every edge of T has precisely p children.

Remark 2.2. Any p-adic tree is infinite. The number of edges in the n-th generation of a
p-adic tree is pn, i.e. J(n) = pn − 1.

Later on, we will need to provide a numbering for edges and vertices of a p-adic tree. For
this we will use the p-adic representation of integers. Let Ip := {0, 1, . . . , p − 1}. Given
(i1, i2, . . . , in) ∈ Inp , one denotes by (i1i2 · · · in)p an integer (see [20, pp. 22–25])

(i1i2 · · · in)p :=

n∑
j=1

ij p
n−j . (45)

The map Φ : (i1, i2, . . . , in) → (i1i2 · · · in)p defines (for all n) a bijection from Inp into
{0, 1, . . . , pn− 1}. The role of this notation and its meaning will become clear later. Now
we have the ingredients necessary to define a self-similar p-adic tree.

Definition 2.3 (Self-similar p-adic tree). Let a root segment be Σ0,0 = [M?,M0,0] (where
without loss of generality we assume that M? is the origin). Let {σi, 0 6 i 6 p− 1} in Rd
be affine direct similitudes, defined as

σi = τi ◦ hi ◦Θi, 0 6 i 6 p− 1,

where
• τi ≡ τ is the translation (common to all similitudes) by a vector

−−−−−→
M?M0,0;

• hi is a homothety with the center in the origin of the ratio αi (also called a ratio of
the similitude): hi(x) = αix, x ∈ Rd;

• Θi is a rotation (all the rotations Θi are assumed to be distinct).
Let additionally these similitudes satisfy the following assumption: for all `, k ∈ N, i1, . . . , i`,
j1, . . . , jk ∈ {0, . . . , p− 1},

σi1σi2 . . . σi`(M0,0) = σj1σj2 . . . σjk(M0,0) if and only if

k = ` and (i1, . . . , i`) = (j1, . . . , jk).
(46)

Then a tree T , defined as in (6), whose generations are given by

G0 = {Σ0,0}, Gk =

p−1⋃
i=0

σi(Gk−1), k > 1, (47)
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is called a self-similar p-adic tree.

The assumption (46) ensures that the object constructed in the definition 2.3 defines a p-adic
tree (in particular, the absence of cycles in such a graph, and the fact that it is a connected
object), see lemma 2.4.

By construction, for a self-similar tree as in definition 2.3, any edge of Gn is the result
of the product of n similitudes {σik , 1 6 k 6 n} applied to the root edge Σ0,0. In what
follows, we chose to number the edges {Σn,j , 0 6 j 6 pn − 1} in the following order (see
also figure 4):

Σn,j = σn,j(Σ0,0), j = 0, . . . , pn − 1, (48)

where
σn,j := σj1 σj2 · · ·σjn for j = (j1j2 · · · jn)p. (49)

Obviously σn,j is a similitude. Moreover,

σn,j = τn,j ◦ hn,j ◦Θn,j (50)

where τn,j is a translation by vector [M?,Mn,j ], Θn,j is the rotation Θn,j = Θj1Θj2 . . .Θjn

and hn,j is the homothety hn,j = hj1hj2 · · ·hjn . The ratio αn,j of σn,j , which is also the
ratio between the lengths of Σn,j and Σ0,0, is thus

αn,j = αj1 αj2 · · ·αjn , for j = (j1j2 · · · jn)p. (51)

By construction, Σn,j = [M?
n,j ,Mn,j ] oriented from M?

n,j = σj1 σj2 · · ·σjn(M?) towards
Mn,j = σj1 σj2 · · ·σjn(M0,0).

The fact that definition 2.3 does construct a connected p-adic tree is a consequence of the
following lemma.

Lemma 2.4. Let Gn, n > 0, be defined in (47). Then T =
⋃
n∈N
Gn is a p-adic tree.

Moreover, p edges of the generation Gn+1 that are connected to Σn,j , namely

{Σn+1,pj+i, 0 6 i 6 p− 1}

are numbered in a consecutive way, from pj to pj + p− 1.

Proof. This proof is left to the reader. In particular, one can use the assumption (46) to
show that the constructed graph has no loops. In order to show that it is connected, one can
employ the numbering (48).

For the clarity of some proofs, we will need following notation:
• we shall distinguish an integer j in its p-adic representation j = (j1j2 · · · jn)p, and

the corresponding sequence of integers j1j2 · · · jn which we will denote by the bold
letter j = j1j2 · · · jn.

• Σj = Σj1j2···jn := Σn,j , uj = uj1···jn := un,j and, similarly, the nodal values, cf.
(10), uj = uj1···jn := un,j .

• with k1, k2, . . . , km ∈ {0, 1, . . . , p− 1}, defining ` = (j1j2 · · · jnk1k2 · · · km)p,

Σjk1···km = Σn+m,`, ujk1···km = un+m,`, ujk1···km = un+m,`.
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From the definition 1.11 of a subtree, it is clear that, a subtree T1,i of T being defined by
definition 2.3, can be identified with

T1,i = σi(T ), ∀ 0 6 i 6 p− 1,

and that, as a consequence,

T = Σ0,0 ∪
p−1⋃
i=0

σi(T ). (52)

In fact, the above property can be seen as an alternative to definition 2.3.

Definition 2.5 (Reference self-similar p-adic tree). Given a self-similar tree T , constructed
with the help of similitude transformations {σi, i = 0, . . . , p − 1} as in definition 2.3,
we will call a reference tree a self-similar tree Tr, whose root Σ0,0 is the segment [0,1]
with 1 := (0, · · · , 0, 1)∈ Rd, and which is constructed as in definition 2.3 based on the
similitude transformations {σi, i = 0, . . . , p− 1}.

For the reference tree, the length of Σn,j is αn,j . Moreover, any tree obeying definition
2.3 is obviously obtained from the reference tree Tr by applying a scaling of ratio ` (the
length of the root edge). This means that the most important geometric properties of any
self-similar tree are encoded in the p−uplet

α := (α0, α2, . . . , αp−1) ∈
(
R+
∗
)p
. (53)

When convenient, we shall denote T ≡ Tα to indicate that we consider a self-similar p-
adic tree whose geometry is associated to the p-uplet α.

Compact self-similar trees. The reader will easily remark that

T ≡ Tα is compact (cf. definition 1.12) if and only if |α|∞ := max
06i6p−1

αi < 1. (54)

Definition 2.6 (Self-similar weighted p-adic tree). Let T be a self-similar p-adic tree, and
let µ be a weight function on T . Then (T , µ) is a self-similar weighted p-adic tree if there
exist p positive numbers {µi}06i<p such that (with an obvious abuse of notation defining
σi(s) as the abscissa of σi(Σ) if s is the abscissa of Σ)

µ0,0 = 1 and µ(σi(s)) = µi µ(s), s ∈ T , 0 6 i < p. (55)

In particular, we have

µ(s) = µn,j := µj1µj2 · · ·µjn along Σn,j if j = (j1j2 · · · jn)p. (56)

A weighted self-similar tree is thus characterized by two p−uplets (α,µ) ∈ (R+
∗ )p ×

(R+
∗ )p, where µ = (µ0, . . . , µp−1). When necessary, we will denote the corresponding

tree Tα,µ. We shall often use in the sequel the following computational trick.

Proposition 2.7. Let (α,µ) ∈ (R+
∗ )p × (R+

∗ )p. For any ζ ∈ R,
pn−1∑
j=0

µn,j , α
ζ
n,j =

(
p−1∑
i=0

µi α
ζ
i

)n
. (57)

Proof. Taking all possible j in {0, . . . , pn − 1} is equivalent to taking all possible n-uples
(j1, j2, . . . , jn) ∈ {0, . . . , p− 1}n. Then, using (51) and (56), we have

pn−1∑
j=0

µn,jα
ζ
n,j =

p−1∑
j1=0

p−1∑
j2=0

· · ·
p−1∑
jn=0

(µj1α
ζ
j1

) (µj2α
ζ
j2

) · · · (µjnα
ζ
jn

). (58)

The formula (57) follows then from the discrete version of Fubini’s theorem.
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Example : Regular and geometric trees. By definition, a self-similar p-adic tree is called
equilibrated or regular (according for instance to the terminology of Solomyak in [36]) if
there exists α ∈ (0, 1) such that

αi = α, ∀ 0 6 i 6 p− 1.

We illustrate in figure 4 all the notions and notations introduced above in the case of a
symmetric regular dyadic tree, for which

d = 2, p = 2, α1 = α2 = 1/2

and where Θ1 and Θ2 are the plane rotations of respective angles π/4 and −π/4.

A tree is called d-geometric when it is seen as the limit of a thick tree T δ in Rd (constructed

Σ2,3

Σ2,2

Σ2,1

Σ2,0

Σ1,1

Σ1,0

Σ0,0M?

µ1µ0

µ0µ1

µ2
1

µ2
0

µ0

µ1

1M?

FIGURE 4. Example of p-adic tree for p=2. Left: iterative construction.
Right: weight repartition.

as Gδ in Section 1.2), in which the ratio between the transverse and longitudinal dimensions
of the edges are preserved along all generations. This corresponds to the relation µi =
αd−1
i ,∀ 0 6 i 6 p − 1. A good illustration of a symmetric 3-geometric dyadic tree is the

human lung, as modelled e.g. in [23].

3. Sobolev spaces on compact self-similar trees. As discussed before, the principal goal
of this work is to provide a theoretical and numerical basis for approximating the DtN
operator, cf. section 1.6. For this we need to understand the following:
• whether the solutions to the problems (Pn) and (Pd) differ;
• whether (38)-d or (38)-n holds.

The goal of this section is to answer these questions in the case of self-similar trees. In all
the derivations of this section, we will use the following simplifying assumption.

Assumption 3.1. A tree (T , µ) is a self-similar weighted reference compact tree, which
we denote for brevity by T .

All the results of this section are valid for compact self-similar trees, and some of them
hold for arbitrary, not necessarily compact, self-similar trees. This will be stated explicitly.
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3.1. Trace operator. In this section, we will introduce a notion of the trace at infinity for
functions in the Sobolev space H1

µ(T ). On one hand, this allows to characterize the solution
of the Dirichlet problem, defined in a variational way in (Pd), by the Dirichlet condition at
infinity. On the other hand, studying the trace will help us to answer other questions, e.g.
whether the solutions of (Pd) and (Pn) differ.

Let us first define the “boundary at infinity” Γ∞ of the tree T as a segment [0, 1], i.e.

Γ∞ := [0, 1]. (59)

Next, we wish to define the trace at infinity of a function u ∈ H1
µ(T ) as the limit of the

trace of the same function at the boundary of the truncated tree T n. It is constructed from
the finite set of the values at each end point Mn,j , 0 6 j 6 pn − 1, as a piecewise constant
function on a very particular partition (mesh) of Γ∞, namely:

Γn =

pn−1⋃
j=0

[an,j , an,j+1] (≡ Γ∞), an,0 = 0, an,pn = 1. (60)

To define intermediate values an,j , let us introduce the following quantity (which, as we
will see later, plays an important role in the analysis):〈µ

α

〉
:=

p−1∑
i=0

µi
αi
. (61)

Then (the reason for the choice of this particular partition will be explained later),

an,0 = 0, an,j+1 = an,j +
µn,j
αn,j

〈µ
α

〉−n
, j = 0, . . . , pn − 1. (62)

First of all, notice that using (57) with ζ = −1, we recover an,pn−1 = 1. Also, when µj/αj
is independent of j, (62) defines a uniform mesh of a stepsize p−n. We choose the partition
like in (62), because, first of all, this choice ensures that the mesh {an+1,j , 0 6 j 6
pn+1−1} at the stage n+1 can be seen as a sub-mesh of the mesh {an,j , 0 6 j 6 pn−1}
at the stage n. In this case a segment of the coarser mesh is divided into p segments whose
respective lengths are proportional to the ratio µi/αi. This particular choice of the ratio is
motivated by the proof of the trace theorem 3.2. Moreover, it appears to be consistent with
the existing works, cf. [23]. To see how we obtain the finer mesh from the coarser one, let
us introduce

γi :=
µi
αi

〈µ
α

〉−1

, 0 6 i 6 p− 1, so that
p−1∑
i=0

γi = 1. (63)

Then the passage from step n to n+ 1 is defined by the following (see also figure 5): [an,j , an,j+1] =

p−1⋃
i=0

[ an+1,pj+i, an+1,pj+i+1 ],

an+1,pj = an,j , an+1,pj+i+1 − an+1,pj+i = γi (an,j+1 − an,j),
(64)

which leads, after some calculations, to (62).
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FIGURE 5. Inductive construction of the mesh Γn

Next, for any n > 0, we define the trace map at a generation n, i. e. the end of the truncated
tree T n. More precisely, we define τnu ∈ P0(Γn) ⊂ L∞(Γ∞) (here P0(Γn) is the space
of functions that are piecewise constant with respect to the mesh Γn), as follows:

τn(x) := un,j ≡ u(Mn,j), for x ∈ [an,j , an,j+1], 0 6 j 6 pn − 1 . (65)

Theorem 3.2. Assume that 〈µ
α

〉
> 1. (66)

Then, for any u in H1
µ(T ), the following limit

τ∞u := lim
n→+∞

τnu exists in L2(Γ∞), (67)

and the application τ∞ defines a continuous trace operator from H1
µ(T ) into L2(Γ∞):

∀ u ∈ H1
µ(T ), ‖τ∞u‖L2(Γ∞) 6 C∞ ‖u‖H1

µ(T ). (68)

Moreover,
H1
µ,0(T ) ⊆ Ker τ∞ = {u ∈ H1

µ(T ) / τ∞u = 0}. (69)

Proof. Let u ∈ H1
µ(T ). To prove (67), we will show that τn+1u−τnu, where τn is defined

by (65), is a convergent series in L2(Γ∞).
The difference τn+1u− τnu is constant along each segment

[ an+1,pj+`, an+1,pj+`+1], 0 6 j 6 pn − 1, 0 6 ` 6 p− 1,

where it takes the value un+1,pj+` − un,j . As a consequence, using (62) (and (64)),

‖τn+1u− τnu‖2L2(Γ∞) =
〈µ
α

〉−n−1
pn−1∑
j=0

p−1∑
`=0

µn,j
αn,j

µ`
α`
|un+1,pj+` − un,j |2. (70)

Recall that Mn,j is connected to each of the p points Mn+1,pj+`, 0 6 ` 6 p − 1, via the
corresponding edge Σn+1,pj+`, cf. lemma 2.4. Hence,

un+1,pj+` − un,j =

∫
Σn+1,pj+`

∂su. (71)

Using the Cauchy-Schwarz inequality, we have

|un+1,pj+` − un,j |2 6

(∫
Σn+1,pj+`

µ−1

) (∫
Σn+1,pj+`

µ |∂su|2
)
, (72)

that is to say ∣∣∣∣∣∣∣∣∣
|un+1,pj+` − un,j |2 6

αn+1,pj+`

µn+1,pj+`

∫
Σn+1,pj+`

µ |∂su|2

=
α`
µ`

αn,j
µn,j

∫
Σn+1,pj+`

µ |∂su|2.
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After multiplication by (µn,j/αn,j) · (µ`/α`) (cf. the right hand side of (70)) and summa-
tion over ` ∈ {0, . . . , p− 1} and j ∈ {0, . . . , pn− 1}, we get (this is where the coefficients
α`, µ`, αn,`, µn,` disappear at the right hand side, justifying the choice of the mesh Γn):∣∣∣∣∣∣∣∣∣∣∣

pn−1∑
j=0

p−1∑
`=0

µn,j
αn,j

µ`
α`
|un+1,pj+` − un,j |2

6
pn−1∑
j=0

p−1∑
`=0

∫
Σn+1,pj+`

µ |∂su|2 =

∫
Gn+1

µ |∂su|2.

Thus, we deduce from (70) that

‖τn+1u− τnu‖2L2(Γ∞) 6
〈µ
α

〉−n−1
∫
Gn+1

µ |∂su|2 6
〈µ
α

〉−n−1
∫
T
µ |∂su|2.

This proves, since
〈µ
α

〉
> 1, that the series ‖τn+1u− τnu‖L2(Γ∞) converges. Finally,∣∣∣∣∣∣∣∣∣

‖τ∞u‖L2(Γ∞) 6 ‖τ0u‖L2(Γ∞) +

+∞∑
n=0

〈µ
α

〉−n+1
2 ‖∂su‖L2

µ(T )

= ‖τ0u‖L2(Γ∞) +
〈µ
α

〉− 1
2
(〈µ
α

〉 1
2 − 1

)−1

‖∂su‖L2
µ(T ).

To estimate ‖τ0u‖L2(Γ∞), we apply the usual trace theorem in H1(Σ0,0) ≡ H1(0, 1):

‖τ0u‖L2(Γ∞) = |u(M?)| 6 C0 ‖u‖H1(Σ0,0) 6 C0 ‖u‖H1
µ(T ).

For the embedding (69), note that if u is compactly supported in the sense of (19), for n
large enough τnu = 0 which implies τ∞u = 0, in other words H1

µ,c(T ) ⊆ Ker τ∞. Taking
the closures in H1

µ(T ), since Ker τ∞ is closed, we get (69) (see definition 1.15).

Remark 3.3. It is not difficult to see that (66) is a necessary condition for the existence of
the trace, at least for compact regular trees with regular weights, i.e. when

αi = α, µi = µ, ∀ 0 6 i 6 p− 1, in which case
〈µ
α

〉
≡ pµ

α
.

Let the length of the root edge be 1− α. For any complex-valued function defined on such
a tree, its restriction to the generation n can be identified to a collection of functions{

un,j(x) : In −→ C, 0 6 j 6 pn − 1
}

with In = [xn, xn+1] and xn = 1− αn.
A function u will be called symmetric if

un,j(x) = un(x), for all 0 6 j 6 pn − 1.

Any symmetric function can be identified to a 1D function defined on an interval:

û(x) : I −→ C with I =

pn−1⋃
j=0

In ≡ [0, 1], s.t. û|In = un, ∀ n ∈ N.

Let us introduce the space

H1
µ,s(T ) = {u ∈ H1

µ(T ) / u is symmetric}.

According to the identification process u ≡ û, one easily checks that for u ∈ H1
µ,s(T ), û is

continuous in I , with H1-regularity in each In and that

‖u‖2H1
µ,s(T ) =

∫ 1

0

(
|û′(x)|2 + |û(x)|2

)
wd(x) dx, (73)
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where the piecewise constant weight function wd is defined by

wd(x) = wn := (pµ)n for x ∈ In = [xn, xn+1].

Noticing that wn = (pµ)
log(1−xn)

logα , it is straightforward to check that the norm (73) is
equivalent to the norm defined by

‖û‖21,w =

∫ 1

0

(
|û′(x)|2 + |û(x)|2

)
w(x) dx, w(x) = (1− x)β , β =

log(pµ)

logα
. (74)

Since α < 1, the condition (66) is not satisfied if and only if β > 1. On the other hand, the
trace τnu for u ∈ H1

µ,s(T ) is a constant function (on Γ∞) equal to û(xn). Thus to prove
that the trace operator τ∞ is not defined for some u ∈ H1

µ,s(T ) ⊂ H1
µ(T ), it suffices to find

a function û : [0, 1]→ C, such that ‖û‖21,w is finite and |û(x)| → +∞ when x tends to 1.

When β > 1, one of such functions is û(x) = log(1− x). In particular,∫ 1

0

û′(x)2 w(x) dx =

∫ 1

0

(1− x)β−2 dx < +∞ since β > 1.

For the limit case β = 1, the reader will easily check that

û(x) =

{
log | log(1− x)| x > 1/2,
log log 2, x 6 1/2,

has a finite norm ‖û‖1,w, and yet ‖τ∞u‖L2(Γ∞) =∞.

In what follows, we will use the notation ‖τnu‖ := ‖τnu‖L2(Γ∞). Moreover, we will need
the explicit expression for ‖τnu‖2:

‖τnu‖2 =
〈µ
α

〉−n pn−1∑
j=0

µn,j
αn,j
|un,j |2. (75)

Remark 3.4. Theorem 3.2 holds both for compact and non-compact trees.

3.2. Kernel and image of the trace operator. We are now going to prove that, just like
for the usual Sobolev spaces on the interval, the inclusion (69) is in fact an equality. This
provides a useful characterization of H1

µ,0(T ), as well as justifies the way to look at the
solution ud of the Dirichlet problem for the wave equation as a limit when n goes to in-
finity of the solution und to the wave equation in the truncated tree T n with homogeneous
Dirichlet conditions at each end point Mn,j of T n.

Theorem 3.5. Assume that (66) holds, so that the trace operator τ∞ is well-defined, then

H1
µ,0(T ) = Ker τ∞. (76)

The proof of this theorem is quite long. It will use the following lemma that provides a
sufficient condition for a function in H1

µ(T ) to belong to H1
µ,0(T ). Let us emphasize the

fact that this result is valid independently of whether the trace operator τ∞ is well-defined
or not, i.e. it does not require (66).

Lemma 3.6. Let u ∈ H1
µ(T ). If

n−1
〈µ
α

〉n
‖τnu‖2 → 0, n→ +∞, (77)

then u ∈ H1
µ,0(T ).
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Proof. The proof relies on an approximation process adapted from [33]. Let u ∈ H1
µ(T ),

for which (77) holds true. Next, let a piecewise-linear function ϕn be defined as follows:
ϕn|T n ≡ 1, ϕn|T \T 2n ≡ 0,

ϕn(Mn+`,j) = 1− `
n , j = 0, . . . , pn+` − 1, 0 6 ` 6 n.

Notice that the support of ϕ′n lies in T 2n \ T n. Also, for any ` 6 n

ϕ′n|Σn+`,j
= (nαn+`,j)

−1, j = 0, . . . , pn+` − 1. (78)

Our goal is to prove that un = ϕnu ∈ H1
µ,c(T ) converges to u in H1

µ(T ). For this it suffices
to show that, as n→∞, the sequences

un → u and u′n = ϕ′nu+ ϕnu
′ → u′ in L2

µ(T ). (79)

By Lebesgue’s dominated convergence theorem,

un → u, ϕnu
′ → u′, n→ +∞, in L2

µ(T ). (80)

Therefore, it remains to show that ‖ϕ′nu‖L2
µ(T ) → 0. Using supp ϕn ⊂ T 2n \ T n and

(78),

‖ϕ′nu‖2L2
µ(T ) =

2n∑
m=n+1

pm−1∑
j=0

∫
Σm,j

µ (ϕ′n)2 |u|2 =

2n∑
m=n+1

pm−1∑
j=0

(nαm,j)
−2

∫
Σm,j

µ |u|2. (81)

Since we want to bound the above using the traces τmu, we will bound ‖u‖2L2
µ(Σm,j)

by a
quantity involving the value of u in the vertex Mm,j (and, eventually, its derivative ∂su).

For this we will use the following 1D Poincaré inequality

∀ v ∈ H1(0, L) with v(L) = 0,

L∫
0

|v|2ds 6 4

π2
L2

L∫
0

|v′|2 ds. (82)

Let us introduce a piecewise-constant interpolant Πu defined by

Πu|Σn,j = ũn,j := the constant function un,j , 0 6 j 6 pn − 1, n > 0. (83)

Then, thanks the the Poincaré inequality, applied to the function u−Πu,

‖u−Πu‖2L2
µ(Σm,j)

6
4

π2
α2
m,j‖∂su‖2L2

µ(Σm,j)
. (84)

With the above and

‖u‖2L2
µ(Σm,j)

6 2 ‖Πu‖2L2
µ(Σm,j)

+ 2 ‖u−Πu‖2L2
µ(Σm,j)

,

we deduce the following upper bound on ‖u‖2L2
µ(Σm,j)

:

‖u‖2L2
µ(Σm,j)

6
8

π2
α2
m,j ‖∂su‖2L2

µ(Σm,j)
+ 2µm,jαm,j |um,j |2. (85)
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Plugging in the above bound into (81), we end up with the following expression:

‖ϕ′nu‖2L2
µ(T ) 6

8

n2π2

2n∑
m=n+1

pm−1∑
j=0

‖∂su‖2L2
µ(Σm,j)

+
2

n2

2n∑
m=n+1

pm−1∑
j=0

µm,j
αm,j

|um,j |2

=
8

n2π2
‖∂su‖2L2

µ(T 2n\T n) +
2

n2

2n∑
m=n+1

〈µ
α

〉m
‖τmu‖2, cf. (75).

Obviously, the first term in the above tends to 0 as n → +∞. So does the second term,
thanks to the condition (77). Indeed, (77) can be rewritten as〈µ

α

〉m
‖τmu‖2 = mεm, εm → 0 (m→ +∞).

Then the second term in the above bound can be estimated as follows:

2

n2

2n∑
m=n+1

〈µ
α

〉m
‖τmu‖2 =

2

n2

2n∑
m=n+1

mεm 6 4 max
m=n,...,2n

εm → 0, (n→ +∞).

Thus, ϕ′nu→ 0 in L2
µ(T ), and with (79, 80), ϕnu→ u in H1

µ(T ).

To prove theorem 3.5, it remains to show that (77) holds for any u ∈ Ker τ∞. This proof
relies on two technical lemmas that aim at connecting the norm of the traces at generations
n and n+N , namely τnu and τn+Nu. Our first result connects each nodal value un,j with
the values of u at all the end points of Gn+N that are connected to Mn,j , namely:{

uj`1....`N , 0 6 `k 6 p− 1, 1 6 k 6 N
}
. (86)

Lemma 3.7. Let u ∈ H1
µ(T ). Let additionally {q`, 0 6 ` 6 p− 1} satisfy

q` > 0, 0 6 ` 6 p− 1,

p−1∑
`=0

q` = 1.

Then the nodal value un,j = uj is related to the nodal values (86) via

un,j = PNn,j −
N∑
k=1

Dk
n,j , (87)

PNn,j =

p−1∑
`1=0

· · ·
p−1∑
`N=0

q`1 · · · q`N uj`1···`N , (88)

Dk
n,j =

p−1∑
`1=0

· · ·
p−1∑
`k=0

q`1 · · · q`k
∫

Σj`1···`k

∂su. (89)

In the above PNn,j is a convex combination of point values at the end points of Gn+N that
are connected to Mn,j , cf. (86), while each Dk

n,j is a convex combination of integrals of
∂su along the edges of the generation Gn+k that are connected to Mn,j .

Proof. The proof is done by induction. It consists essentially in playing with the basic
identity (71) and in exploiting, in order to get an optimal result, all the paths that connect
Mn,j to the possible end points of the generation Gn+N .
Let us first consider the case N = 1. According to (71),

∀ 0 6 `1 6 p, uj = uj`1 −
∫

Σj`1

∂su.
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To exploit all the possible paths between Mj and the Mj`1 ’s we make a convex linear
combination of these equalities, using the coefficients q`1 , to obtain the identity

uj =

p−1∑
`1=0

q`1uj`1 −
p−1∑
`1=0

q`1

∫
Σj`1

∂su (90)

which is (87) for N = 1. Let us now assume that (87) holds and let us prove it for N + 1.
We use an analogue of (90) for uj`1···`N instead of uj :

uj`1···`N =

p−1∑
`N+1=0

q`N+1
uj`1···`N `N+1

−
p−1∑

`N+1=0

q`N+1

∫
Σj`1···`N`N+1

∂su,

which we substitute into (87), using (88) and (89),

uj = PN+1
n,j −

p−1∑
`1=0

· · ·
p−1∑
`N=0

p−1∑
`N+1=0

q`1 · · · q`N q`N+1

∫
Σj`1···`N`N+1

∂su−
N∑
k=1

Dk
n,j ,

which is the desired result since the central term above is nothing but DN+1
n,j .

Remark 3.8. For the functions of the class H1
µ,s(T ), when the tree and its weight is regular,

cf. remark 3.3 for the definition and the notation, the above result is simply the fundamental
theorem of calculus.

In order to prove theorem 3.5, we first need to relate the traces τnu and τn+Nu in the norm.
For this we will apply lemma 3.7 with q` = γ`, where {γ`, 0 6 ` 6 p− 1} are defined in
(63). Let us introduce a related quantity:

CNαµ =

N∑
k=1

〈µ
α

〉−k
. (91)

Lemma 3.9. For all u ∈ H1
µ(T ), all n, N > 1,〈µ

α

〉n
‖τnu‖2 6 2CNαµ ‖∂su‖2L2

µ(T \T n) + 2
〈µ
α

〉n
‖τn+Nu‖2. (92)

Proof. By definition of τnu, we have, cf. (75),〈µ
α

〉n
‖τnu‖2 =

pn−1∑
j=0

µn,j
αn,j

∣∣un,j∣∣2. (93)

Thus, using (87) with q` = γ`, where {γ`, 0 6 ` 6 p− 1} are as in (63),〈µ
α

〉n
‖τnu‖2 6 2

pn−1∑
j=0

µn,j
αn,j

∣∣PNn,j∣∣2 + 2

pn−1∑
j=0

µn,j
αn,j

∣∣∣ N∑
k=1

Dk
n,j

∣∣∣2. (94)

By convexity of x→ x2, we deduce from (88) that∣∣∣∣∣∣∣∣∣∣∣
|PNn,j |2 6

p−1∑
`1=0

· · ·
p−1∑
`N=0

γ`1 · · · γ`N |uj`1···`N |2

=
〈µ
α

〉−N p−1∑
`1=0

· · ·
p−1∑
`N=0

µ`1
α`1
· · · µ`N

α`N
|uj`1···`N |2.

(95)
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After multiplication by µn,j/αn,j and summation over 0 6 j 6 pn − 1, we get

pn−1∑
j=0

µn,j
αn,j

∣∣PNn,j∣∣2 6
〈µ
α

〉−N pn−1∑
j=0

p−1∑
`1=0

· · ·
p−1∑
`N=0

µn,j
αn,j

µ`1
α`1
· · · µ`N

α`N
|uj`1···`N |2,

or, alternatively, thanks to (93) for n+N instead of n,

pn−1∑
j=1

µn,j
αn,j

∣∣PNn,j∣∣2 6
〈µ
α

〉n
‖τn+Nu‖2. (96)

In the same way, by convexity again, we deduce from (89) that

|Dk
n,j |2 6

〈µ
α

〉−k p−1∑
`1=0

· · ·
p−1∑
`k=0

µ`1
α`1
· · · µ`k

α`k

∣∣∣ ∫
Σj`1···`k

∂su
∣∣∣2. (97)

Using the Cauchy-Schwarz inequality (like in (72))

|Dk
n,j |2 6

〈µ
α

〉−k(µn,j
αn,j

)−1
p−1∑
`1=0

· · ·
p−1∑
`k=0

∫
Σj`1···`k

µ |∂su|2. (98)

Next, using the discrete Cauchy-Schwarz inequality and the definition of CNαµ, we obtain∣∣∣ N∑
k=1

Dk
n,j

∣∣∣2 =
∣∣∣ N∑
k=1

〈µ
α

〉− k2 〈µ
α

〉 k
2

Dk
n,j

∣∣∣2 6 CNαµ

N∑
k=1

〈µ
α

〉k
|Dk

n,j |2. (99)

Multiplying the above by µn,j
αn,j

and using (98) results in the following inequality:

µn,j
αn,j

∣∣∣ N∑
k=1

Dk
n,j

∣∣∣2 6 CNαµ

N∑
k=1

p−1∑
`1=0

· · ·
p−1∑
`k=0

∫
Σj`1···`k

µ |∂su|2. (100)

Since the sets
{

Σj`1···`k , 0 6 `1, . . . , `k 6 p− 1
}

form, when 0 6 j 6 pn − 1, a partition
of the generation Gn+k,

pn−1∑
j=0

p−1∑
`1=0

· · ·
p−1∑
`k=0

∫
Σj`1···`k

µ |∂su|2 =

∫
Gn+k

µ |∂su|2. (101)

Thus, after summation of (100) over 0 6 j 6 pn − 1, we get

pn−1∑
j=0

µn,j
αn,j

∣∣∣ N∑
k=1

Dk
n,j

∣∣∣2 6 CNαµ

N∑
k=1

∫
Gn+k

µ |∂su|2 = CNαµ

∫
T n+N\T n

µ |∂su|2. (102)

Finally, the inequality (92) is obtained by gathering (94), (96) and (102).

Now we have all the ingredients necessary to prove theorem 3.5.

Proof of theorem 3.5. By theorem 3.2, see (69), it suffices to prove that Ker τ∞ ⊆ H1
µ,0(T ).

In particular, we will show that following holds true:

∀ u ∈ Ker τ∞,
〈µ
α

〉n
‖τnu‖2 → 0, n→∞. (103)

By lemma 3.6 this will imply that Ker τ∞ ⊆ H1
µ,0(T ).
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First, since (66) holds, we can define

Cαµ :=

+∞∑
k=1

〈µ
α

〉−k
=
(〈µ
α

〉
− 1
)−1

. (104)

From lemma 3.9 it follows that for all u ∈ H1
µ(T ), n, N > 1,〈µ

α

〉n
‖τnu‖2 6 2Cαµ ‖∂su‖2L2

µ(T \T n) + 2
〈µ
α

〉n
‖τn+Nu‖2.

Let us assume u ∈ Ker τ∞. Then, taking N → +∞ in the above, we obtain〈µ
α

〉n
‖τnu‖2 6 2Cαµ‖∂su‖2L2

µ(T \T n). (105)

Since u ∈ H1
µ(T ), the right-hand side of the above tends to zero as n → ∞, from where

(103) follows, and hence u ∈ H1
µ,0(T ).

It is natural to ask how big the image Im τ∞ of the map τ∞ is. The answer to this question
involves another fundamental quantity, namely

〈
µα
〉

:=

p−1∑
i=0

µi αi,
( 〈
µα
〉
<
〈µ
α

〉
since |α|∞ < 1

)
. (106)

Theorem 3.10. Assume that 〈
µα
〉
< 1 <

〈µ
α

〉
. (107)

Then, for any n > 1, P0(Γn) ⊂ Im τ∞. In particular, Im τ∞ is dense in L2(Γ∞).

Proof. Let 1T be a function that equals identically to 1 on T . It is easy to verify that〈
µα
〉
< 1 ⇐⇒ 1T ∈ L2

µ(T ). (108)

Let ϕ ∈ P0(Γn) and ϕn,j be the value of ϕ in the interval [an,j , an,j+1]. Let us construct
u ∈ H1

µ(T ) as follows
u ≡ 0, in the truncated tree T n−1,

u = ϕn,j 1T , in each subtree Tn,j , 0 6 j 6 pn − 1,

u is affine, along each edge of the generation Gn.

Remark that u ∈ L2
µ(T ) is a consequence of (108). By construction, τ∞u = ϕ. Thus,

P0(Γn) ⊂ Im τ∞. The density of Im τ∞ follows from the approximation property of
spaces P0(Γn).

Remark 3.11. Theorem 3.5, lemmas 3.6, 3.7, 3.9 and theorem 3.10 hold both for compact
and non-compact trees.

Remark 3.12. The following result proves that τ∞ in not surjective: the traces posses
some (weak) Sobolev regularity. In [33, Section 5.4], it was proven that

τ∞ ∈ L
(
H1
µ(T ),Hν(Γ∞)

)
for any ν < ν∗,

where the critical Sobolev regularity exponent ν∗ is defined as follows :

ν∗ = min

(
1

2
, min
06i6p−1

(
1

2
−

log µi
αi

2 log γi

))
.
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When
〈
µα
〉
> 1, the situation is totally different: the image of τ∞ is reduced to 0, or,

equivalently, H1
µ,0(T ) = Ker τ∞ = H1

µ(T ). This will be proven in section 3.3.

Theorem 3.13. Assume that
〈
µα
〉
> 1. Then

∀ u ∈ H1
µ(T ), τ∞u = 0 (i.e. Im τ∞ = {0} or Ker τ∞ = H1

µ(T ). ) (109)

Proof. By theorem 3.18, see section 3.3, H1
µ,0(T ) = H1

µ(T ); the result follows from

H1
µ,0(T ) = Ker τ∞.

3.3. On the distinction between H1
µ(T ) and H1

µ,0(T ). In this section we present the
conditions on α, µ that ensure that the spaces H1

µ,0(T ) and H1
µ(T ) coincide, or, in other

words, when compactly supported functions (in the sense of (19)) are dense in H1
µ(T ). Our

first result in this direction is the following.

Theorem 3.14. If the condition (107) holds, then H1
µ,0(T ) ( H1

µ(T ).

Proof. The result is an immediate consequence of the trace theorem 3.10, since the equality
H1
µ,0(T ) = H1

µ(T ), according to theorem 3.5, implies in particular that Im τ∞ = {0}.

As we are going to see, when
〈
µα
〉
> 1 or

〈µ
α

〉
6 1, then H1

µ,0(T ) ≡ H1
µ(T ).

We shall state this result as two theorems, whose proofs are quite different:

• theorem 3.15 for
〈µ
α

〉
6 1 (and, consequently,

〈
µα
〉
< 1).

• theorem 3.18 for
〈
µα
〉
> 1 (and, consequently,

〈µ
α

〉
> 1).

Theorem 3.15. If
〈µ
α

〉
6 1, then H1

µ,0(T ) = H1
µ(T ).

To prove this result, we shall use the following technical lemma.

Lemma 3.16. Let (xn), (εn), n ∈ N, be two sequences of non-negative real numbers. Let
one of the following hold true:

(i) xn+1 6 γ xn + εn, where 0 < γ < 1 and εn → 0 as n→∞;

(ii) xn+1 6 γn xn + εn, where γn = 1− a
n+1 , 0 < a < 1, and

∞∑
k=0

εk < +∞.

Then the sequence xn converges to 0 when n→ +∞.

Proof. See appendix A.

Proof of theorem 3.15. By lemma 3.6, it suffices to prove that (77) holds for any u ∈
H1
µ(T ). To do so, we compare the norms of two successive partial traces of u, cf. (75),

‖τnu‖2 =
〈µ
α

〉−n pn−1∑
j=0

µn,j
αn,j

|uj |2,

‖τn+1u‖2 =
〈µ
α

〉−n−1
pn−1∑
j=0

p−1∑
`=0

µn,j
αn,j

µ`
α`
|uj`|2.

(110)

Because

uj` = uj +

∫
Σj`

∂su,
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we deduce, using the Young’s inequality (with a parameter ηn > 0, which we will choose
later) and the Cauchy-Schwarz inequality for the integral, cf. (72),

|uj`|2 6 (1 + ηn) |uj |2 + (1 + η−1
n )

αn,j
µn,j

α`
µ`

∫
Σj`

µ |∂su|2.

Multiplying the above by
µn,j
αn,j

µ`
α`

and summing over 0 6 j 6 pn − 1 and 0 6 ` 6 p− 1

we obtain, with (110),

tn+1 6 (1+ηn)
〈µ
α

〉
tn+(1+η−1

n ) ‖∂su‖2Gn+1 , where tn :=
〈µ
α

〉n
‖τnu‖2. (111)

In the above the term ‖∂su‖2Gn+1 was obtained like in (101). Let us then consider separately,
for the sake of clarity, the following two cases.

Case 1 :
〈µ
α

〉
< 1. We choose ηn = η, independent of n, so that

γ := (1 + η)
〈µ
α

〉
< 1.

Then, by Lemma 3.16, case (i), we prove that tn → 0 as n → +∞ which implies in
particular (77).

Case 2 : the limit case
〈µ
α

〉
= 1. Since

〈µ
α

〉
= 1, the previous approach will not work.

To explain the choice of ηn, let us define t̂n := n−1 tn, so that (111) becomes

t̂n+1 6
(
1 + ηn

) n

n+ 1
t̂n + (1 + η−1

n ) (n+ 1)−1‖∂su‖2Gn+1 , (112)

We choose ηn so that(
1 + ηn

) n

n+ 1
= 1− 1

2(n+ 1)
=⇒ ηn =

1

2n
> 0.

Then, as εn = (1 + 2n) (n + 1)−1‖∂su‖2Gn+1 6 2‖∂su‖2Gn+1 is summable, by Lemma
3.16, case (ii) (with a = 1/2), we prove that that t̂n → 0, i. e. (77).

Remark 3.17. We have shown that when
〈µ
α

〉
< 1,

〈µ
α

〉n
‖τnu‖2 → 0 as n→∞.

This does not hold when
〈µ
α

〉
= 1, with a counterexample provided by the identity func-

tion. Notice that

1T ∈ H1
µ(T ), cf. (108), and

〈µ
α

〉n
‖τn1T ‖2 = ‖τn1T ‖2 = 1.

Nonetheless, in this case 1T ∈ H1
µ,0(T ) = H1

µ(T ).

Finally, we consider the case
〈
µα
〉
> 1, and, in particular, (66) holds.

Theorem 3.18. If
〈
µα
〉
> 1, then H1

µ,0(T ) = H1
µ(T ).

The proof of this result is, in its structure, quite similar to the proof of H1
µ,0(T ) = Ker τ∞,

i.e. theorem 3.5, where we use extensively lemma 3.7 and convexity or the Cauchy-
Schwarz inequality based arguments. However, we need to proceed differently, because,
unlike in theorem 3.5, we do not assume any longer that ‖τn+Nu‖ converges to 0. This
prevents us from exploiting the inequality (92). The key trick will be to obtain an inequal-
ity similar to (92) where the quantity ‖τn+Nu‖ is replaced by a similar quantity, related
to τn+Nu, which tends to 0 when N → ∞ and resembles (in a certain sense which will
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be clear later) ‖u‖2L2(Gn+N ). Instead of working directly with the the squared L2-norm,
we shall use the fact that, when n → +∞, because the size of the edges of T \ T n
decreases drastically, u in H1

µ(T \ T n) can be accurately approximated by a piecewise-
constant function, defined in (83), see the proof of lemma 3.6. This assertion is quantified
by the following technical lemma.

Lemma 3.19. For all n > 1, u ∈ H1
µ(T ),

1

2
‖Πu‖2L2

µ(T \T n) −
4

π2
|α|2n+2
∞ ‖∂su‖2L2

µ(T \T n) 6 ‖u‖
2
L2
µ(T \T n), (i)

‖u‖2L2
µ(T \T n) 6 2 ‖Πu‖2L2

µ(T \T n) +
8

π2
|α|2n+2
∞ ‖∂su‖2L2

µ(T \T n). (ii)

(113)

In particular, for all u ∈ H1
µ(T ), lim

n→+∞
‖Πu‖2L2

µ(T \T n) = 0.

Proof. The bounds (113) follow from

‖u‖2L2
µ(T \T n) 6 2 ‖Πu‖2L2

µ(T \T n) + 2 ‖u−Πu‖2L2
µ(T \T n),

‖Πu‖2L2
µ(T \T n) 6 2 ‖u‖2L2

µ(T \T n) + 2 ‖u−Πu‖2L2
µ(T \T n), (114)

and the bound (84) for ‖u−Πu‖2L2
µ(T \T n), rewritten in the form

‖u−Πu‖2L2
µ(Σn,j)

6
4

π2
|α|2n∞‖∂su‖2L2

µ(Σn,j)
.

The fact that lim
n→+∞

‖Πu‖2L2
µ(T \T n) = 0 follows from the bound (114) and |α|∞ < 1.

The interest of working with Πu is that, inside Gn, Πu is defined by the same nodal values
as τnu. As a consequence, it is easy to relate τnu to Πu in Gn. This allows us to formulate
an analogue of lemma 3.9, more precisely of the inequality (92). Let us first introduce

ĈNαµ =

N∑
`=1

〈
µα
〉−`|α|2`∞. (115)

Lemma 3.20. For any u ∈ H1
µ(T ), n, N > 1,〈µ

α

〉n
‖τnu‖2 6 2 ĈNαµ ‖∂su‖2L2

µ(T \T n) + 2
〈
µα
〉−N |α−1|2n∞ ‖Πu‖2L2

µ(Gn+N ). (116)

Proof. Let us first remark that

‖Πu‖2L2
µ(Gn) =

pn−1∑
j=0

µn,jαn,j |uj |2 (117)

resembles
〈µ
α

〉n
‖τnu‖2, cf. (75), with µn,jα−1

n,j replaced by µn,jαn,j .
Thus, we will use the same idea as in the proof of lemma 3.9; we start with the inequality
(94), however, we define PNn,j and Dk

n,j differently than in lemma 3.9. More precisely, we

use lemma 3.7 with q` = µ`α`
〈
µα
〉−1

, ` = 0, . . . , p− 1.
As a consequence, proceeding as in the proof of lemma 3.9, we see that (94) is still valid
but with different PNn,j and Dk

n,j . In particular, the estimate (95) has to be replaced by

|PNn,j |2 6
〈
µα
〉−N p−1∑

`1=0

· · ·
p−1∑
`N=0

µ`1α`1 · · ·µ`Nα`N |uj`1···`N |2. (118)
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After multiplication by µn,j/αn,j and summation over 0 6 j 6 pn − 1, we obtain

pn−1∑
j=0

µn,j
αn,j

∣∣PNn,j∣∣2 6
〈
µα
〉−N pn−1∑

j=0

µn,j
αn,j

p−1∑
`1=0

· · ·
p−1∑
`N=0

µ`1α`1 · · ·µ`Nα`N |uj`1···`N |2.

Since
µn,j
αn,j

= µn,jαn,j · α−2
n,j 6 µn,jαn,j |α−1|2n∞ ,

pn−1∑
j=0

µn,j
αn,j

∣∣PNn,j∣∣2 6
〈
µα
〉−N |α−1|2n∞

pn+N−1∑
k=0

µn+N,k αn+N,k |un+N , k|2

=
〈
µα
〉−N |α−1|2n∞ ‖Πu‖2L2

µ(Gn+N ), (119)

where the last equality follows from (117).
To obtain an upper bound for |Dk

n,j |2, cf. (97), we use the convexity argument:

|Dk
n,j |2 6

〈
µα
〉−k p−1∑

`1=0

· · ·
p−1∑
`k=0

µ`1α`1 · · ·µ`kα`k
∣∣∣ ∫

Σj`1···`k

∂su
∣∣∣2.

Using the Cauchy-Schwarz inequality, like in (72),

|Dk
n,j |2 6

〈
µα
〉−k αn,j

µn,j

p−1∑
`1=0

· · ·
p−1∑
`k=0

α2
`1 · · ·α

2
`k

∫
Σj`1···`k

µ |∂su|2

6
〈
µα
〉−k |α|2k∞ αn,j

µn,j

p−1∑
`1=0

· · ·
p−1∑
`k=0

∫
Σj`1···`k

µ |∂su|2 (120)

Using the discrete Cauchy-Schwartz inequality, introducing ν :=
〈
µα
〉− 1

2 |α|∞, we obtain

pn−1∑
j=0

µn,j
αn,j

∣∣∣ N∑
k=1

Dk
n,j

∣∣∣2 =

pn−1∑
j=0

µn,j
αn,j

∣∣∣ N∑
k=1

(
νk · ν−kDk

n,j

) ∣∣∣2
6 ĈNαµ

N∑
k=1

pn−1∑
j=0

p−1∑
`1=0

· · ·
p−1∑
`k=0

∫
Σj`1···`k

µ |∂su|2,

where we used the bound (120) and the definition (115) of ĈNαµ. With (101),

pn−1∑
j=0

µn,j
αn,j

∣∣∣ N∑
k=1

Dk
n,j

∣∣∣2 6 ĈNαµ

N∑
k=1

∫
Gn+k

µ |∂su|2 = ĈNαµ‖∂su‖2L2
µ(T n+N\T n). (121)

The desired result is obtained by substituting (119) and (121) into (94).

Now we have all the components necessary to prove theorem 3.18.

Proof of theorem 3.18. We will use the characterization of the space H1
µ,0(T ) of lemma

3.6, namely, we will show that (77) holds for all u ∈ H1
µ(T ). For this we employ (116).

Since the tree is compact, i.e. |α∞| < 1 and
〈
µα
〉
> 1, the value ĈNαµ is bounded

uniformly in N by

Ĉαµ :=
〈
µα
〉−1|α|2∞

(
1−

〈
µα
〉−1|α|2∞

)−1

.
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This allows us to take a limit N → +∞ in (116). Together with lemma 3.19 (namely,
using the fact that lim

N→∞
‖Πu‖2L2

µ(Gn+N ) = 0), we obtain the following inequality, valid for

all u ∈ H1
µ(T ), 〈µ

α

〉n
‖τnu‖2 6 2 Ĉαµ ‖∂su‖2L2

µ(T \T n).

This shows that
〈µ
α

〉n
‖τnu‖2 → 0 as n→∞, and, by lemma 3.6, u ∈ H1

µ,0(T ).

Remark 3.21. Theorem 3.15 holds both for compact and non-compact trees. The proof of
Theorem 3.18, however, uses the compactness of the tree.

3.4. Summary and different regions of parameters. In this section we will summarize
the results of the previous sections about the trace operator and relationship between the
spaces H1

µ,0(T ) and H1
µ(T ). Such a brief outline is provided in figure 6.

FIGURE 6. A summary of the results of sections 3.1-3.3.

This difference between different values of µ, α will be expressed as well in the con-
struction of transparent boundary conditions. Let us thus introduce the following space of
parameters:

P := {(µ, α) ∈
(
R∗+
)p × (R∗+)p : |α|∞ < 1}.
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According to figure 6, we can partition it into the three regions:

PN := {(µ, α) ∈ P :
〈µ
α

〉
6 1},

PND := {(µ, α) ∈ P :
〈µ
α

〉
> 1,

〈
µα
〉
< 1},

PD := {(µ, α) ∈ P :
〈
µα
〉
> 1}.

(122)

Note that (this will be used later)〈µ
α

〉
> 1 ⇐⇒ (µ, α) ∈ PND ∪ PD,

〈
µα
〉
< 1 ⇐⇒ (µ, α) ∈ PND ∪ PN . (123)

The choice of the notation with indices N , ND and D will become clear later, when con-
structing transparent boundary conditions(cf. corollary 5.6 and remark 5.7).

3.5. Compact Embedding of H1
µ(T ) into L2

µ(T ).

It appears that independently ofµ, the embedding H1
µ(T ) ↪→ L2

µ(T ) is compact. The proof
of this result is lengthy, and, moreover, uses somewhat different approaches depending
whether the case

〈
µα
〉
> 1 or

〈
µα
〉
< 1 is considered. Nonetheless, both approaches are

based on the following characterization of the compactness, which follows from the works
of F. Ali Mehmeti et S. Nicaise [8] and Y. Achdou et N. Tchou [6].

Lemma 3.22. Let V = H1
µ,0(T ) or H1

µ(T ). The injection of V in L2
µ(T ) is compact if and

only there exists a sequence (γn)n∈N, s.t. lim
n→∞

γn = 0 and

∀ u ∈ V, ‖u‖L2
µ(T \T n) 6 γn ‖u‖H1

µ(T ) . (124)

Proof. See appendix B.

Depending on the approach taken to prove the inequality (124), we split the compactness
result into two theorems:
• the compactness of the embedding H1

µ(T ) ↪→ L2
µ(T ) when

〈
µα
〉
> 1 (i.e. in PD)

is the statement of theorem 3.23.
• the compactness of the embedding H1

µ(T ) ↪→ L2
µ(T ) when

〈
µα
〉
< 1 (i.e. in

PN ∪ PND) is the principal result of theorem 3.24.
We start with the case

〈
µα
〉
> 1, as it uses inequalities used in the proof of lemma 3.9.

Theorem 3.23. If
〈
µα
〉
> 1, the embedding H1

µ(T ) ↪→ L2
µ(T ) is compact.

Proof. We use the criterion of lemma 3.22. Because of theorem 3.18, it suffices to demon-
strate that (124) holds for any function from H1

µ,0(T ). By lemma 3.19, in particular (113)-
(ii), we can just show that (124) holds with ‖u‖L2

µ(T \T n) replaced by ‖Πu‖L2
µ(T \T n).

Let us first assume that u ∈ H1
µ,c(T ), i. e. u|T \T N = 0 for some N . Thus, for all n < N ,

‖Πu‖2L2
µ(T \T n) =

N∑
m=n+1

‖Πu‖2L2
µ(Gm) =

N∑
m=n+1

pm−1∑
j=0

αm,jµm,j |um,j |2. (125)

First, we apply lemma 3.7 with q` = γ`, cf. (63), which gives, since PNn,j ≡ 0,

|um,j |2 =

∣∣∣∣∣
N−m∑
k=1

Dk
m,j

∣∣∣∣∣
2

. (126)
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Together with (100), the above results in

pm−1∑
j=0

αm,jµm,j |um,j |2 6 CN−mαµ

N−m∑
k=1

pm−1∑
j=0

α2
m,j

p−1∑
`1=0

· · ·
p−1∑
`k=0

‖∂su‖2L2
µ(Σj`1···`k ).

With the bound Ckαµ < Cαµ, k ∈ N, see (104) (valid because
〈µ
α

〉
>
〈
µα
〉
> 1), and

the observation (101), the above inequality yields:

pm−1∑
j=0

αm,jµm,j |um,j |2 6 Cαµ|α|2m∞ ‖∂su‖2L2
µ(T N\Tm) = Cαµ|α|2m∞ ‖∂su‖2L2

µ(T \T m).

Thus, for any u ∈ H1
µ,c(T ), any n > 1, the above and (125) imply

‖Πu‖2L2
µ(T \T n) 6 Cαµ

|α|2n+2
∞

1− |α|2∞
‖∂su‖2L2

µ(T \T n). (127)

With (113)-(ii) and the density argument, a similar inequality holds for ‖u‖2L2
µ(T \T n) when-

ever u ∈ H1
µ,0(T ) = H1

µ(T ). We conclude with lemma 3.22.

The case
〈
µα
〉
< 1 is slightly different, since we will show an inequality of the form

‖Πu‖2L2
µ(T \T n) 6 γn ‖∂su‖2L2

µ(T n), with lim
n→+∞

γn = 0. (128)

Compared with (127), ‖∂su‖2L2
µ(T n) is replaced by ‖∂su‖2L2

µ(T \T n).

The reason is that when
〈
µα
〉
< 1, H1

µ,c(T ) is not necessarily dense in H1
µ(T ), cf. theorem

3.14, and thus the identity (126) is no longer valid.

Theorem 3.24. If
〈
µα
〉
< 1, the embedding H1

µ(T ) ↪→ L2
µ(T ) is compact.

Proof. Like in the proof of theorem 3.23, it suffices to show that for all u ∈ H1
µ(T ),

(124) holds with ‖u‖L2
µ(T \T n) replaced by ‖Πu‖L2

µ(T \T n).

Without loss of generality, we may assume that u(M0,0) = 0. As discussed, we will show
that ‖Πu‖L2

µ(Gn) is controlled by ‖∂su‖L2
µ(T n). For this, let us express un,j as an integral

of ∂su over the path that joins M0,0 and Mn,j :

un,j = uj1···jn =

n∑
`=1

∫
Σj1···j`

∂su.

Using discrete and continuous (cf. (72)) Cauchy-Schwarz inequalities, we have

|uj1···jn |2 6 n

n∑
`=1

∣∣∣ ∫
Σj1···j`

∂su
∣∣∣2 = n

n∑
`=1

αj1 · · ·αj`
µj1 · · ·µj`

‖∂su‖2L2
µ(Σj1···j` )

.

After the multiplication by αn,jµn,j ≡ αj1···jnµj1···jn , the above yields:

αn,jµn,j |uj1···jn |2 6 n

n∑
`=1

α2
j1 · · ·α

2
j`
αj`+1

µj`+1
· · ·αjnµjn‖∂su‖2L2

µ(Σj1···j` )

6 n

n∑
`=1

|α|2`∞ αj`+1
µj`+1

· · ·αjnµjn‖∂su‖2L2
µ(Σj1···j` )

.
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According to (117), by summation of the above over 0 6 j 6 pn − 1, i. e. over
0 6 j1 6 p− 1, · · · , 0 6 jn 6 p− 1, we get

‖Πu‖2L2
µ(Gn) 6 n

n∑
`=1

p−1∑
j1=0

· · ·
p−1∑
jn=0

|α|2`∞ αj`+1
µj`+1

· · ·αjnµjn ‖∂su‖2L2
µ(Σj1···j` )

.

Setting An,` :=

p−1∑
j`+1=0

· · ·
p−1∑
jn=0

αj`+1
µj`+1

· · ·αjnµjn ≡
〈
µα
〉n−`

and writing

p−1∑
j1=0

· · ·
p−1∑
jn=0

=

p−1∑
j1=0

· · ·
p−1∑
j`=0

( p−1∑
j`+1=0

· · ·
p−1∑
jn=0

)
,

we get ∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

‖Πu‖2L2
µ(Gn) 6 n

n∑
`=1

An,` |α|2`∞
p−1∑
j1=0

· · ·
p−1∑
j`=0

‖∂su‖2L2
µ(Σj1···j` )

= n

n∑
`=1

|α|2`∞
〈
µα
〉n−`‖∂su‖2L2

µ(G`)

6 n
( n∑
`=1

|α|2`∞
〈
µα
〉n−`) ‖∂su‖2L2

µ(T n).

A direct computation yields
if
〈
µα
〉

= |α|2∞,
n∑
`=1

|α|2`∞
〈
µα
〉n−`

= n
〈
µα
〉n
,

if
〈
µα
〉
6= |α|2∞,

n∑
`=1

|α|2`∞
〈
µα
〉n−`

= |α|2∞

〈
µα
〉n − |α|2n∞〈

µα
〉
− |α|2∞

.

Combining the above two expressions, we thus obtained (128) with

γn = C

∞∑
k=n

k2 max
(〈
µα
〉
, |α|2∞

)k
(→ 0 when n→ +∞),

where C = C(α,µ) > 0 is a constant depending only on
〈
µα
〉

and |α|∞. Using (113)-
(ii), we deduce that (124) holds for all u ∈ H1

µ(T ) and conclude with lemma 3.22.

Remark 3.25. The statement of lemma 3.22 is valid both for compact and non-compact
trees. The results of theorems 3.24, 3.23 do not hold for non-compact trees. It appears that
the necessary [33, Theorem 6.1.7] (and, as we have shown, sufficient) condition for the
compactness of the embedding H1

µ(T ) ↪→ L2
µ(T ) is |α|∞ < 1.

4. Helmholtz equation on compact self-similar trees. As we will see later, in order to
construct transparent boundary conditions, it will be necessary to understand the structure
of the solutions to the Neumann (Pn,ω) and the Dirichlet (Pd,ω) problems for the Helmholtz
equation. We address in this section the following questions:

• self-similarity (in a certain sense) of the solutions to (Pd,ω) and (Pn,ω);
• the continuity of the solutions to (Pd,ω) and (Pn,ω) in ω = 0;
• the difference between the solutions to (Pd,ω) and (Pn,ω).
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4.1. Helmholtz equation on compact self-similar trees. Let us introduce a notion of
a quasi-self-similar function, which will play an important role in understanding of the
structure of the solutions to the Helmholtz equation on self-similar trees.

Definition 4.1 (Quasi-self-similarity). A function u : T × (C \ R) → C is called quasi-
self-similar if there exists a complex-valued function r : C \ R → C (quasi-self-similarity
ratio) such that, for any 0 6 i 6 p− 1 and for any ω ∈ C \ R,

u
(
σi(s), ω

)
= r(ω)u(s, αiω), s ∈ T . (129)

The above notion reduces to a classical notion of self-similarity in ω = 0, namely

u
(
σi(s), 0

)
= r(0)u(s, 0), s ∈ T . (130)

For any quasi-self-similar function u, any j = (j1 · · · jn)p,

u(σn,j(s), ω) = r(ω)

[
n−1∏
k=1

r(αj1 · · ·αjkω)

]
u(s, αn,jω), (131)

where σn,j , αn,j are defined as in (49) and (51). It appears that solutions to the Dirichlet
(Neumann) problems for the Helmholtz equation are quasi-self-similar.

Theorem 4.2. The function ud(s, ω) (resp. un(s, ω)), which solves (Pd,ω) (resp. (Pn,ω)),
is quasi-self-similar.

Proof. We provide the proof for u = ud(s, ω), the one for un(x, ω) being verbatim the
same. Let

r(ω) := u(M0,0, ω), ω ∈ C \ R. (132)

Our goal is to show that u is quasi-self-similar of ratio r(ω).

It is not difficult to notice that r(ω) 6= 0 in C \R. Otherwise, by uniqueness of the solution
of the Dirichlet Helmholtz problem in each subtree T1,i, u(·, ω) would have vanished iden-
tically in each T1,i, or, in other words u(·, ω) would have been supported in Σ0,0. Using
the Kirchhoff condition at the node M0,0, we would have ∂su(M0,0, ω) = 0. And, since u
is solution of the Helmholtz equation along Σ0,0 and satisfies u(M0,0, ω) ≡ r(ω) = 0, this
would imply that u|Σ0,0

= 0 (hence a contradiction to the boundary condition u(M?, ω) =

1).

Let us define the following quantity:

ui(s, ω) := r(ω)−1 u
(
σi(s), ω

)
. (133)

Notice that ui(M?, ω) = 1. Also,

∂sui(s, ω) = r(ω)−1 αi ∂su ◦ σi. (134)

Choosing vi ∈ Vd,i = {v ∈ Vd / supp v ⊂ T1,i} in the weak formulation of (Pd,ω), we get
(where si is the abscissa on T1,i)∫

T1,i
µ(si) ∂siu ∂sivi − ω2

∫
T1,i

µ(si) u(si) vi(si) = 0, ∀vi ∈ Vd,i . (135)

Performing in the above integrals the change of variables si = σi(s), where s is an abscissa
on T , we obtain∫
T
µ(σi(s)) ∂siu(σi(s)) ∂sivi(σi(s))− ω2

∫
T
µ(σi(s)) u(σi(s)) vi(σi(s)) = 0, (136)
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for all vi ∈ Vd,i. Notice that the above holds with vi(σi(s)) ∈ Vd,i replaced by v(s) ∈ Vd
(since for any vi ∈ Vd,i, there exists v ∈ Vd, s.t. vi ◦ σi = v). Using (55), (134), the
variational formulation (136) becomes

α−2
i

∫
T
µ∂sui ∂sv − ω2

∫
T
µ uiv = 0, ∀v ∈ Vd. (137)

Since ui(M?, ω) = 1, ui is nothing but the solution of the Dirichlet Helmholtz problem
associated to the frequency αi ω. Thus, with (133),

u(σi(s), ω) = r(ω)u(s, αi ω),

which concludes the proof.

4.2. Zero-frequency limit of the Helmholtz equation on compact self-similar trees.
In this section we address the question of the well-posedness of the problems (Pd,ω) and
(Pn,ω) when ω = 0 (i.e. Laplace equation), as well as provide explicit solutions to these
problems. With this analysis we aim at two goals. First, we would like to show that in
the region of the parameters PND, cf. (122), the solutions of the problems (Pd,ω) and
(Pn,ω), in general, differ. And second, we will use the knowledge of the explicit solution to
the Laplace equation to distinguish between these problems when constructing transparent
boundary conditions.

Let us now find explicitly the solutions to the Dirichlet/Neumann problem for the Laplace
equation. This problem is well-posed, according to Lemma 1.22, in particular, because the
compactness assumptions (38)-n and (38)-d hold true. First of all, let us formulate the fol-
lowing corollary of theorem 4.2 about the structure fo the solutions to the Laplace equation
on a self-similar tree.

Theorem 4.3. The function u = ud(., 0), (u = un(., 0)), which solves (Pd,ω) (corresp.
(Pn,ω)) with ω = 0, is self-similar, i.e. it satisfies for some r0 ∈ C and all 0 6 i 6 p− 1,

u(σi(s)) = r0 u(s), s ∈ T . (138)

Proof. The statement follows by extending the proof of theorem 4.2 to ω = 0 (notice that
the theorem is formulated for ω ∈ C \R) and the definition of the quasi-self-similarity, cf.
also (130) with r0 := r(0).

In the following theorem we calculate explicitly the solutions to (Pd,ω) and (Pn,ω) for
ω = 0. In particular, we show that in the region PND, the functions that solve (Pd,ω) and
(Pn,ω) for ω = 0 are distinct.

Theorem 4.4. The solutions to (Pd,ω) and (Pn,ω) with ω = 0 satisfy:
• if (µ, α) ∈ PN , then un(., 0) = ud(., 0) = 1T .
• if (µ, α) ∈ PND, then un(., 0) = 1T , and ud(., 0) is a piecewise-linear function,

which satisfies (138) with

r0 =
〈µ
α

〉−1

. (139)

• if (µ, α) ∈ PD, then un(., 0) = ud(., 0) is a piecewise-linear function, which satis-
fies (138) with r0 defined in (139).

Proof. Let us find a general form of the solution to (Pd,ω), (Pn,ω). First, the use of (132)
results in the following identity:

∂su ◦ σi = r0 α
−1
i ∂su.
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Then the Kirchhoff condition (9) at the node M0,0 = σi(M?) reads:

∂su0,0(M0,0) =

p−1∑
i=0

r0
µi
αi
∂su0,0(M?). (140)

Since ∂2
su = 0 along Σ0,0, ∂su(M?) = ∂su(M0,0). There are two possible solutions:

• either ∂su(M?) = 0, which, with u(M?) = 1, implies that u = 1T .

• or ∂su(M?) 6= 0, then (140) implies that r0 is as in (139). As ∂2
su = 0, u is linear

on Σ0,0. Due to self-similarity, u(M0,0) = r0, and therefore

u0,0(s) = 1 + (r0 − 1)s. (141)

To summarize, u is a piecewise-linear and satisfies (132) with r0 from (138). We will
denote such a function by Lr0 .

Case 1: (µ, α) ∈ PN . The function 1T ∈ H1
µ(T ) = H1

µ,0(T ), see (108) and theorem
3.15. Also, 1T satisfies (Pd,ω) and (Pn,ω). Thus, by the uniqueness of the solution, cf.
lemma 1.22, ud(., 0) = un(., 0) = 1T .

Case 2: (µ, α) ∈ PND. Notice that the function 1T ∈ H1
µ(T ), see (108), and it solves

(Pn,ω) with ω = 0. By uniqueness, un(., 0) = 1T .

The function 1T /∈ H1
µ,0(T ), because τ∞1T = 1, while H1

µ,0(T ) = Ker τ∞, see theorem
3.5. Hence, 1T does not satisfy (Pd,ω), and thus ud = Lr0 .

Case 3: (µ, α) ∈ PD. In this case, H1
µ,0(T ) = H1

µ(T ) (theorem 3.18), hence ud = un.

Since 1T /∈ H1
µ,0(T ) (the same reason as in Case 2), we deduce that un = ud = Lr0 .

Thus, we see that in the region PND, zero-frequency solutions to the Dirichlet and Neu-
mann problems do not coincide. This result can be extended to ω ∈ C\R, except, possibly,
some isolated points. To see this, first notice that there exists R > 0, such that for any se-
quence (ωk)k∈N ⊂ B(0, R), s.t. ωk → 0 as k →∞,

ud(., ωk)→ ud(., 0), un(., ωk)→ un(., 0), strongly in H1
µ(T ). (142)

This is an immediate corollary of proposition 1.23 (notice that (38)-d and (38)-n hold)
combined with remark 1.20. This implies the following result.

Corollary 4.5. The following holds true for the solutions of (Pd,ω) and (Pn,ω):

• if (µ,α) ∈ PN ∪ PD, then ud(., ω) = un(., ω) for all ω ∈ C \ R;

• if (µ,α) ∈ PND, ud(., ω) 6= un(., ω) except, possibly, in isolated points ω of C \R.

Proof. The result in PN ∪ PD follows from H1
µ,0(T ) = H1

µ(T ), cf. theorems 3.15, 3.18.

When (µ,α) ∈ PND, we proceed by contradiction. First of all, remark that (38), holds,
cf. theorem 3.24, and thus ud(., ω) and un(., ω) are analytic H1

µ(T )-valued functions of
ω ∈ C \ R, see proposition 1.23. Let us now assume that there exists ω` ∈ C \ R, s.t.

ud(., ω`) = un(., ω`), lim
`→∞

ω` = ω ∈ C \ R.
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Then, by the uniqueness continuation theorem for holomorphic vector-valued functions,
see [9, Proposition A.2, p.462], ud(., ω) = un(., ω) in C \ R. However, by (142), for
ω → 0, the functions ud(., ω), un(., ω) converge correspondingly to ud(., 0) and un(., 0),
and as ud(., 0) 6= un(., 0), see theorem 4.4, we arrive at the contradiction.

The above property shows that the transparent boundary conditions, which we aim to con-
struct, should take into account the fact that the solutions of the Dirichlet and of the Neu-
mann problem differ when (µ, α) ∈ PND.

5. Construction of transparent boundary conditions for the Helmholtz equation. In
this section, we investigate some properties of the DtN operator, as it was introduced in
section 1.6, and more precisely the computation of its symbol as a function of the frequency
ω ∈ C\R. We consider the case of the reference p-adic self-similar compact weighted tree
with the weight µ(s) = 1 on Σ0,0, cf. assumption 3.1.

5.1. DtN operator for the Dirichlet and Neumann Helmholtz problems. Before enter-
ing into the details, let us remind that depending on the value (µ, α),
• if (µ, α) ∈ PN ∪ PD, the solutions of the Neumann and the Dirichlet problem for

the Helmholtz equation coincide.

• otherwise, if (µ, α) ∈ PND, the solutions of the Neumann and the Dirichlet prob-
lem do not coincide, except, possibly, for isolated frequencies, cf. corollary 4.5.

Let us define the two Dirichlet and Neumann symbols as

Λd(ω) := − ∂sud(M?, ω), Λn(ω) := − ∂sun(M?, ω). (143)

According to proposition 1.23, the functions ω 7→ Λd(ω) and ω 7→ Λn(ω) are meromor-
phic in C and analytic in the neighborhood of the origin, since ω = 0 is not an eigenvalue
of the operators An, Ad, cf. lemma 1.22. Moreover, using (42) and (43),

Λd(ω) = Λd(0)−
+∞∑
n=0

αndω
2

(ωnd )2 − ω2
, αnd =

(
∂sϕ

n
d (M?)

ωnd

)2

,

Λn(ω) = Λn(0)−
+∞∑
n=0

αnnω
2

(ωnn )2 − ω2
, αnn =

(
∂sϕ

n
n(M?)

ωnn

)2

.

(144)

The convergence of the above series is uniform on the compact subsets of C that do not
contain

{
± ωnd

}
(resp.

{
± ωnn

}
); this follows from Remark 1.24 and continuity of the

trace u→ ∂su(M?) for functions from D(Ad) (resp. D(An)).

Remark 5.1. The formulas (144) show that the set of poles of Λd(ω) (resp. Λn(ω)) is a
subset of

{
± ωnd

}
(resp.

{
± ωnn

}
). We conjecture that these sets coincide.

Another property of the symbol of the DtN operator follows naturally from the explicit
form of the zero-frequency solutions for the Helmholtz equation. It is formulated below.

Lemma 5.2. The symbols Λd(ω), Λn(ω) satisfy the following:
• in PN ,

Λd(ω) ≡ Λn(ω), and Λd(0) = Λn(0) = 0.

• in PND,

Λd(ω) 6= Λn(ω), Λd(0) = 1−
〈µ
α

〉−1

and Λn(0) = 0.
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• in PD,

Λd(ω) ≡ Λn(ω) and Λd(0) = Λn(0) = 1−
〈µ
α

〉−1

.

Proof. Let us consider
〈
µα
〉
> 1, the proof for the rest of the cases being almost identical.

If
〈
µα
〉
> 1, H1

µ,0(T ) = H1
µ(T ), hence Λd(ω) = Λn(ω).

By theorem 4.4, and more precisely (141), u = ud(., 0) satisfies

u0,0(s) = 1 + (r0 − 1)s, r0 =
〈µ
α

〉−1

.

Thus, Λd(0) ≡ Λn(0) = − ∂su0,0(0) = 1−
〈µ
α

〉−1

.

5.2. A functional equation for Λd(ω) and Λn(ω). In this section we will demonstrate
how one can compute the symbols Λd(ω) and Λn(ω).

Lemma 5.3. Each function Λ(ω) = Λd(ω) or Λn(ω) satisfies the following quadratic
functional equation

Find Λ(ω) : C \ R 7→ C such that

ω sinω + Λ(ω) cosω =
(

cosω −Λ(ω)
sinω

ω

) p−1∑
i=0

µi
αi

Λ(αiω).
(145)

Proof. Let u(·, ω) = ud(·, ω) or un(·, ω) and Λ(ω) = −∂su(M?, ω). Along Σ0,0 parametrized
by s ∈ [0, 1], u(., ω)|Σ0,0

≡ u0,0(., ω) is the solution to the following Cauchy problem:

∂2
su0,0 + ω2u0,0 = 0, u0,0(0, ω) = 1, ∂su0,0(0, ω) = −Λ(ω),

which leads to u0,0(s, ω) = cosωs−Λ(ω)
sinωs

ω
. In particular,

∂su0,0(M0,0, ω) = −ω sinω −Λ(ω) cosω (146)

Along Σ1,i ≡ σi(Σ0,0) , u(., ω)|Σ1,i
≡ u1,i(., ω). Thus, by quasi-self-similarity (129),

and the definition of Λ(ω), we get

∂su1,i(M0,0, ω) = α−1
i r(ω) ∂su0,0(M?, αiω) ≡ −α−1

i r(ω) Λ(αiω), (147)

where the self-similarity ratio r(ω) is given by, cf. (132),

r(ω) = u0,0(M0,0, ω) ≡ cosω − Λ(ω)

ω
sinω. (148)

One gets (145) by substituting (146), (147), (148) into the Kirchhoff equation (9) at M0,0:

∂su0,0(M0,0, ω) =

p−1∑
i=0

µi ∂su1,i(M0,0, ω).

Remark 5.4. Depending on the values of µ andα, the equation (145) encodes all the sym-
bols of the DtN operators for all the self-similar trees (even non-compact). In particular,
e.g., one can verify that the DtN symbol for the Helmholtz equation on the half-line (p = 1,
µ = α = 1), namely, ±iω, solves (145).
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Since this equation (145) is quadratic, one expects that it admits several (naively at least
two) solutions. However, as we know, when (µ,α) ∈ PN ∪ PD, the symbols Λd(ω) and
Λn(ω) coincide, and hence only one of these solutions corresponds to the symbol of the
DtN operator. We will show the following properties:

• when (µ,α) ∈ PN ∪ PD, (145) admits a single even meromorphic solution that
takes the value at the origin prescribed by lemma 5.2. This will allow us to select a
physical solution (145) in the cases the symbols Λd(ω) and Λn(ω) coincide;

• when (µ,α) ∈ PND, (145) admits two even meromorphic solutions, which take the
values at the origin prescribed by lemma 5.2. They correspond to Λd(ω) and Λn(ω).

First of all, notice that because the symbol of the DtN operator satisfies (145) and is an
even function, analytic in the origin, a priori one of the solutions of the equation (145) is
even and analytic in the origin. Moreover, in the origin this solution satisfies lemma 5.2.
A priori it is not obvious that such a solution is unique. However, the uniqueness can be
shown, and the corresponding result is formulated in the following lemma.

Let us draw the attention of the reader to the fact that in the lemma below, we use N or
D as indices instead of n or d because we refer to solutions of the characteristic equation
(145) and not to the DtN symbols. However, the connection between ΛD(ω),ΛN (ω) and
Λd(ω),Λn(ω) will be immediately clarified with corollary 5.6.

Lemma 5.5. Any solution of (145), continuous in the origin, satisfies

Λ(0) = 0 or Λ(0) = 1−
〈µ
α

〉−1

.

If (µ,α) ∈ PN ∪ PND, the equation (145) admits a unique even solution Λ(ω) = ΛN (ω)
analytic in the origin that satisfies ΛN (0) = 0. Moreover, as ω → 0,

ΛN (ω) = −
(
1−

〈
µα
〉)−1

ω2 +O(ω4).

If (µ,α) ∈ PD ∪ PND, the equation (145) admits a unique even solution Λ(ω) = ΛD(ω)
analytic in the origin that satisfies

ΛD(0) = 1−
〈µ
α

〉−1

.

Moreover, its Taylor expansion at the origin is given, as ω → 0, by

ΛD(ω) = ΛD(0)− 1

3

(〈µ
α

〉2

+
〈µ
α

〉
+ 1

)(〈µ
α

〉2

−
〈
µα
〉)−1

ω2 +O(ω4)

Proof. Please see the appendix C. Let us remark that it is possible to obtain a higher-order
expansion of ΛD(ω) and ΛN (ω), and the corresponding formulas, since they are somewhat
cumbersome, are omitted here; however, they can be found in appendix C, see, in particular,
(188, 189).

Combining the above with lemma 5.2, we arrive at the following conclusion.

Corollary 5.6. Let ΛN (ω) and ΛD(ω) be defined in lemma 5.5. Then the following holds:

• if (µ,α) ∈ PN , then Λn(ω) = Λd(ω) = ΛN (ω).
• if (µ,α) ∈ PND, then Λn(ω) = ΛN (ω) and Λd(ω) = ΛD(ω).
• if (µ,α) ∈ PD, then Λn(ω) = Λd(ω) = ΛD(ω).
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Remark 5.7. The corollary clarifies the notation by explaining why, when (µ, α) ∈ PD ∪
PN , even though Dirichlet and Neumann problems coincide, we have chosen to consider
that we solve the Dirichlet problem when (µ, α) ∈ PD and that we solve the Neumann
problem when (µ, α) ∈ PN .

Remark 5.8. The uniqueness results of lemma 5.5 fail to be true if one looks for not neces-
sarily smooth solutions Λ(ω). Let us give a counter-example in the case where all the αi’s
are rational numbers. Then the function Λ(ω) defined in C \ R by

Λ(ω) = ΛD(ω), if |ω| ∈ Q,

Λ(ω) = ΛN (ω), if |ω| /∈ Q,

is a solution of (145), different from ΛD(ω) and satisfying Λ(0) = ΛD(0). In the same
way, the function Λ(ω) defined in C \ R by

Λ(ω) = ΛN (ω), if |ω| ∈ Q,

Λ(ω) = ΛD(ω), if |ω| /∈ Q,

is a solution of (145), different from ΛD(ω) and satisfying Λ(0) = ΛN (0).

5.3. Positivity properties of the DtN Operator. An important property of the DtN op-
erator is its positivity, which is related to the energy conservation. This property will be
important for obtaining an approximation of symbols Λd, Λn that would lead to stable
transparent boundary conditions. Let us introduce

C+ = {z ∈ C : Im z > 0}.

Theorem 5.9. The symbol Λ(ω) = Λd(ω) (Λ(ω) = Λn(ω)) satisfies the following:

Im
(
ω−1Λ(ω)

)
< 0, for all ω ∈ C+. (149)

In other words, f(ω) = −ω−1Λ(ω) is a Herglotz function [17].

Proof. This property can be shown directly, by examining the expressions (144); however,
we provide a more general proof, which relies only on the properties of the underlying
sesquilinear form. We show the result for Λ(ω) = Λd(ω), with the proof for Λn(ω)
being verbatim the same. For this we test the Helmholtz equation with ud(., ω) and use the
Green’s formula (cf. also (9) for the Kirchoff conditions), which gives

−
∫
T

µω2 |ud(., ω)|2 +

∫
T

µ |∂sud(., ω)|2 + ∂sud(M?, ω) = 0.

Dividing the above by ω 6= 0, and using (143), we obtain the following identity:

ω−1Λd(ω) = ω−1

∫
T

µ |∂sud|2 − |ω|2 ω
∫
T

µ |ud|2.

It remains to notice that ud 6= 0 and thus the imaginary part of the above is strictly negative
whenever ω ∈ C+.

Remark 5.10. The above property will be employed to prove that the algorithm for the
evaluation of the symbol of the DtN operator, which we present in the next section, is well-
defined (i.e. no division by zero occurs in the course of this algorithm). But the meaning of
this positivity property is much more important than this: it is fundamental for the stability
of the boundary-value problems. This is implicitly used, in particular, in theorem 6.2.
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Let us state the following two trivial properties of the Herglotz functions, useful further.

Lemma 5.11. Let f(ω) : C→ C be an even function analytic in the vicinity of the origin,
which admits the expansion f(ω) = f0 + f2ω

2 + O(ω4) as ω → 0, with f0, f2 ∈ R, and
f0 6= 0 or f2 6= 0. Assume additionally that, for any ω ∈ C+

Im(ω−1f(ω)) < 0. (150)

Then if f0 6= 0, then f0 > 0, while, if f0 = 0, then f2 < 0.

Proof. For ω ∈ C+ sufficiently small,

sign Im
(
ω−1f(ω)

)
= sign Im

(
f0 ω

−1 + f2 ω
)
.

It is easy to conclude with (150).

Remark 5.12. The solutions Λn(ω) and Λd(ω) defined in corollary 5.6 via solutions
ΛN (ω) and ΛD(ω) of (145) , cf. lemma 5.5, satisfy (150). From the proof of lemma
5.5, it follows that under additional conditions on the parameters µ and α, it is possible to
extend the definitions of

ΛN (ω) for
〈
µα
〉
> 1 and ΛD(ω) for

〈µ
α

〉
6 1

as solutions of the equation (145). However, as already seen by verifying the condi-
tions of lemma 5.11 for their expansions in the origin (cf. lemma 5.5), these functions
no longer satisfy (150) in these regions (with an exception of a special case

〈µ
α

〉
≡ 1,

when ΛD(ω) ≡ ΛN (ω)). Thus, they cannot be the symbols of a DtN operator. This is
consistent with corollary 5.6.

5.4. Numerical approximation of the symbols Λn(ω), Λd(ω). Let us now provide an
algorithm for the numerical approximation of Λa(ω) by Λa

a(ω), a = d or n. The function
Λa

a(ω) will be constructed progressively inside an increasing sequence of balls Bn that fill
the whole complex plane as n→∞. For this, we rewrite (145) in the form

Λ(ω) = −ω ω sinω − cosωfα,µ(ω)

ω cosω + sinωfα,µ(ω)
, fα,µ(ω) =

p−1∑
i=0

µi
αi

Λ(αiω). (151)

This expression defines the values of the function Λ(ω) via the values of the same function
in ωi = αiω, |ωi| < |ω|, i = 0, . . . , p−1. This property serves as the basis for an algorithm
for evaluating the function Λa(ω).
First of all, let us consider

Bn = {ω ∈ C \ R s.t. |ω| < rn := |α|−n∞ r0} (152)

where r0 > 0, the radius of B0, is such that B0 does not contain any pole of Λa(ω), i.e.

0 < r0 < ω0
a.

Then, at the continuous level, the iterative algorithm proceeds as follows.

• Initialization: given a truncation parameter N ∈ N∗, one approximates Λa(ω) in-
side B0 by its truncated Taylor expansion (recall that Λa(ω) is even), i. e.

Λa
a(ω) :=

N∑
n=0

λ2n
a ω2n, ω ∈ B0, (153)
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where the (real) coefficients λna are computed based on the formulas of appendix C.
This is the step for which the cases a = d and a = n may differ.

• Induction: Supposing that Λa
d(ω) has been computed inside Bn, one computes

Λa
d(ω) inside Bn+1 \ Bn based on (151), i.e.

Λa
a(ω) = −ω

ω sinω − cosωfaα,µ(ω)

ω cosω + sinωfaα,µ(ω)
, faα,µ(ω) =

p−1∑
i=0

µi
αi

Λa
a(αiω). (154)

Note that the above expression completely defines Λa
a(ω) inside Bn+1 \Bn since, by

construction of Bn,

for ω ∈ Bn+1 \ Bn, αi ω ∈ Bn, ∀ 0 6 i 6 p− 1.

One could ask whether the above algorithm is well-defined, in the sense that a division by
zero never occurs in (154). This is the case, provided a certain condition on (153); this fact
is a corollary of the following two lemmas.

Lemma 5.13. Let f(ω) : Ω ⊂ C+ → C satisfy (150). Then

1. ω cosω + sinωf(ω) 6= 0 in Ω;

2. the function F (ω) = −ω ω sinω − f(ω) cosω

ω cosω + f(ω) sinω
satisfies

Im
(
ω−1F (ω)

)
< 0, ω ∈ Ω.

Proof. Let us prove the first assertion. Notice that h(ω) defined by

h(ω) = ω cosω + sinωf(ω) = ω sinω g(ω), g(ω) = cotω + ω−1f(ω),

vanishes for some ω ∈ C+ if and only if g(ω) = 0. However, Im cotω < 0 in C+, cf. [17,
p.64], and thus, due to (150),

Im g(ω) < 0 in C+. (155)

To prove 2. , we compute Im(ω−1F (ω)) = − Im
1− ω−1f(ω) cotω

cotω + ω−1f(ω)
, which yields

sign Im(ω−1F (ω)) = − sign Im
(
(1− ω−1f(ω) cotω)(cotω + ω−1f(ω))

)
= − sign Im

(
g(ω)− ω−1f(ω)| cotω|2 − |ω−1f(ω)|2 cotω

)
.

The above is negative, for the same reasons as (155), and because Im z = − Im z.

The above result shows that if faα,µ(ω) defined in (154) satisfies (150), then no division
by zero occurs in the expression (154). On the other hand, since for small |ω| the value
faα,µ(ω) is computed via the truncated Taylor expansion (153), it is natural to ask under
which conditions this Taylor expansion will produce a function satisfying (150).

Lemma 5.14. Let f(ω) : C→ C be an even polynomial f(ω) =
n∑̀
=0

f2` ω
2`.

If f satisfies (150), then, necessarily,

f0 > 0, f2 6 0, f2` = 0, for all ` > 1.

Otherwise, if either f0 > 0 or f0 = 0 and f2 < 0, then (150) holds for |ω| small enough.

Proof. The first part of the statement follows by contradiction, by taking ω ∈ C+ large
enough. The second part of the statement mimics the proof of lemma 5.11.
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To formulate the principal result about the feasibility of the algorithm (153, 154), let us
introduce an auxiliary quantity r∗(N), which satisfies

if N > 2, Im
(
ω−1Λa

a(ω)
)
< 0 for all ω ∈ B(0, r∗(N)) ∩ C+,

if N 6 2, r∗(N) = +∞.
(156)

Then we can formulate the following lemma about the properties of the algorithm.

Lemma 5.15. Let N ∈ N and r0 < r∗(N). Then the algorithm based on (153, 154) is
well-defined. Moreover, the function computed by this algorithm satisfies

Im
(
ω−1Λa

a(ω)
)
< 0, for all ω ∈ C+. (157)

Proof. It is easy to see that it is sufficient to check that the stated result holds for the
first step of the algorithm (i.e. the construction of Λa

a(ω) in B1). Then one proceeds by
induction, by employing lemma 5.13.

First of all, thanks to lemma 5.14 (in the case N 6 2) or (156) (for N > 2), the function
computed by (153) satisfies

Im
(
ω−1Λa

a(ω)
)
< 0, ∀ ω ∈ B

(
0, r∗(N)

)
.

Next, using the definition of the function fα,µ, see (151), and the one of B1, see (152),

∀ ω ∈ B1 ∩ C+, Im
(
ω−1 fα,µ(ω)

)
< 0.

Then applying lemma 5.13, item 1, with

Ω := B1 ∩ C+ and f(ω) = fα,µ(ω),

we deduce that
∀ ω ∈ B1 ∩ C+, ω cosω + sinω fα,µ(ω) 6= 0.

Thus, there is no problem to extend the function Λa
a(ω) to B1 \ B0 ∩C+ using the formula

(154). Moreover, by the item 2 of lemma 5.13, the function Λa
d(ω) satisfies

Im
(
ω−1 Λa

a(ω)
)
< 0 in B1 ∩ C+.

Remark 5.16. We did not investigate the (expected) convergence of our algorithm when
N → +∞ and / or r0 → 0 but verified it numerically. Note that by construction, Λa

a(ω) is
polynomial in B0, rational in each Bn+1 \ Bn and discontinuous across each ∂Bn.

In practice, we compute a discrete approximation of Λa
a(ω) along the rays on the complex

plane Arg ω = const . First notice that if suffices to compute Λa
d(ω) in the quarter plane

Arg ω ∈ ]0, π/2] since, once this is done, one completes the construction of Λa
d(ω) using

Λa
a(ω) = Λa

a(−ω) = Λa
d(ω), which follows from (30).

Next, we consider the following polar mesh of the quarter plane Arg ω ∈ ]0, π/2]: let
Nθ ∈ N be the number of the discretization points in the polar angle and N0 ∈ N that
defines the number of the discretization points in the ball B0. Let us define

ωnj = n ∆r eij∆θ, n > 1, 1 6 j 6 Nθ,

where ∆r = r0
N0

and ∆θ = π
2Nθ

, cf. figure 7. The value N0 is chosen so that

N0 > (|α|−1
∞ − 1)−1. (158)

Then, for each fixed j one computes the {ωnj , n > 1} in the following way:
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• As long as n 6 N0, Λa
d(ωnj ) is computed via the initialization step.

• As soon as n > N0, Λa
d(ωnj ) is computed using the induction step, with an addi-

tional approximation induced by a linear interpolation procedure. More precisely,
thanks to (158), which appears as a necessary condition for the explicit nature of our
algorithm, we deduce (the verification is left to the reader) that, for each 0 6 i 6
p− 1, there exists ` < n and η ∈ [0, 1] such that

αi ω
n
j = η ω`j + (1− η)ω`−1

j with ` < n.

Remark that the condition (158) ensures that αiωnj < ωn−1
j for all n > N0. Then,

in formula (154) applied to ω = ωnj , one makes the substitution

Λa
d(αiω

n
j ) −→ ηΛa

d(ω`j) + (1− η) Λa
d(ω`−1

j ).

FIGURE 7. Polar mesh of the quarter plane

5.5. Numerical results for Λd(ω) and Λn(ω). We consider a dyadic symmetric tree (cf.
figure 4) characterized by p = 2, α1 = α2 = α and µ1 = µ2 = µ, and compute the
symbols of the DtN operators Λd and Λn for different values of (µ,α).

The approximation of Λd(ω) and Λn(ω). First of all, let us take α = µ = 0.6. In this
case (µ,α) ∈ PND, and thus Λd(ω) 6= Λn(ω), see corollary 5.6. The plots of |Λd(ω)|
and |Λn(ω)| are shown in figure 8 (for ω ∈ C). These results indicate that the algorithm
based on (153, 154) detects the location of the poles of the meromorphic functions Λd(ω)
and Λn(ω), and allows to define the values of these functions for ω /∈ R.
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FIGURE 8. Plots of |Λd(ω)| (left) and |Λn(ω)| (right), for |ω| < 2π,
α = µ = 0.6

The property (149) of Λd(ω) and Λn(ω). As shown in lemma 5.15, the property (149) is
preserved by the algorithm (153, 154) (provided certain conditions on N and r0 in (153)).
In figure 9 we illustrate this fact.

FIGURE 9. Plots of Im
(
ω−1Λd(ω)

)
(left) and Im

(
ω−1Λn(ω)

)
(right),

for |ω| < 2π, α = µ = 0.6. Remark that ω−1Λd(ω) has a pole in ω = 0,
unlike ω−1Λn(ω).

Meromorphic solutions of (145) ΛD(ω) and ΛN (ω), which are not symbols of the DtN
operator. Finally, let us demonstrate what happens to the functions ΛD(ω) and ΛN (ω)
in the regions where they fail to be the symbols of the DtN operators, see corollary 5.6 and
remark 5.12. For this we set α = 0.6 and µ = 0.2 (so that (µ,α) ∈ PN ), and compute
ΛD(ω), and next set α = 0.6 and µ = 2 (so that (µ,α) ∈ PD) and evaluate ΛN (ω).
The absolute values of these functions are shown in figure 10. As one can see, the function
ΛD(ω) has a zero on the imaginary axis (two dark blue spots on the imaginary axis in the
left plot in figure 10), and the function ΛN (ω) has a pole in iR. These two behaviors are
incompatible with (149).
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FIGURE 10. Plots of |ΛD(ω)| (left) for α = 0.6, µ = 0.2 and of
|ΛN (ω)| (right) for α = 0.6, µ = 2.

6. Local approximate transparent boundary conditions for a fractal tree. In this sec-
tion, we present a stable low-order local approximation of the DtN operator, based on the
expansions provided in lemma 5.5, see corollary 5.6.

6.1. Construction of conditions of order 1 and 2. First of all, in practice we are inter-
ested in arbitrary p-adic self-similar trees rather than just reference ones; the corresponding
DtN operators, however, can be easily expressed via the DtN operators of the reference trees
by a simple scaling argument. Given a reference p-adic self-similar tree T and a corre-
sponding p-adic self-similar tree whose root edge has length `, i.e. T` := ` T (with (µ,α)
remaining the same for both trees), the symbol of the (Neumann or Dirichet) DtN operator
Λa,` for T` is related to the corresponding DtN operator for the reference tree Λa(ω) via

Λa,`(ω) = `−1 Λa(ω `). (159)

Let us come back to the transparent conditions (23) of section 1.6. For simplicity, but with-
out any loss of generality, let us consider the case where the tree is the self-similar tree T (`)
associated to (µ,α) and that we want to solve the wave equation with a non-homogeneous
Dirichlet condition at the entrance of the tree. Suppose that we wish to truncate the com-
putational domain after the nth generation, by prescribing the DtN condition at each of the
end points Mn,j , 0 6 j 6 pn − 1, which is thus nothing but (23) and (24), rewritten as

µn,j ∂su = −
∑
k∈Cn,j

µn+1,k Λn+1,ku at the point Mn,j , (160)

where we recall that Cn,j is given in (8) and that Λn+1,k is the DtN operator associated to
the subtree Tn+1,k, see (22). Because of the self-similarity properties and lemma 2.4

Cn,j = {pj + i, 0 6 i 6 p− 1}, µn+1,pj+i = µi µn,j .

Moreover, as the length of the root edge of the tree of Tn+1,pj+i is αi `n,j with `n,j =
αn,j `, we have

Λn+1,pj+i = Λa,αi`n,j ,

where we have used (159) for notation, with a = d or n. Thus the transparent boundary
condition at the point Mn,j rewrites

∂su = −
p−1∑
i=0

µi Λa,αi`n,j u at the point Mn,j . (161)
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From the compactness property of the tree, one expects that, since `n,j decays exponen-
tially fast to 0 with n, to get a good approximation of Λa,αi`n,j , it suffices, according to
the formula (159), to have a good approximation of Λa(ω) for small values of |ω|. In this
perspective, truncated Taylor expansions around the origin offer an attractive solution since
they lead to local boundary conditions. Then, the only theoretical question is to know if
the truncation process preserves the stability of the new boundary value problem. In what
follows, we shall investigate this question by looking at second order Taylor expansions.
More precisely, we propose the approximations

Λa(ω) ' Λ
(2)
a (ω) := λa,0 + λa,0 ω

2, (162)

where according to lemma 5.5, we have for the Dirichlet problem (and
〈µ
α

〉
> 1)

λd,0 = 1−
〈µ
α

〉−1

, λd,2 = −1

3

(
1 +

〈µ
α

〉
+
〈µ
α

〉2
)(〈µ

α

〉2

−
〈
µα
〉)−1

, (163)

while for the Neumann case (which means that
〈
µα
〉
< 1)

λn,0 = 0, λn,2 = −
(
1−

〈
µα
〉)−1

. (164)

Remark 6.1. We will refer to these approximations as to the second-order conditions,
because they are constructed using the first three terms of the expansion of the symbol of
the DtN in ω (as λa,1 ≡ 0). We could have taken only the first two terms in the expansion,
and in this case these conditions will be referred to as having the order one.

Note that one has the following sign properties:

λa,0 > 0, λa,2 6 0, a = d, n. (165)

Then, (162) combined with (159), suggests the following approximation of the operators
Λa,αi`n,j appearing in (161) by second order differential operators:

Λa,αi`n,j ∼ Λ
(2)
a,αi`n,j

:= λa,0 α
−1
i `−1

n,j − λa,2 αi `n,j ∂
2
t . (166)

This leads to the following boundary value problem on the truncated tree T n: find una,2 :

T × R+ → R (the approximate solution) such that



µ∂2
t u

n
a,2 − ∂s(µ∂suna,2) = 0, on T n × R+,

∂su
n
a,2 +

p−1∑
i=0

µi

(
λa,0 α

−1
i `−1

n,j u
n
a,2 − λa,2 αi `n,j ∂2

t u
n
a,2

)
= 0,

at Mn,j , 0 6 j 6 J(n),

una,2(., 0) = ∂tu
n
a,2(., 0) = 0,

(167)
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completed by initial conditions and the Dirichlet condition at the entrance of the tree. The
weak formulation of the above problem reads

Find una,2(·, t) : [0, T ]→ H1
µ(T n) / una,2(M?, t) = f(t) and

d2

dt2

∫
T n

µuna,2(·, t) v +

∫
T n

µ∂s ua,2(·, t) ∂sv

−
〈
µα
〉
λa,2

d2

dt2

J(n)∑
j=0

µn,j `n,j u
n
a,2(Mn,j , t) v(Mn,j),

+
〈µ
α

〉
λa,0

J(n)∑
j=0

µn,j `
−1
n,j u

n
a,2(Mn,j , t) v(Mn,j) = 0,

∀ v ∈ V (T n) = {v ∈ H1
µ(T n) / v(M?) = 0},

una,2(., 0) = ∂tu
n
a,2(., 0) = 0.

(Pa,n)

Remark that, contrary to the case of the exact problems, where the distinction between
Neumann and Dirichlet problems occurred in the variational spaces, for the approximate
problems, the difference appears in the bilinear forms, via the coefficients (λa,0, λa,2).

Our main theoretical result is the following stability result.

Theorem 6.2. Let a = n (resp. a = d) and let ua be the solution of problem (Pa,n) for
a = n (resp. a = d) with the source term f . Moreover, let f be compactly supported in
(0, T0), with T0 < T . Then, the energy Ena,2(t) defined by

Ena,2(t) :=
1

2

∫
T n

µ
{
|∂tuna,2(·, t)|2 + |∂tua(·, t)|2

}
− 1

2

〈
µα
〉
λa,2

J(n)∑
j=0

`n,j µn,j |∂tuna,2(Mn,j , t)|2

+
1

2

〈µ
α

〉
λa,0

J(n)∑
j=0

`−1
n,j µn,j |u

n
a,2(Mn,j , t)|2

is constant for t > T0. As a consequence, the approximate boundary conditions are uni-
formly stable in the sense that the approximate solution is bounded in energy norm by a
constant which is independent of the truncation order n.

Proof. Again the existence and uniqueness result is a classical exercise on the theory of
second order linear hyperbolic problems. The result about the energy is obtained in the
usual way after multiplying the first equation of (167) by ∂t and integrating the result over
T n. Finally, the stability result, i.e. that Ena,2(t) defines an energy (is non-negative), follows
from (165).

6.2. Numerical validation of conditions of order 1 and 2. In this section we validate
the performance of our approximate conditions numerically on the example of the dyadic
symmetric tree (cf. figure 4). Our goal is to check the influence of the order (1 or 2) of the
absorbing boundary condition together with the influence of the truncation order n of the
tree. For each experiment, this evaluation will be made by by comparing the corresponding
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approximate solution to a reference solution computed with a large tree T N made of the N
first generations with N large (and the second order absorbing boundary condition).

6.2.1. Discretization. We shall not discuss in detail the method that we used for the dis-
cretization of the truncated problem since it is quite classical.

The spatial discretization is done on a uniform spatial mesh with step size h whose nodes
include, in particular, the vertices of the tree. To eliminate the effect of the spatial dis-
cretization on the accuracy of experiments, we use very small values of h, so that it is
compatible with the large reference tree T N : each edge of the last generation is divided
into K segments. All computations are done on the same mesh: more precisely, for the
computations made on T n with n � N , we use the restriction to T n of the mesh of T N .
We use standard mass-lumped 1D-Lagrange finite elements (with a trivial adaptation for
the basis functions to ensure their continuity at the vertices of the tree). For brevity we will
use the same notation for the semidiscretized in space and the continuous solution.
For the time discretization, we use an explicit scheme coupled with an implicit discretiza-
tion of the boundary terms. In particular, given a time step ∆t, and tk = k∆t, we denote
by un,ka,2 ≈ una,2(·, tk). Then in (Pa,n), all the second-derivatives (related to volumic and
boundary terms) are discretized by

∂2
t ua,2(·, tk) ∼

un,ka,2 − 2un,ka,2 + un,ka,2

∆t2
,

the volumic term in the stiffness bilinear form of (Pa,n) is discretized explicitly, i.e.∫
T n

µ∂s ua,2(·, tk) ∂sv ∼
∫
T n

µ∂s u
n,k
a,2 ∂sv,

and, finally, the boundary 0-order term is discretized implicitly:〈µ
α

〉
λa,0

J(n)∑
j=0

µn,j `
−1
n,j u

n
a,2(Mn,j , t

k) v(Mn,j)

∼
〈µ
α

〉
λa,0

J(n)∑
j=0

〈µ
α

〉
µn,j`

−1
n,j

(un,ka,2 + 2un,ka,2 + un,ka,2

4

)
(Mn,j) v(Mn,j).

As a consequence, the resulting numerical scheme is stable under the classical CFL condi-
tion CFL = ∆t

∆x 6 1. Moreover, the resolution of the problem remains fully explicit.

6.2.2. Numerical Experiments. We present the numerical simulations for the scattering
problem with the Dirichlet condition at infinity

µ∂2
t u(s, t)− ∂s

(
µ∂su

)
(s, t) = 0, (s, t) ∈ T × R+,

u(s, 0) = f(s), s ∈ T ,

∂tu(s, 0) = g(s), s ∈ T ,

∂tu(M?, t) + ∂su(M?, t) = 0, t ∈ R+,

(168)

on the dyadic tree with the parameters

α0 = α1 = µ0 = µ1 = 0.6,

with the length of the first branch ` = 2. The source terms f(s), g(s) are supported and
centered on the first branch and are given by

f(s) = exp
(
− 30(s− 1)2

)
, g(s) = −∂sf(s).
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According to figure 8, the smallest positive pole of Λd(ω) is

ω0
d ≈ 1.37,

Thus we cannot expect a good approximation of Λd(ω) by the truncated Taylor expansion
for |ω| > ω0

d.

Due to the choice of the source term, for time t small enough u(s, t) is given on the first
branch by f(s− t). Let us then consider the Fourier transform of f , given by

f̂(ω) = exp

(
− ω2

120

)
.

We observe in particular that for

|ω| > ωcut = 30, |f̂(ω)| 6 e−7.5 . 6.10−4.

We perform the simulations with this source. To truncate the tree (find n), we need to
examine how well Λd(`αn+1ω) is approximated for |ω| < |ωcut|, cf. (161). In particular, n
should satisfy

∣∣`αn+1ωcut
∣∣ < ω0

d. This estimate provides a lower bound for the truncation
order n to expect a reasonable accuracy of the absorbing boundary condition (162):

`αn+1ωcut < ω0
d =⇒ n >

lnω0
d − ln (ωcut`)

lnα
− 1, which gives n > 7. (169)

In what follows, we compare the reference solution, computed on the tree T N , N = 22
(the solution of (Pa,n) with a = d), to

• the solution und,0 defined as the solution of (167) where the the absorbing condition
is replaced by the Dirichlet condition, hereafter referred to as the 0 order condition,

• the solution und,1 defined as the solution of (167) with λa,0 = λd,0 and λa,2 = 0,
hereafter referred to as the first order condition,

• the solution und,2 defined as the solution of (167) with λa,0 = λd,0 and λa,2 = λd,2,
hereafter referred to as the second order condition.
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9 generations, Dirichlet condition

0 5 10 15 20

−0.5

0

0.5 reference solution
7 generations, 1st order condition
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7 generations, 2nd order condition
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9 generations, 2nd order DtN condition

FIGURE 11. Left row: the dependence of u(M, t) on time for the exact
(red solid line) and the truncated tree on 7 generations (blue dashed line).
Top: Dirichlet condition. Middle: the first order DtN condition. Bottom:
the second order DtN condition.
Right row: the dependence of u(M, t) on time for the exact (red solid
line) and the truncated tree on 9 generations (blue dashed line). Top:
Dirichlet condition. Middle: the first order DtN condition. Bottom: the
second order DtN condition.

In figure 11 we plot these computed solutions at the middle of the root branch of the tree
M as functions of time t ∈ [0, T ], T = 20, for n = 7 and n = 9 (which is compatible
with (169)). The reference solution is in red, the approximate solution is in blue. As we
can observe, the solution obtained on the truncated tree becomes closer and closer to the
reference solution as the number of generations or the order of the truncating operator
increases.

These qualitative results are quantified by table 1 and figure 12 where we computed the L2

in time error between the reference and the approximate solutions (both computed at the
point M ). In table 1, we demonstrate in particular the improved accuracy of the absorbing
boundary conditions (162) compared to taking n = 7 and the Dirichlet (0-order) condition.
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Number of Dirichlet First order Second order Gain with Gain with
generationsn+ 1 condition condition condition first order second order

5 0.429 0.320 1.23× 10−1 1.34 3.05
6 0.370 0.205 5.01× 10−2 1.80 7.35
7 0.217 0.075 1.37× 10−2 2.89 15.83
8 0.083 0.018 2.72× 10−3 4.53 30.5
9 0.023 0.0031 3.84× 10−4 7.47 59.9

TABLE 1. L2-error between the exact and approximate solutions, with
respect to the number of generations and the order of the approximate
boundary condition.

In figure 12 we demonstrate that the convergence of the absorbing boundary conditions
with respect to n is close to exponential, and, as expected, the error decreases with the
order of the absorbing boundary condition. Let us remark that in this work we do not
address the error analysis of these conditions, postponing this question to future works.

3 4 5 6 7 8 9
10−4

10−3

10−2

10−1

100

n

L
2
-e

rr
or

Dirichlet condition
Order 1 DtN condition (∂nu = λd,0u)

Order 2 DtN condition (∂nu = λd,0u+ λd,2∂2t u)

FIGURE 12. L2-error between exact and approximate solutions, with
respect to the number of generations and the order of the approximate
boundary condition.

7. Conclusions and Prospectives. The contributions of this work are of both theoretical
and numerical nature. First of all, from the theoretical point of view, we have presented
an extensive analysis of the properties of a weighted wave equation in an infinite com-
pact tree with self-similar endings. One particularly tricky question is the treatment of
the boundary conditions (Neumann or Dirichlet) at ’infinity’, the understanding of which
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requires a deep analysis of particular weighted Sobolev spaces on compact fractal p-adic
trees. From the computational point of view, based on this analysis, we have constructed
transparent boundary conditions for truncating the computational domain for solving the
weighted wave equation on such fractal trees. The key ingredient is the construction of a
reference DtN operator associated to a p-adic self-similar tree, which is a time convolution
operator whose symbol (the Fourier transform of the convolution kernel) is characterized
as a particular solution of a non-linear functional equation. This solution is a meromorphic
function, analytic in the vicinity of the origin. The analysis of the equation allows us in
particular to compute the second-order Taylor expansion of this symbol around the origin,
which we use for constructing approximate local boundary conditions. We have proven
that these conditions are stable and their use results in a satisfactorily accurate approxi-
mation of the solutions. However, because the range of frequencies for which this Taylor
expansion provides a good approximation is limited (to the pole-free region around the
origin), in practice the use of such low-order conditions is likely to become prohibitively
expensive for high-frequency problems. That is why we intend in a future work to improve
the approximations of the boundary conditions, by considering two different approaches.
The first idea is to replace the polynomial approximation by a rational approximation, in
the spirit of [15], which would take into account the most significant poles of the exact
symbol. The second idea is to consider the exact boundary conditions. In this case the
main difficulty lies in the time discretization, for which we intend to adapt the convolution
quadrature method [10].

Acknowledgements. The authors are grateful to Konstantin Pankrashkin (University of
Paris-Sud) for fruitful discussions.

Appendix A. Proof of lemma 3.16. The first case of the lemma is obvious. First of all, it
is not difficult to verify by induction that:

xn 6 γn x0 +

n−1∑
`=0

ε` γ
n−1−`. (170)

The first term in the rhs of (170) converges to zero because γ < 1. For the second term, we
split the sum into two parts that we estimate separately:∣∣∣∣∣∣∣∣∣∣

dn2 e∑̀
=0

ε` γ
n−1−` 6

(
dn2 e+ 1

)
|ε|∞ γn−d

n
2 e−1 −→ 0 (since γ < 1)

n−1∑
`=dn2 e+1

ε` γ
n−1−` 6

1

1− γ
sup

`>dn/2e
ε` −→ 0 (since εn → 0)

The second case is slightly trickier. First of all, we obtain by induction the equivalent of
the inequality (170), that is:

xn 6 x0

n−1∏
`=0

γ` +

n−1∑
k=0

εk

(
n−1∏
`=k+1

γ`

)
. (171)

or equivalently, setting Γn =

n∏
`=0

γ`,

xn 6 Γn−1 x0 +

n−1∑
k=0

(
Γn−1/Γk

)
εk. (172)
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The first term in the rhs of (171) converges to 0 because, since 1− ax 6 e−ax for x > 0,

γ` = 1− a

`+ 1
=⇒ Γn :=

n∏
`=0

γ` 6 e
−

n∑̀
=0

a
`+1 → 0, n→∞.

On the other hand, for n > N + 1 (N to be fixed later), the second term in the rhs of (171)
satisfies, since Γn−1/Γk < 1,

n−1∑
k=0

(
Γn−1/Γk

)
εk 6

N∑
k=0

(
Γn−1/Γk

)
εk +

+∞∑
k=N+1

εk.

Since
∞∑
n=0

εn <∞, for any ε > 0, we can choose N = Nε so that
+∞∑

k=N+1

εk <
ε

2
:

n > Nε + 1 =⇒
n−1∑
k=0

(
Γn−1/Γk

)
εk 6 Γn−1 Sε +

ε

2
, Sε :=

Nε∑
k=0

εk
Γk

.

Since Γn → 0, for n large enough Γn−1 Sε <
ε

2
and the conclusion follows.

Appendix B. Proof of lemma 3.22. Step 1: proof that (124) implies the compactness.
Let γn → 0, n→∞, be s.t. (124) holds. Let un be a bounded sequence in V . Our goal is
to show that it has a convergent in L2

µ(T ) subsequence. First, up to the extraction of a first
subsequence, we can assume that un converges weakly in V to some limit u.

Let us consider the sequence un|T 0 , which is bounded in H1
µ(T 0). Since H1

µ(T 0) is com-
pactly embedded into L2

µ(T 0), there exists a subsequence u0
n of un, s.t.

u0
n

∣∣
T 0 → u0 ≡ u|T 0 in L2

µ(T 0).

Similarly, u0
n

∣∣
T 1 is bounded in H1

µ(T 1) and we extract from u0
n a subsequence u1

n, s.t.

u1
n

∣∣
T 1 → u1 ≡ u|T 1 in L2

µ(T 1).

By induction, we can thus build a double-indexed sequence {ukn, (n, k) ∈ N2} satisfying

n→ uk+1
n is a subsequence of n→ ukn and ukn → uk ≡ u|T k in L2

µ(T k). (173)

Let us now define the diagonal subsequence of un

ũn = unn ∈ V, (174)

for which
ũn → u in L2

µ(T k), ∀k > 1. (175)

Indeed, for all k, {unn, n > k} is a subsequence of n→ ukn which converges to u in L2
µ(T k)

thanks to (173).

Next, let us demonstrate that ũn → u in L2
µ(T ). Notice that

‖ũn − u‖2L2
µ(T ) = ‖ũn − u‖2L2

µ(T k) + ‖ũn − u‖2L2
µ(T \T k) , k ∈ N. (176)

It remains to apply (124) to v = ũn − u. Since ũn − u is bounded in H1
µ(T ), there exists

C > 0, s.t.
‖ũn − u‖2L2

µ(T ) 6 ‖ũn − u‖
2
L2
µ(T k) + C γ2

k, k ∈ N. (177)



56 PATRICK JOLY, MARYNA KACHANOVSKA AND ADRIEN SEMIN

Let ε > 0. We first fix k large enough such that C γ2
k < ε/2. Next, exploiting (175), we

choose n large enough (n > Nk(ε)) so that ‖ũn − u‖2L2
µ(T k) < ε/2 and we conclude that

n > Nk(ε) =⇒ ‖ũn − u‖2L2
µ(T ) < ε.

Thus, ũn converges to u in L2
µ(T ).

Step 2: proof that the compactness implies (124). Assume that the embedding of V in
L2
µ(T ) is compact. Let us introduce

γn = sup
u∈B
‖u‖L2

µ(T \T n) , B = {u ∈ V / ‖u‖H1
µ(T ) = 1}. (178)

Note that T n ⊂ T n+1 implies that γn is a decreasing sequence. Let us find a subsequence
of γn that converges to 0, which would prove that γn → 0 as n → ∞, i.e. (124). By
compactness of B, there exists un ∈ B that realizes the supremum in (178), i.e.

γn = ‖un‖L2
µ(T \T n) . (179)

Again, by compactness of B, un has a subsequence (uϕ(n))n∈N, such that

uϕ(n) −→ u ∈ V, strongly in L2
µ(T ), weakly in H1

µ(T ). (180)

Writing uϕ(n) = (uϕ(n) − u) + u and using the triangular inequality, we get

γϕ(n) 6 ‖u‖L2
µ(T \T ϕ(n)) +

∥∥uϕ(n) − u
∥∥

L2
µ(T )

. (181)

This shows that γϕ(n) tends to 0. Thus, γn → 0 as n→∞.

Appendix C. Proof of lemma 5.5. Let Λ be continuous in the origin. Taking the limit
ω → 0 in (145), we obtain the following equation :

Λ(0) =
〈µ
α

〉(
1−Λ(0)

)
Λ(0), or, alternatively, Λ(0)

(
1−

〈µ
α

〉
+
〈µ
α

〉
Λ(0)

)
= 0.

The above equation has the following solutions:

• when
〈µ
α

〉
6= 1, there are two solutions:

Λ(0) = 0 or Λ(0) = 1−
〈µ
α

〉−1

. (182)

• when
〈µ
α

〉
= 1, there is a single solution Λ(0) = 0.

Hence the first part of the lemma. To prove the rest of the lemma we will show that under
the appropriate assumptions on µ and α, the value in 0 defines in a unique way any even
function, analytic in a neighborhood of the origin, satisfying (145) in this neighborhood.
Thus, let Λ(ω) be an even function, analytic around the origin. Then for |ω| small enough,
we have

Λ(ω) =

∞∑
`=0

λ2` ω
2`. (183)



WAVE PROPAGATION IN FRACTAL TREES 57

Inserting this expansion into (145), we obtain the following equation:

ω

∞∑
n=0

(−1)nω2n+1

(2n+ 1)!
+
( ∞∑
n=0

λ2n ω
2n
)( ∞∑

n=0

(−1)nω2n

(2n)!

)

=

p−1∑
i=0

µi
αi

( ∞∑
n=0

(−1)nω2n

(2n)!

)( ∞∑
n=0

λ2n α
2n
i ω2n

)

−
p−1∑
i=0

µi
αi

( ∞∑
n=0

λ2n ω
2n
)( ∞∑

n=0

(−1)nω2n

(2n+ 1)!

)( ∞∑
n=0

λ2n α
2n
i ω2n

)
.

(184)

Next, we wish to identify the terms in ω2m of the left and right hand sides of (184). First
of all, for m = 0, λ0 = Λ(0), defined in (182).

For m > 1, one notices that the coefficient in ω2m in the left hand side of (184) is

L2m :=
(−1)m−1

(2m− 1)!
+

m∑
k=0

(−1)m−k λ2k

(2(m− k))!

=
(−1)m−1

(2m− 1)!
+ λ2m +

m−1∑
k=0

(−1)m−k λ2k

(2(m− k))!
. (185)

As for the right hand side, we next observe that
∞∑
n=0

(−1)nω2n

(2n)!
−
( ∞∑
n=0

λ2nω
2n
)( ∞∑

n=0

(−1)nω2n

(2n+ 1)!

)
=

∞∑
n=0

c2n ω
2n,

where we have set

c2n :=
(−1)n

(2n)!
−

n∑
q=0

(−1)n−qλ2q

(2n− 2q + 1)!
. (186)

The coefficient in ω2m in the right hand side of (184) is

R2m :=

m∑
k=0

( p−1∑
i=0

µi α
2k−1
i

)
λ2k c2m−2k ≡

m∑
k=0

η2k λ2k c2m−2k,

where we defined

ηn :=

p−1∑
i=0

µiα
n−1
i , n > 0.

In other words, with (186),

R2m =

m∑
k=0

η2k λ2k
(−1)m−k

(2m− 2k)!
−

m∑
k=0

m−k∑
q=0

η2k λ2k
(−1)m−k−qλ2q

(2m− 2k − 2q + 1)!
.

Isolating the terms involving λm, that correspond to k = m in the first sum, (k = 0, q = m)
and (k = m, q = 0) in the second sum, we get

R2m =
(
η2m − (η0 + η2m)λ0

)
λ2m +

m−1∑
k=0

(−1)m−k

(2m− 2k)!
η2k λ2k

− η0 λ0

m−1∑
q=0

(−1)m−q λ2q

(2m− 2q + 1)!
−
m−1∑
k=1

m−k∑
q=0

η2k λ2k
(−1)m−k−q λ2q

(2m− 2k − 2q + 1)!
.

(187)
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With L2m = R2m (see (185) and (187)), we obtain a linear equation for λ2m:

Amλ2m =
(−1)m

(2m− 1)!
−
m−1∑
k=0

(−1)m−k λ2k

(2(m− k))!

+

m−1∑
k=0

(−1)m−k

(2m− 2k)!
η2k λ2k − η0 λ0

m−1∑
q=0

(−1)m−qλ2q

(2m− 2q + 1)!

−
m−1∑
k=1

m−k∑
q=0

η2k λ2k
(−1)m−k−qλ2q

(2m− 2k − 2q + 1)!
,

(188)

where Am = 1 − η2m + (η0 + η2m)λ0. (189)

Thus, to prove the uniqueness of an even solution analytic in the origin, it is sufficient to
fix λ0 to either of the values (182), and show that Am 6= 0 for all m > 1. As we will see
later, this is the only place where Dirichlet and Neumann problems can de distinguished.

Now it remains to consider the two cases of the statement of the lemma, see also (123):

• If (µ,α) ∈ PN ∪ PND ⇔
〈
µα
〉
< 1. We are interested in the solution that satisfies

λ0 ≡ Λ(0) = 0.

In this case, we get the following expression for (189):

Am = 1 − η2m, m > 1. (190)

Notice that ηm+1 < ηm for all m > 0, and hence Am+1 > Am, for all m > 1. Thus

A1 = 1−
〈
µα
〉
> 0 =⇒ Am > 0 for all m > 1, (191)

hence the uniqueness of the solution with Λ(0) = 0. With (188), it is easy to com-
pute the first two terms of the expansion in ω2 of the solution Λ in the origin. In
particular, λ2 = −(1−

〈
µα
〉
)−1, hence the announced Taylor expansion.

• If (µ,α) ∈ PD ∪ PND ⇔
〈µ
α

〉
> 1. We are interested in the solutions satisfying

λ0 ≡ Λ(0) = 1−
〈µ
α

〉−1

.

In this case (189) becomes

Am = 1 − η2m + (η0 + η2m) (1− η−1
0 ) = η0 − η2m η

−1
0 . (192)

Like before, it is easy to see that Am+1 > Am, for all m > 1. Moreover,

A1 =
〈µ
α

〉
−
〈
µα
〉 〈µ
α

〉−1

=
〈µ
α

〉−1
(〈µ
α

〉2

−
〈
µα
〉)

> 0, (193)

because
〈µ
α

〉2

>
〈µ
α

〉
>
〈
µα
〉
.

Hence Am > 0 for all m > 1, thus the uniqueness of the solution. With (188), it is
then immediate to obtain the announced Taylor expansion.
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