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Abstract Water flow in a sandstone sample is studied during an experiment
in-situ in a neutron tomography set-up. In this paper, a projection-based method-
ology for fast tracking of the imbibition front in 3D is presented. The procedure
exploits each individual neutron 2D radiograph, instead of the tomographic-
reconstructed images, to identify the 4D (space and time) saturation field, offering
a much higher time resolution than more standard reconstruction based methods.
Based on strong space and time regularizations of the fluid flow, with an a pri-
ori defined space and time shape functions, the front shape is identified at each
projection time step. This procedure aiming at a fast tracking the fluid advance
is explored through two examples. The first one shows that the fluid motion
that occurs during one single 180° scan can be resolved at 5 Hz with a sub-pixel
accuracy whereas it cannot be unraveled with plain tomographic reconstruction.
The second example is composed of 42 radiographs acquired all along a complete
fluid invasion in the sample. This experiment uses the very same approach with
the additional difficulty of large fluid displacement in between two projections. As
compared to the classical approach based on full reconstructions at each invasion
stage, the proposed methodology in the studied examples is roughly 300 times
faster offering an enhanced time resolution.
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1 Introduction

Studies of fluid flow and transport in porous rock have received increasing interest
related to a number of different resource engineering challenges, e.g., hydrocarbon
production and CO2 sequestration, amongst other applications. Standard labora-
tory approaches to study such phenomena are based on "global" flow evolution
(e.g., total sample saturation vs. time), which only provide spatial average mea-
surements over the whole specimen. Local measurements of the saturation field
during a fluid invasion process would however be highly desirable to validate
and calibrate pressure driven flow and imbibition models, especially in samples
where a heterogeneous microstructure affects porosity, permeability and wetting
properties in an intimately coupled way, meaning that it is difficult to disentangle
the influence of each one. Heterogeneity is particularly important, for example,
in stratified media or mechanically deformed samples that may contain cracks or
shear bands. In such cases, the fluid flow process is intrinsically a 4D phenomenon
that requires dedicated 4D measurement methods [1,2]. Being able to image this
fast time dependent fluid advance at high speed as in real cases is a challenge in
the direction of the study of pressure driven flow.

The recent developments of fast synchrotron tomography [3] allow one to image
3D evolutions of fluid invasion inside samples at a fast rate (20 Hz in [4,5]). Both
X-ray [6,7,8,9] and neutron [10,11,12] imaging are used to image absorbing fluid
(e.g., zinc iodide for X-rays [13,14,5] or water for neutrons). These two tomo-
graphic modalities can even be combined to benefit from their different contrast
sensitivities as shown by Hall [15].

Many methods have been developed to extract the position of the fluid from 3D
volumes or slices. From simple segmentation of the gray level images to more so-
phisticated method based on model driven evolution such as history matching [16,
13,17]. History matching is an iterative inverse problem, commonly employed in
petroleum reservoir engineering, whereby a reservoir simulation model is tuned to
be consistent with experiment and accurately describes the fluid advance. However,
since these identification methods are based on 3D volumes, they require quasi-
static flows (although this constraint becomes less stringent with the progress
towards increasingly fast 3D image acquisition). Fluid flow during a tomographic
scan leads to blurring in the reconstructed volume around the fluid-front. Even-
tually, some acquired scans can not be reconstructed because of the discrepancy
between the initial and final saturation states over the scan duration. One way
to circumvent such difficulties is to resort to samples prepared for being invari-
ant in one direction, and where the fluid advance is expected to be read easily in
the radiographs [18,19,20]. Armstronget al. proposed in [21] a method based on
radiograph differences to extract the fluid advance with a higher time resolution.

Similar temporal issues to those described above can be found during mechan-
ical testing in-situ with tomography where the sample may evolve (due to viscous
effects, creep, relaxation, thermal variations, etc. ) during the tomographic acqui-
sition. These effects lead to blurring that affects quantitative measurements based
on the image contrast (i.e., full-field space-time measurement [22]). To address
this problem, recent methods called Projection-based Digital Volume Correlation
(P-DVC) [23,24] and Discrete Digital Projections Correlation [25] have been devel-
oped for the measurement of 3D displacement fields based on radiographs rather
than volumes. The P-DVC method, after a first (classical) tomography performed
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before the mechanical test, does not require more than two orthogonal radiographs
per loading step of the mechanical test to identify the full 3D displacement field.
This method, enriched with a model-based regularization, and a model reduc-
tion strategy to extract principal modes, makes fast-rate 4D imaging — even in
laboratory tomographs — possible [26].

The principle of the P-DVC method is, at first order (i.e., unless iterative
methods are used), the correction of a reference 3D volume by the weighted gradi-
ent of this volume so that its projections match with radiographs of the deformed
volume. The method proposed in this paper, being a projection matching opti-
mization, is in a similar vein. The final shape of a fluid volume is obtained from an
acquisition of the saturated sample. This volume is then corrected iteratively to
match, in the projected space, with radiographs at all invasion states. This opti-
mization method is based on the minimization of the quadratic difference between
the projected model of the fluid column and the real fluid advance.

The resolution of space-time evolution can be carried out with a separation
of space description and time evolution using Proper Generalized Decomposition
(PGD) techniques [27,28]. This method consists of successive enrichments of a
field adding a new space-time direction at each iteration, each term of the sum
being sought a priori in separate representations in space and time. This approach
captures the most important modes first and allows one to stop when enough fine
details have been incorporated. The space-time decomposition for measurement
has been studied with PGD-DIC and PGD-DVC developed in [29,30] with one
dimensional space functions.

The aim of this study is to capture the 4D evolution of fluid invasion (4D
space-time evolution of the saturation front) at each neutron radiography time,
that is at a rate of 5 fps, for the particular example of the study. First, a descrip-
tion of the method based on a space-time separation is proposed. This is followed
by applications of the method to two test cases, which are extracted from an ex-
periment that was initially designed for serial 3D measurements. This experiment
involved imaging of water flow into a sandstone specimen by neutron tomography.
Because the studied porous sandstone is reasonably homogeneous at the scale of
the observations, the fluid flow can be pictured as a rather steep variation from
a fully saturated lower part of the sample to a dry upper part. Hence, the fluid
(or saturation) front is modeled as a moving 2D surface about which a saturation
gradient may be added as a further refinement. The first test aims at tracking the
flow at the radiography rate, i.e., 5 Hz, during a single 3D scan, while the sample
was being rotated. In this case, the front traveled by a short distance of about
8 voxels. This evolution cannot be resolved by a classical reconstruction procedure
with the assumption that the front remains perfectly still during the full scan du-
ration. The second test case addresses the entire invasion process, where the front
sweeps through the entire sample height. The saturation profile and velocity field
are described and compared with a front detection method from 3D reconstructed
volumes.
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2 Method

2.1 Projection based method

Tomography, be it obtained with X-rays or neutrons, consists of recording (two-
dimensional) radiographs ρ(r, t) where ρ is the intensity, r the position in the
detector, acquired at the rotation angle β(t) of the sample about the z axis at the
time of capture t.

To reconstruct a 3D volume from the radiographs, it is necessary to use a so-
called “flat field”, ρ0(r), that corresponds to the beam intensity at the same position
in the detector. According to standard reconstruction procedure, the ratio ρ/ρ0
is the dimensionless beam attenuation, whose logarithm p(r, t) = log(ρ(r, t)) −
log(ρ0(r)) is the line sum of local absorption coefficient along the ray hitting the
detector at position r. In the following p is called a “projection”. In the present
case of neutron tomography, the beam is approximated as being parallel and the
volume A(x), (where x = (x, y, z) designates the 3D coordinates) can be obtained
from an inverse Radon transform of the projections, p(r, t).

For different reasons, the simple Beer-Lambert law used above to relate the
length of neutron ray through the material to the log of the attenuation may be
corrected by non-linear (so called “beam hardening”, BH) corrections [31]. This
can be seen from fully homogeneously saturated or dried sections of the sample
that are not reconstructed with a homogeneous gray level. This effect can how-
ever be exploited to compute the projection correction. A first reconstruction and
segmentation of the volume allows this solid and fluid length to be measured. At
this stage, the collected data should allow for the determination of the intensity
reduction after a length traveled through the pure solid phase and in the mixed
dry-fluid phase. It can be noticed that the dry part has a very low absorption
and does not exhibit significant beam hardening effects compare with the fluid-
filled part. Hence an intensity correction of the high absorption would correct the
beam hardening of the fluid part without changing the dry part. A simple beam
hardening correction proposed by Herman et al. [32] where the linear projection is
used as part of a higher order polynomial projection has been used in this work.
The correction of the projections as a function of a 5th order polynomial allows
the beam hardening of the fluid-invaded part to be removed without changing the
intensity of the dry part.

The proposed approach for the identification of the fluid advance in a porous
sample is inspired by the Projection-based Digital Volume Correlation (P-DVC)
technique [23]. It is important to note that the challenge here, in the fluid-tracking,
is to achieve a 3D description of the advancing fluid front at the same temporal rate
as the 2D projection acquisition, in contrast to the usual practice of performing a
3D reconstruction assuming a still state during the acquisition.

The starting point of the method is a reference ("standard") tomography scan,
performed at the beginning of the experiment and, ideally, with a dry sample.
This reference is used to extract a 3D image composed only of the shape of the
projected fluid (as in [20]). (Note however that the initial state in the experiment
presented later was not perfectly dry and a small layer of fluid was present at the
bottom.) The aim is thus to determine a description of a scalar saturation field
S(x, t) in 3D space.
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Introducing the porosity φ(x) of the porous medium, the projection can be
written

p(r, t)− p0(r, t) = Πβ(t)[φ(x)S(x, t)] (1)

where Πβ(t) is the projection operator at angle β(t).
This decomposition is illustrated in figure 1. The rotation axis of the sample,

denoted as z, is perpendicular to the neutron beam, and is one principal axis of the
detector. A gray level color coding has been chosen for radiographs and a diverging
color palette (where 0 is encoded as white, while positive and negative values have
a different dominant color) is used for all residual images to facilitate reading.

(a) (b) (c)

Fig. 1 Projections for (a) the reference state p0(r, t), (b) a state during the invasion process
p(r, t) and (c) the difference that shows the projection of the 3D column of fluid.

Based on the above description of the projections for a given saturation state,
the determination of the 4D saturation field is performed through the minimization
of a cost function that is chosen as the quadratic norm, χ2, of the residuals between
the predicted and the actual projection data

η(r, t) = p(r, t)− p0(r, t)−Πβ(t)[φ(x)S(x, t)] (2)

thus
χ2 =

∑
r,t

η(r, t)2 (3)

The minimized quantity is the norm of the residual field that gives a precious
information on the quality of the solution because it highlights all patterns that
have not been correctly captured (because of noise, artifacts, model error, ill-
convergence, etc. ) and it is based on the raw acquired data, with a minimal
influence of prior assumptions that could bias the judgment.

2.2 Fluid field model and parametrization

Different descriptions of fluid flow in porous materials can be found in the lit-
erature, from detailed models accounting for presence or not of the fluid in the
pore space, or more homogenized versions where the fraction of the pore space
invaded by the fluid, i.e., the saturation S, is used. The choice of the description
used is essential, as it enables tuning of the number of needed parameters, which
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has a drastic impact on our ability to invert the problem. The ideal choice is to
restrict the saturation description to the smallest possible number of parameters
yet maintaining a sufficient representation of the reality.

To have an accurate model for the projections, it is necessary to know the
amount of fluid intersected by the neutron beam, which is given by the product of
the saturation S(x, t) and the (connected) porosity φ(x) (independent of time).

The saturation itself can be determined by exploiting the following assump-
tions:
- First, the fluid “front” is assumed to be an abrupt transition in the saturation
field where it drops to 0 in one pixel distance. It can be described by a single
valued surface, z = h(x, y, t), and hence S = 0 for z > h(x, y, t). This front moves
upward as invasion takes place
- Second, behind the front, z < h(x, y, t), saturation increases progressively in
time and finally reaches a full saturation. The saturation profile seems to be well
described by a function of the distance to the front h(x, y, t) − z, this property
is not a universal property of pressure-driven flow, but it is observed to be well
obeyed in the studied case.

The surface of the fluid front can be expressed, with a separation of variables,
as a sum of modes, composed by the products of a spatial field and a temporal
function, respectively Fm and τm,

h(x, y, t) =

Nm∑
m=1

τm(t)Fm(x, y). (4)

From this general expression of the front, (that is not restrictive) the spatial field
can be specialized to a reduced space generated by Ns shape functions, ϕi(x, y)
with i = 1, ..., Ns, weighted by amplitudes fmi . Different levels of description are
possible to regularize the space front. One is “free-form” from a fine finite-element
mesh description of the surface. This description requires many degrees of freedom.
A local “smoothing” can be added to constrain all independent nodal degrees
of freedom, and obtain a better conditioned problem. Alternatively, a “strong”
regularization can be defined extracting the saturation parametrization from a
pressure driven flow model. The latter is generically the best choice, as it leads to
very few degrees of freedom, although it does require a physically-relevant model
of the saturation consistent with the scale of observation.

It is desirable to reduce the number of degrees of freedom, to couple them
together for better conditioning and to ease dialogue with models. The fluid front
can thus be written as

h(x, y, t) =

Nm∑
m=1

τm(t)

Ns∑
i=1

fmi ϕi(x, y). (5)

The space shape functions, fmi , can be tuned to adjust their spatial resolution:
from voxels (Dirac) representation, to finite element shape function for a 2D mesh
of the cross section, or to polynomials of low order, for example. In the same spirit,
the time evolution can be decomposed over temporal shape functions, θl(t),

h(x, y, t) =

Nm∑
m=1

(
Nt∑
l=1

gml θl(t)

)(
Ns∑
i=1

fmi ϕi(x, y)

)
. (6)
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It can be noted that only the norm of the product gmfm matters so that

an additional convention such as: max ‖
Ns∑
i=1

fmi ϕi(x, y)‖ = 1, has to be chosen

without consequence.

2.2.1 Parametrization of bulk saturation

Detailed study of the images of the invasion process indicates that (at least in
the regime relevant for our experiment) the saturation shows a rapid first increase
from 0 to an intermediate value followed by a slower second stage increase up to
1. This secondary stage can be seen as being ruled by a unique 1D function of
the vertical distance to the front. Following this observation, the saturation can
be written as

S(x, t) = ζp(h(x, y, t)− z), (7)

where ζp is a smooth function of its argument, null for negative values, providing
the abrupt cut-off at the front. This function ζp can be parametrized by a set of
parameters, collectively denoted as a vector p.

As a final step, to soften the very steep vertical variation occurring at the front,
the above saturation field is convoluted with a Gaussian along the z direction. An
additional component in the vector p will refer to the width of this Gaussian. Since
ζ is a slowly varying function in z except at the front where it is discontinuous,
the effect of this last smoothing operation only affects the immediate vicinity of
the front and has no perceptible influence on the bulk saturation.

2.3 Inverse problem resolution

The previous section described how the saturation field is described by the front
(with parameters gathered in two vectors f and g) and by the bulk saturation
fields with parameters p. In this section, the solution to the inverse problem is
described.

Although the best was done to introduce the fewest possible number of un-
known parameters to describe the fluid advance, their number is still too large for
the problem to be tractable. The PGD framework [27,28] to progressive enrich-
ment of the model description with modes is both a very powerful and convenient
approach. At each iteration of the algorithm, the fluid front can be written as the
sum of previously identified modes plus a new one. Hence,

h(m)(x, y, t) = h(m−1)(x, y, t) +

(
Nt∑
l=1

gml θl(t)

)(
Ns∑
i=1

fmi ϕi(x, y)

)
. (8)

The minimization of the functional leads to the determination of the unknowns
from 3 coupled equations,

fm = Argminf (χ(f , g,p)
2), (9)

gm = Argming(χ(f , g,p)
2), (10)

p = Argminp(χ(f , g,p)
2). (11)
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To solve this coupled system, a fixed point procedure is used, solving for the above
three minimization problems successively, keeping the other two sets of parameters
fixed, as described in Algorithm 1. It was observed that a very low number (3–5)
of iterations was needed to reach a stable solution, and an ill-convergence escape
condition based on a maximum number of iterations was never reached. Even
if the two space and time unknown amplitudes are defined by the norm of their
products, the fixed point algorithm, composed of separated equations leads to a
correct determination (from the choice of the initialization of gm from which fm

is computed) allowing convergence. The choice of a norm affecting each unknown
can finally be set (or reset) at the end without consequence.

Algorithm 1: General 3-step fixed-point procedure
while High residual norm do

Increment mode number m = m+ 1;
Initialize fm, gm and p;
while ‖∆fm‖ < εf and ‖∆gm‖ < εg and ‖∆p‖ < εp do

Compute spatial field fm;
Update volume ;
Compute temporal amplitudes gm;
Update volume ;
Compute intensity parameters p;
Update volume ;

end
end

The three parts of the fixed points are obtained from the above functional
using a Newton algorithm. The derivative with respect to h leads to

f = N−1n, (12)

with N the spatial Hessian matrix of χ2 with respect to f (i.e., Nij = ∂fi∂fjχ
2),

built from the sensitivity field, Ψmi (r, t), i.e., the variation of the projection for an
infinitesimal variation of input parameter,

Ψmi (r, t) =
∂Πβ(t)[φ(x)S(x, t)]

∂fmi
, (13)

n is the second member vector based on the residual field, which can be written

Nij =
∑
t,r

Ψmi (r, t)Ψmj (r, t), (14)

ni =
∑
t,r

η(r, t)Ψmi (r, t). (15)

The exact same formulation is found for the derivative with respect to g and p.
It is noteworthy that p does not depend of m in the fixed point procedure. It is
hence an update of this parameter that is performed at each mode identification.
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3 Applications

3.1 Presentation of the test

The studied sample is made of a porous sandstone from the Vosges mountains in
the east of France [33]. The sample shape is cylindrical (diameter 38 mm and height
80 mm) with two opposing flattened surfaces on which two shallow notches were
cut for a related study on the formation of localized deformation under triaxial
compression (see [15,34]). The sample geometry is shown in Figure 2(a).

(a) (b)

Fig. 2 (a) Cylindrical sandstone sample with two, opposing flattened surfaces each containing
a notch, which are offset to each other. In the pressure-driven flow experiment, the fluid entered
the sample from the bottom. (b) Scheme of the experimental setup. The water tank can be
moved up and down to keep a constant pressure during the experiment

The fluid advance in the sample was imaged with neutron tomography at
Helmholtz-Zentrum facility in Berlin (HZB) [35]. For the experiments, the sample
was wrapped with thin PTFE tape then two Teflon inserts were placed on the
flattened surfaces to make the overall shape cylindrical and a heat-shrink FEP
membrane, which is reasonably transparent to neutrons, was shrunk to fit tightly
around the sample and inserts. The PTFE tape was placed between the sample and
the inserts to avoid preferential flow paths. The dry sample was placed and sealed
with silicon in a cup that could be fed, by a tube from the bottom, with distilled
water. The experimental setup, described in details in [36], is shown figure 2(b).
Water was supplied to the cup at the base of the sample and the fluid advance
was captured with 137 neutron tomography scans over a period of 2 hours.

The pressure of the water was given from the height of the water tank, which
was adjusted during the experiment to compensate the water loss and keep the
pressure constant. The fluid advance in the sample was driven more by the water
pressure head than by capillarity.

Neutron tomographies were acquired with an acquisition time of 0.2 sec per
radiograph and 307 projections over 180°, for a total scan time of 1 min. The
rotation of the table was continuous with a fixed velocity. 130 flat-fields and dark-
fields were acquired and used to perform a standard flat-field correction. The
images are 541×648 pixels2 with a pixel size of 110 µm. For a reduced computation
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time and because the front did not reveal any high spatial frequencies, the images
have been down-sampled with a factor of 4 (i.e., after a Gaussian filtering of the
images with a characteristic length of 4 voxel size, the smaller images are created
sampling 1 pixel out of 4 in all space directions). Hence the images treated in the
following are 138×162 pixels2 with a pixel size of 440 µm.

To estimate the actual porosity field of the sample, φ(x), the final state after
steady fluid invasion was reconstructed from a complete 180° scan reconstruction
using an algebraic SIRT procedure from the ASTRA Toolbox [37] similar to the
initial state reconstruction. Because the first scan was performed with a small
quantity of fluid in the bottom of the sample, a mask was applied to the bottom
part of the projections. The following surface height is defined from z0 = 20 voxels.

3.2 Choice of parameterization

3.2.1 Spatial parameters

The saturation front is described using a very simple model: a sum of low order
bivariate polynomials of order 3, thus 10 degrees of freedom for the surface function
are allowed for each mode.

3.2.2 Temporal parameters

A single projection cannot be used to identify all modes and indeterminacies would
result if each single time step (and hence projection angle) were treated indepen-
dently. This can be resolved by describing the time evolution by time shape func-
tions — denoted as θl(t) in Eq. 6 — that span several time steps or angles; these
also introduce an additional smoothness. Again, the limit is that this smoothening
should be consistent with reality and should not enforce an oversimplified defini-
tion of the front.

The time evolution is chosen to be expressed on a reduced basis composed
of low order polynomials. Because the first case example has a simple and low
frequency fluid advance, the time regularization was set using polynomials of order
up to 2. The second test case is more complex and was regularized in time with
polynomials up to 4th order. The proposed regularizations can be decided to be
valid, or not, based on the residual field at the end of the identification procedure.

3.2.3 Bulk saturation parameters

The bulk saturation of the porous medium behind the invasion front σ(x, t, p) =
ζ(h(x, t) − z) is described with two parameters, p1 and p2, and an exponential
function.

ζ(δh) =

 0 δh < 0

1− (1− p1) exp
(
−δh
p2

)
else (16)

The saturation jump at the front is considered as a discontinuity from 0 to p1.
Although abrupt, the saturation evolution at the front is better described if the
transition is smeared over a small distance by a convolution of ζ with a vertical



Fast tracking of fluid invasion using time-resolved neutron tomography 11

Gaussian kernel of width 2 voxels. Note that this smoothing can be performed in
the detector space for a faster computation.

The plot of the identified ζ(δh) at the end of the procedure can be used to
validate the chosen intensity model (in the example, p1 = 0.64 and p2 = 7.7 vox);
for the current example this is shown in Figure 3. The chosen and identified profile,
especially after the Gaussian smoothing are close to the profile extracted from the
real data. Note that the reconstructed 3D volume may have been blurred because
of fluid motion during the acquisition.

Fig. 3 Comparison of the mean vertical intensity lines, from the model ζ ((a) black dashed
curve), the blurred model with a Gaussian of two vertical pixels ((b) black bold plain curve)
and experimental data ((c) red thin curve) extracted from a 3D reconstruction.

3.3 Case 1: during a scan rotation

The first test case involves the measurement of the fluid advance from the radio-
graphs acquired during a standard tomographic scan. The considered data were
extracted from the middle of entire experiment and involve 307 radiographs that
were acquired at 5 Hz frequency over 60 seconds during a continuous rotation of
the sample from β = 0° to 180°.

The projections of the fluid column for the first and last radiographs are shown
in Figure 4. The difference between the first radiograph and the mirror symmetry
of the last one indicate that the fluid front clearly moved during the 1 min acquisi-
tion. Such an evolution would blur the reconstructed 3D fluid field and, therefore,
influence any subsequent 3D analysis.

The identification procedure consists of 3 modes, each composed of 2 unknowns
for the saturation profile (vector p), 10 unknowns in the spatial domain fmi and
307 (resp. 3) unknowns in the time domain, gml , for a free identification (resp. for
a 2nd order polynomial).

3.3.1 Identification of the first mode for the fluid front

The first spatial and time evolution is shown in figure 5. The range of variation of
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(a) (b) (c)

Fig. 4 Projection of the 3D column of fluid at the first (a) and last (b) angle. The difference
between the first and the (mirrored) last image in (c) shows the fluid advance during the scan.

(a) (b)

Fig. 5 Results of the first mode identification with (a) the space field of the surface and (b)
the time evolution of the front g1(t) in black and the free identification in red.

the first spatial mode, about 0.1, is small relative to its mean value (about 0.9),
and hence the time evolution, to first order, reveals an invasion of the fluid into
the sample that is initially fast and then more slowly saturates the region of the
sample by the end of the 60 s acquisition. The variation of the mean front position
is a displacement of approximately 2 voxels at scale 4 (hence 8 voxels at scale
1, for a full resolution reconstruction). It is possible to extract the amplitude at
each single time step by taking into account only this first spatial field and to use
it to match projections. This provides a free-form estimate of amplitudes f1

i for
local time shape functions, f1

i (t) = δ(t− ti). Such amplitudes are shown in red in
Figure 5b. If instead, the time shape functions are chosen as polynomials of order
2, the resulting determination of amplitudes is shown as the black curve. A fair
agreement is observed, in spite of the drastic reduction in the number of degrees
of freedom (from 307 down to 3). Moreover, this reduction comes with a much
more robust (noise resilient) behavior. In addition to describing the mean volume
invasion, the non-trivial front shape also captures a persistent non-uniformity of
the front. However, higher mode orders are expected to contribute significantly to
a finer description of the front shape.

The true metric to evaluate the merit of our procedure is the residual field
η(r, t) which shows everything that has not been captured by the procedure (noise,
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artifact, model error etc. ). To evaluate the relevance of the non-trivial front shape
of the first mode, it is easy to perform the same analysis with only one mode, but
restricting the spatial part of F , to a single degree of freedom, namely a constant
height (polynomial order equal to 0). An arbitrary choice of the amplitude of
the space and time function has to be chosen. It was decided to set the maximum
space amplitude to 1 to help for a visual understanding of the surface evolution. At
convergence, the final residual, is shown in figure 6 at the beginning and end of the
scan. The most critical part of this residual field that has to be scrutinized is the
fluid surface zone (interface between empty and saturated pore volume). It can be
seen that the mean evolution is well captured, but alternate positive and negative
values show that this description is still inaccurate. The value of χ2 reaches 144
for a flat front fixed in time, and drops down to 103 when a variation in time is
considered, showing that the latter choice allows one to improve significantly the
solution. Let us note that with a single mode, when higher polynomial orders are
considered in space, the residual decreases only slightly to 102. When more modes
are added, the spatial enrichment reveals much more rewarding as detailed in the
following.

(a) (b)

Fig. 6 Selected residual fields at (a) β = 0° or t = 0 s and (b) β = 180° or t = 60 s at
convergence, with a flat and horizontal (constant height) surface.

3.3.2 Identification of additional modes

A comparison of the final residual field considering different time regularization is
proposed in table 1. From these results it can be seen that, a third order polynomial
for the time evolution is required to correctly capture the fluid advance.

Most of the residuals are erased with 3 modes, which indicates that a solution
for the front shape has been found. The final residual field is shown in figure 7.
Some structure can still be distinguished in the residuals below the front, which
likely corresponds to reconstruction artifacts from the projected final fluid column.

The identification procedure was been stopped after the identification of 4
modes because the norm of the residual fields indicated convergence. The evolution
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(a) (b)

Fig. 7 Evolution of the selected residual fields, after correction with the three modes at (a)
β = 0° or t = 0 s and (b) β = 180° or t = 60 s at the end of the procedure.

of the norm of the residual fields is presented table 1. It can be seen that the

Table 1 Evolution of the norm of the all residuals at convergence for different spatial fields
polynomial orders and after successive mode identification

Number of modes
Spatial basis order 1 2 3 4

0 (flat) 103 101 101 101
1 102 84.1 83.7 83.5
2 102 74.5 74.2 73.8
3 102 69.4 68.7 68.5

residual field does not decrease further after mode 3, indicating that the main
trends have been captured. The space time evolution (with a product expressed
in voxels) of the different modes is shown in figure 8.

The final surface can be reconstructed from the three identified modes. In
figure 9, the front surface at two time steps are plotted. The evolution from time
t = 0 s and t = 60 s is shown with the same color coding. It can be noted that the
surface curvature changes progressively during invasion over the scan time.

3.3.3 Comparison with 3D front extraction method

Using classical tomographic approaches, the beam hardening corrected projections
can be used to reconstruct a 3D volume (assuming implicitly a steady fluid),
from which a segmentation method, based on the value where the front saturation
drops to 0 can be used to extract the shape and position of the saturation front.
The measurement of the surface height can thus be determined. Obviously, this
method allows a single front to be extracted for the time interval, which should
be, in some way, an intermediate mean position. If the 3D front is determined
by standard segmentation procedures, its height will be given with integer voxel
resolution. Figure 10 shows the difference between the interface extracted from
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(a) (b)

(c) (d)

Fig. 8 Surface modes m = 2 and 3. (a-c) is the space surface Fm(x, y) and (b-d) is the time
evolution gm(t)

(a) (b)

Fig. 9 Evolution of the front at different times of the scan acquisition, in voxels, reconstructed
from the three modes for (a) t = 0 and (b) 60 seconds

the tomography and the time-averaged interface as identified with the method
presented in this paper. In this figure few steps are visible corresponding to jumps
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due to voxel rounding. The difference is always less than 1 voxel, corresponding
to the 3D segmented uncertainty. The standard deviation of the difference is 0.36
voxel showing a good agreement in those two results. However the time evolution
cannot be obtained with classical reconstruction procedures.

Fig. 10 Difference, in voxels, of the surface height between the mean identified surface with
the proposed approach and the surface extracted from the segmented (voxelized) 3D volume.

3.4 Case 2: during the entire test

The above described identification procedure is now applied to identify the fluid
front over the entire pressure-driven flow experiment. The analyzed test is com-
posed of 42 180°-scan series. To simulate the acquisition of a fast 4D procedure,
only a single projection per invasion state has been selected from each scan in the
series for a projection angle that evolves constantly with time just as if the ex-
periment would have been conducted in 4 full turns of the sample (approximately
10 projections per turn). Projections at 3 times (7-21-40) and 3 different angles
β =[240°, 0°, 292°] are shown figure 11.

(a) (b) (c)

Fig. 11 Projections of the sample during the pressure-driven flow test (a) step 7, β = 240°,
(b) step 21, β = 0° and (c) step 40, β = 292°
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The time regularization has been chosen as a 4th order polynomial function be-
cause the front shape changes more rapidly during a full fluid advance as compared
to a single scan. 5 time unknowns are identified per mode. The entire identification
is composed of 5 independent modes, after which the residual does not decrease
any further. The residual field after convergence is shown figure 12. The residuals
are low around the interface at the surface position, which validates the choice of
surface regularizations.

(a) (b) (c)

Fig. 12 Residual field at convergence of the procedure, with the correction of 5 identified
modes during the test (a) step 7, β = 240°, (b) step 21, β = 0° and (b) step 40, β = 292°

The three first identified modes are shown figure 13. The first mode with a
very high amplitude, (from 20 to 120), is non linear in time and describes mostly
the mean fluid invasion of the volume. The other modes, with smaller amplitudes,
act as corrections to the first mode.

4 Conclusion and discussion

In order to follow a fast invasion process (water invading a porous sandstone),
a new methodology has been introduced, based on a time regularization and a
model reduction technique. Such a procedure allows to resolve high rate invasion
(up to 5 Hz) that cannot be captured using classical tomographic acquisitions and
reconstructions. The method relies on a space and time regularization through a
choice of a suited basis, and is based on a projection-based identification of the
unknown parameters.

To further reduce the sought parameters, a Proper Generalized Decomposition
has been designed, to capture “modes” one at a time until the residuals have been
reduced down to an acceptable level. The residual field at the end of the procedure
permits a validation of the chosen basis.

A first case example, addressed the question of a slow evolution during a 5 Hz
scan. The residual field, after convergence of the identification procedure, does not
reveal any salient unresolved features at the fluid front, which indicates that the
front was well captured by the chosen description and the regularization is clearly
well suited.

A second test case aimed at analyzing a fast pressure-driven flow experiment,
and 40 radiographs acquired during about 4 full revolution of the sample were
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(a)
Ns∑
i=1

f1i ϕi(x, y) (b)
Ns∑
i=1

f2i ϕi(x, y) (c)
Ns∑
i=1

f3i ϕi(x, y)

(d)
Nt∑
j=1

g1j θj(t) (e)
Nt∑
j=1

g2j θj(t) (f)
Nt∑
j=1

g3j θj(t)

Fig. 13 Three first identified modes respectively (a-b-c) for the surface field and (d-e-f) for
the time evolution

extracted from a longer time series. In contrast to the previous example, large
displacements were observed and yet the proposed P-DVC algorithm could deal
with such large changes.

The example applications of the method were performed at scale 4 (i.e., the
volume was reduced in size by a factor of 4), so only small data volumes were
considered. For the two test cases, because the surface was smooth, this resolution
was enough to capture the fluid shape. The measurement at full resolution would
be in the same spirit, with a higher computation time. With the actual procedure,
each mode of case 1 is obtained in 55-65 minutes and each mode of case 2 in
4-6 minutes depending on the convergence rate of the fixed point procedure.

The simplicity/complexity of the problem (i.e., the number of degrees of
freedom, in space and time) is conditioned by the scientific background of the
experimentalist about the observed phenomenon. For example, the knowledge of
fluid flow models composed of few parameters allows the problem to be easily
solved with a small number of unknowns. In the opposite, no expectation about the
experiment requires to leave much more freedom to the system (too many would
lead to ill-conditioning). At convergence, the residual fields enable the quality of
the parametrization and chosen model to be appreciated. It is then possible to
enrich the studied basis (i.e., add an additional curvature of the front, space or
time discontinuities, evolution of the front width etc. ).

The method could be applied to more complex cases such as imbibition or
pressure-driven flow of water, or other fluids, into sample with cracks or shear
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bands. In such cases, the choice of the regularization basis would require particular
attention (for example a finite element mesh may be suited, and a model based
approach may also open a promising route).
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