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Abstract. Highly customized products with shorter life cycles characterize the 

market today: the smart manufacturing paradigm can answer these needs. In this 

latter production system context, the interaction between production resources 

(PRs) can be swiftly adapted to meet both the variety of customers’ needs and 

the optimization goals. In the scientific literature, several architectural configu-

rations have been devised so far to this aim, namely: hierarchical, heterarchical 

or hybrid. Whether the hierarchical and heterarchical architectures provide re-

spectively low reactivity and a reduced vision of the optimization opportunities 

at production system level, the hybrid architectures can mitigate the limit of both 

the previous architectures. However, no hybrid architecture can ensure all PRs 

are aware of how orienting their behavior to achieve the optimization goal of the 

manufacturing system with a minimal computational effort. In this paper, a new 

“hybrid architecture” is proposed to meet this goal. At each order entry, this ar-

chitecture allows the PRs to be dynamically grouped. Each group has a supervi-

sor, i.e. the optimizer, that has the responsibility: 1) to monitor the tasks on all 

the resources, 2) to compute the optimal manufacturing parameters and 3) to pro-

vide the optimization results to the resources of the group. A software prototype 

was developed to test the new architecture design in a simulated flow-shop and 

in a simplified job shop production. 

 

Keywords: Cyber Physical Production System; Factory automation; Hybrid Control Archi-
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1 Introduction 

Market mutations from a local to a global economy are urging production systems to 

face new challenges. Recent years have witnessed the switch from mass production to 

mass customization, with customers requiring product even more customized, main-

taining high quality and low prices [1], [2]. Manufacturing companies, to remain com-

petitive, should improve their ability to swiftly adapt their production capacities to this 

demand for variety. In a smart manufacturing scenario [3], [4], the production control-
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system architectures are strategical as a orchestrating system of manufacturing param-

eters at each production resource (PR). 

Several scientific papers in recent years proposed solution to these challenges by 

devising distinct types of control architectures (CA). There are three main approaches 

that correspond to three main architecture of production system control classes [5]: 

Fully HIerarchical architectures (FHI), Fully HEterarchical architectures (FHE) and 

Hybrid Control Architectures (HCA). The centralization of the FHI reduces the reac-

tivity to unpredictable events. The decentralization of the FHE reduces the optimization 

opportunities.  

The current HCA do not ensure all the production resources are always aware of the 

operating parameters to meet the optima conditions. In this paper, we propose a new 

HCA to provide a “global view”, i.e. the resources involved in the manufacturing pro-

cess should have information about how to behave to achieve the optimization goal of 

the manufacturing system. Moreover, to deal with complex manufacturing systems 

characterized by a high production variety, attention is paid to the computational effort 

required to ensure the global view in the proposed CA. 

In our proposal, each production resource (PR, made by a physical part, e.g. the 

operating machine, and a logical part, e.g. control logic) is aware of the optimal behav-

ior (i.e. set of manufacturing parameters) that that PR can apply when no unpredictable 

events should be managed locally, e.g. a delay of the supplier PRs.   

The paper is organized as follow. Section 2 states the problem and the operating 

scenario for the proposed architecture and shows as the existing CAs would face the 

problem. Section 3 details the proposed architecture and explains how it face the stated 

problem. Section 4 shows the software prototype. Section 5 explains the tests and the 

validation of the architecture. In the Section 6, the conclusions and the future perspec-

tives are discussed. 

2 Literature review 

2.1 Problem Statement 

As identified above, this paper aims to design and develop a CA for production systems, 

characterized by a high production variety, therefore this CA, also considering the chal-

lenges proposed in [6] by IFAC TC 5.3, should meet the following requirements: 

• all PRs must have a constant availability (i.e. with a high refresh rate) of the global 

view, i.e. each PR should have the availability of the optimal parameters setting re-

lated to the best available optimization goal; 

• the CA must be reactive with a low computational effort. 

2.2 Control architectures 

This section presents a review of the production CAs in the scientific literature. 

The papers are discussed according to the classification in [5] that identifies three main 

classes of CAs: 
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• FHI: the PRs presents in the production system have master/slave interactions; 

• FHE: the PRs have the maximum decisional autonomy; 

• HCA: this class includes this architectures combine the advantages of both the pre-

vious classes, switching from hierarchical to non-hierarchical and vice versa. 

2.3 Architecture type 

The FHI architectures can partially satisfy the problem statement but, due to their struc-

tural characteristics, these are rigid and do not guarantee the reactivity required to con-

trol a high production variability. If we apply this architecture type to the problem pro-

posed, it results that all knowledge and decisional ability it will be given to the Central 

Unit (Fig. 1(a)). Since all the computational effort resides on the Central Unit, it is not 

possible to guarantee the required reactivity: the time necessary to estimate the optimal 

parameters settings for all devices (according to global optimization rule) as well as the 

central-unit effort required to transfer all the information to all the devices under its 

control increases the basis of the number of resources. If one add intermediate units to 

control each cell (understood as a group of PRs i.e. a production department) that do 

not interact with each other (e.g. [7]), the computational burden to get higher refresh 

rates lowers, but there is a less complete global view (Fig. 1 (b)). 

On the opposite, the FHE architectures (e.g. [8]) ensure the continuous reconfigura-

tion of the PRs that have learning and decisional abilities. These architectures are not 

able to guarantee always the global view, since they are affected by “short-sightedness” 

due to the lack of a central authority that suggests the best behavior to achieve the global 

optimization. This latter is often in conflict with the local objective of the machines. If 

one adopts a heterarchical architecture (Fig. 2), each PRs (physical part or software 

component) can take decisions and act behaviors to reach a local goal and to interact 

with each other. In this way, no resource controller can provide the global view to each 

other because each try to achieve its local goal. 

     

   Fig. 1. Scheme of a Hierarchical architecture   Fig. 2. Scheme of an Heterarchical architecture 

The following sections analyze the HCA, that aim to combines the advantages of 

both the other two classes.   

2.4 Hybrid Control Architectures 

The HCA [9]–[19] can be classified according to the degree of evolution of the control 

structure during the execution of production [11]: architectures can be dynamic (D-
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HCA) or static (S-HCA). They differ because of the evolution of the control system, 

which evolves in D-HCA and remains the same in S-HCA. As described in Section 2, 

it is mandatory that in all operating situations, the global view of the system and their 

optimal manufacturing parameter settings (e.g. temperature, velocity) is available for 

all the production resources to achieve the global optimization. 

2.5 S-HCA 

In S-HCA[14]–[18]the control does not evolve, i.e. the configuration is the same all of 

time. They are very close to the FHI architectures, but in this case, the lower levels are 

always can refuse the guidelines to the upper level, e.g. they can ask to upper level 

make a new reconfiguration. Apparently, these architectures can meet completely the 

problem statement and for this, each of them has been analyzed in detail.   

In [17] a monolithic structure is adopted which does not allows flexibility (see case 

in Fig. 1(b)): here only one controller for each production cell is adopted that do not 

interact with the others. Product P1 must pass in both the cells and since the interaction 

between cells is lacking, the optimization will concern only cell 1. 

When resource R2 releases P1 the optimization will concern only cell 2 and so on. In 

[18] the requests to merge the individual interests is triggered directly from the PRs that 

as in case of FHE do not have the global view of the system. In [15] instead a dynamic 

group definition is proposed, although how it forms the cluster is unclear. The major 

issue is that the PRs communicates only with the mediators and there may be bottle-

necks if the number of resources increases, as in FHI. In [14] two different agents have 

been used to improve the production: Order (OA) that contains the production plan for 

a single production order and Resource (RA) that corresponds to a single production 

resource. When a new order arrives, the OA verifies its feasibility and after questioning 

the RA, according to their responses, the OA inserts the new activities in the Gantt of 

each RA. The OA monitors the production advancement. The RA managed their own 

Gantt. They react to little perturbation changing slightly and if a major perturbation 

occurs, the RA that has detected the perturbation, asks to corresponding OA to resched-

ule. In this case, each OA limits to allocate the resources and it make a re-scheduling 

only if a RA so requests. In this way is not possible ensure the global view because the 

RAs managed their Gantt and the re-orchestration request trigger from themselves. 

Only if the OA is continuously to the research of the best possible solution, rather than 

to be only in wait, this architecture could be completely satisfy the problem statement. 

In [16] defined hierarchy is adopted based on the assumption that changes in production 

plans are infrequent.  In this way, the intermediate controllers are defined during the 

design of the system and they do not interact with them. For example, let us apply this 

architecture to the scenario shown in Fig. 3 where there are 9 resources, 3 products and 

3 production Cells. The result will be an upper level that monitor all production re-

sources and an intermediate control level composed by a control unit for each produc-

tion cell. Each intermediate control unit tries to achieve the optimum for its own cell, 

based on its own goals, which can be in contrast with each other.  



5 

2.6 D-HCA 

The D-HCA [9]–[13] cannot satisfy completely the sustainability of production con-

trol. These in fact start with a hierarchical configuration, but under a disruption, the PRs 

do not respect the “authority” of their control unit: the control system thus evolves from 

hierarchical to heterarchical. Some situations are possible in which the production re-

sources operate as fully independent entities (heterarchical configuration), and thus the 

constraint posed in the problem statement will be only partially fulfilled, since in the 

heterarchical configuration is not possible to ensure the global view.  

Finally, a comparison is required with PROSA [19],where exists a software super-

visor (Staff Holon (SH)) that represents an external expert that suggests advices to PR 

(PRs can refuse advices). However, the amount of SHs and their knowledge should be 

fixed a priori. In a high production variety scenario, this constraint and the unpredicta-

bility of the production can result in an under- or over-estimation of the amount of the 

required computational effort and knowledge resources to implement the SHs. 

The next section proposes a new architecture, where groups and supervisors are dy-

namically defined and dynamic is also the knowledge assignment to the supervisor. 

3 The new “hybrid architecture” 

From the analysis of these works emerges that the existing CAs only partially fulfill the 

requirements to solve the proposed problem statement. The architecture here proposed 

belongs to the HCA class that fulfils the requirement of the smart manufacturing para-

digm.   

A central unit configures groups of PRs based on each order entry. Each group is 

independent, i.e. each product (P) requires the resources of only one group of PRs to be 

finalized. The central unit defines an optimizer O for each group of PRs. This O 1) 

gathers periodically the states of the PRs in the groups 2) compute the optimal process 

parameters for all the PRs in the group and 3) provide to the PRs the results of the 

optimization. 

To preserve the global view with minimal effort, and thus assure adequate flexibility, 

our architecture tries to solve the following problems: 

• to dynamically create (re-orchestration) the intermediate control units (Optimizer O) 

when the production plan change (a new order is provided), to decide, case by case, 

the PRs under their control (Optimization Group OG) and to create dynamically the 

communication channels between the PRs belonging to the same OG; 

• to provide only to Os, dynamically defined by the CU, only the necessary knowledge 

according to the optimization goal of the manufacturing system. Doing so, the com-

putational effort is dynamically transferred from the CU to the Os.  

Both these features make the proposed architecture prone to be implemented in a smart 

manufacturing context. The next sections detail the behavior of the proposed architec-

ture both in re-configuration and in execution phase. 
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3.1 Re-configuration phase 

The CU starts from a waiting state for an introduction of a new order (PO). 

• Step 1: the CU receives a PO composed by products set that are characterized from 

their working sequence (operations, e.g. lamination, cooking etc. and PRs linked to 

them); 

• Step 2: the CU sends a stop signal to all available PRs and asks them their advance-

ment state (the completed operations until that moment without the ongoing opera-

tions); 

• Step 3: the PRs sends the answer to the CU. If they are running a process they con-

tinue it, otherwise stop; 

• Step 4: the CU when receives all answers creates the new production plan merging 

the new PO with the operations of the old production plan that the PRs must still 

perform, if they exist; 

• Step 5: the CU starting from the new production plan, identifies the independent 

paths (a path is defined as the machines sequence that allows passing from raw ma-

terial to finished product and two paths are independents if they not cross i.e. if they 

do not share no PR). Each path corresponds to an OG; 

• Step 6: for each OG, a PR (that for as they were defined paths, the PRs can belong 

to only one OG at a time) is chosen to assume the role of O. It will have under its 

control and will able to interact only with the PRs (slaves) belonging to its OG. The 

difference between the slaves and the Os resides in an executable software that the 

CU compiles and sends to each PRs in this step, according to their role; 

• Step 7: the CU sends to each PR its own new production plan (agenda) and it relies 

on the Os the task to manage their own OG; 

• Step 8: the CU returns to waiting for a new PO to make a new re-orchestration. 

The Fig.4(a) shows the condition of a production plant during the execution phase 

(three OG have already been defined), instead the Fig.4(b) shows the result of a re-

configuration when a new PO (it contains P5 and P6) is introduced. After the re-con-

figuration, the OG (and then the O’s) have become two and they are different from 

those in the above condition. 

After the re-configuration, the production can restart. Step 2 highlights how the PRs 

send only the finalized operations without considering the ones in progress. The ongo-

ing operations are considered in the new agenda: when the production resume, their 

duration is updated based on the percentage of work done during the re-configuration 

stage. 

  
(a)                                                          (b) 

     Fig. 3. Application of [16]                                Fig. 4. Re-configuration phase 
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3.2 Execution phase 

The execution phase starts after each PR receives its executable software and its up-

dated agenda that contain all products that it must perform in a defined sequence. Dur-

ing execution phase (the fluxes between PRs are shown in Fig. 5): 

1. each O reads the state (the value of the controllable manufacturing parameters to 

achieve an optimization result, e.g. velocity) of each PRs under its control; 

2. each O sends to all PRs belonging its OG the best manufacturing parameters setting 

to achieve a global goal according to an optimization rule (e.g. energy saving); 

3. each PRs, including Os, carry on the production expected from their agenda, setting 

their manufacturing parameters as suggested from their O, if it is feasible and they 

can react quickly to unpredictable events. 

As described above, a fundamental characteristic of this architecture is that thanks 

to the dynamic creation of the OG, any global optimization problem is divided in more 

small problems, allowing to maintain the global view and minimize the computational 

effort. In this way, an intermediate control unit manages fewer PRs than those managed 

by the CU, with a consequent performance boost that affect the time required to have 

an appropriate solution by an optimization algorithm (Heuristic, Genetic Algorithm 

etc.) as well as the reaction time. 

 

Fig. 5. Execution phase 

This work does not consider the PRs’ breakdown, allocation or re-allocation. 

In the next sections, an example to validate this architecture is proposed. It will be 

demonstrated how this architecture can satisfy completely the problem statement. 

4 Software prototype 

To test if the dynamic re-configuration of the intermediate control level is possible with 

the architecture proposed, a software prototype was implemented. The focus was on the 

global view. To test the dynamic grouping, the reference scenario adopted for the test 

is composed by 4 PRs (PR1, PR2, PR3, PR4). 

To simulate the CU and the PRs it has been used a Linux Debian terminal for each 

entity. As described in Section 3, the POs contain the products set with their working 

sequence characterized from operations and PRs linked to them and we assume that the 

PO is correct, i.e. there is not the possibility that a PO cannot be performed. The PRs 

presentation board and the PO was implemented in XML (eXtensible Markup Lan-

guage).  
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The behavior of the CU and those of the PRs (the code to generate the executable 

program in Section 3) have been implemented in C++. The PRs’ production plans 

(agendas) are text files. The optimization goal is the energy saving and the algorithm 

to find the best manufacturing parameter setting is a heuristic. To allow the communi-

cation between CU and PRs, TCP/IP protocol has been used. 

5 Tests 

This section describes the tests that allow to show how the proposed architecture fulfill 

the problem statement. Two PO have been inserted. The first PO has two products, P1 

(to be machined on PR1, PR2, PR4) and P2 (to be machined on PR4). The second one 

has two products, P3 (to be machined on PR2, PR4) and P4 (to be machined on PR2, 

PR3, PR4). 

When PO1 is sent, the CU defines an OG formed only by PR1, PR2, and PR4, since 

there are not products that involve PR3. Then, the CU assigns to PR1 the O role. 

The Fig. 6(a) shows the agenda of all PRs involved in the optimization. It is possible 

to notice that: 1) only the PR1 agenda contains information related to all products and 

all PRs belonging to its OG (in red circle); 2) PR2 and PR4 agendas contain information 

related to O IP (blue circle), IP of their previous PR, and operations that they must 

perform (green circle). 

PR1 completed all planned operations and then PO2 starts working. The CU per-

forms a re-configuration: as shown in Fig. 6 (b), the OG dynamically changes (now is 

composed only by PR2; PR4; PR3) and PR2 is chosen as O. 

  

(a)                                                                                                  (b) 

Fig. 6. (a) Agenda of PRs belonging to OG after PO1 insertion (b) Agenda of PRs belonging to 

OG after PO2 insertion 

Fig. 7 shows on left side an example of an agenda that Os sends to a PR belonging to 

its own OG. Each row in Fig. 7 is structured as follows: on left side <starting 

time>;<ending time>;<parameter to apply> and on right side <reading time>;<value 

read>. Moreover, Fig. 7 shows on right side the lectures of the same PR in the same 

period and shows the PRs refusing the suggested parameters if a product is on delay: 

PR readings are 0 on the highlighted area, despite the values in the plan, since a product 

is on delay.  
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6 Conclusions: limits and future perspectives 

In this work, a new hybrid control-system architecture is presented. As discussed in 

section 2, no-architecture in the literature could meet the requirements in the problem 

statement, since the FHI architectures cannot ensure the necessary reactivity, the FHE 

architectures cannot ensure the global optimum, and HCA cannot ensure both the re-

quirements of global view with the required reactivity. By means of the tests described 

in Section 5, it is possible to show that the new proposed HCA fulfill the problem state-

ment:  

• All PRs have the constant (i.e. with a high refresh rate) availability of their own best 

manufacturing parameters, necessary to ensure the global view; 

• By means of the dynamic grouping and of the dynamic assignment of the knowledge, 

the computational effort is re-allocated at each order entry. 

The limits of the proposed architecture concern the limit in sharing products between 

different PR groups: this point makes the proposal less effective in a general job-shop 

scenario. Consequently, a future perspective can be the extension of the application 

domain to all job shop cases, assembly systems and the handling of the resource allo-

cation. 

 

Fig. 7. Predicted (left) and real (right) production plan 
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