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Abstract

The way doctors deliver bad news related to
damage associated with care has a significant
impact on the therapeutic process. In order
to facilitate the doctor’s training, a simulation
system has been developed to train doctors
to break bad news with a virtual patient. The
virtual patient’s dialog behavior, based on
the notion of “common ground”, has been
specifically designed from the analysis of
real training sessions in medical institutions
and in light of pedagogical objectives. The
doctors can interact in natural language with
the virtual patient on three different platforms:
PC, virtual reality headset, and virtual reality
room. A tool has been developed to automat-
ically record and then replay the interaction
between the doctor and the virtual patient to
debrief with an expert about this simulation.

Keywords: Embodied conversational agent,
virtual reality, health domain, social simulation
platform

1 Introduction

Doctors should be trained not only to perform
medical or surgical acts but also to develop com-
petences in communication for their interaction
with patients. For instance, they often face
the announcement of undesirable events to pa-
tients, as for example damage associated with
care. A damage associated with care is the con-

sequence of an unexpected event that can be
due to complication connected to the pathology
of the patient, unforeseeable medical situation,
dysfunction or medical error. The damage may
have physical, psychological, or even social and
material repercussions. Such undesirable event
is frequent: an undesirable event with damage
arises every five days in a unit of 30 beds in
France [1].

The way doctors deliver bad news related to
damage associated with care has a significant
impact on the therapeutic process: disease evo-
lution, adherence with treatment recommenda-
tions, litigation possibilities [2]. However, both
experienced clinicians and medical trainees con-
sider this task as difficult, daunting, and stress-
ful. Nowadays, training health care professional
to break bad news, recommended by the French
National Authority for Health (HAS)', is orga-
nized as workshops during which doctors dis-
close bad news to actors playing the role of pa-
tients. Training by simulation [3], i.e. to put the
doctor in a simulated situation of consultation
with actors playing patients’ role, allows devel-
oping the level of understanding of the profes-
sionals of this potentially conflicting and painful
situation for them, for the patient and his/her
close relationships. However, this training so-
lution requires several persons: it is costly, and
time consuming (each 30 mn. session requires

!The French National Authority for Health is an indepen-
dent public scientific authority with an overall mission
of contributing to the regulation of the healthcare sys-
tem by improving health quality and efficiency.



an hour of preparation). We aim at developing a
training system inhabited by an embodied con-
versational agent playing the role of a virtual pa-
tient to give the doctors capabilities to simulate
breaking bad news situations.

In this paper, we present a multi-platform
simulation system that has been designed to
train doctors to break bad news with a virtual
patient. The doctors can interact in natural lan-
guage with a virtual patient that communicates
through its verbal and non-verbal behavior. The
dialog model of the virtual patient is based on
the notion of “common ground” [4], i.e. a situ-
ation model represented through different vari-
ables that is updated depending on the informa-
tion exchange between the interlocutors. The
variables describing the situation model, spe-
cific to breaking bad news situations, have been
defined based on the analysis of corpus of real
training sessions in medical institutions and in
light of the pedagogical objective in terms of di-
alog. The simulation training system can finally
be run on three platforms: PC, virtual reality
headset, and an immersive virtual reality room.
An automatic recording system has been devel-
oped to replay the interaction between the doctor
and the virtual patient to debrief with an expert
about this simulation.

The paper is organized as follows. After a
presentation of a state of art in this domain (Sec-
tion 2), we present the architecture of the multi-
platform simulation training system and its com-
ponents (Section 3). In Section 4, we introduce
the multimodal dialog model of the virtual pa-
tient based on the notion of “common ground”
(Section 4.1), and based on the manual analysis
of a transcribed corpus of real training sessions
(Section 4.2). The non-verbal behavior model
of the virtual patient is described in Section 4.4.
The implementation of the model is detailed in
Section 4.4. The different platforms to simu-
late an interaction of breaking bad news situa-
tion with a virtual patient are illustrated in Sec-
tion 5.1 and the automatic recording for the sim-
ulation replay is introduced in Section 5.2. We
conclude in Section 6.

2 Related works

Several virtual agents embodying the role of vir-
tual patients have already been proposed for use
in clinical assessments, interviewing and diag-
nosis training [5, 6, 2]. Indeed, previous re-
search has shown that doctors demonstrate non-
verbal behaviors and respond empathetically to
a virtual patient [7]. In this domain, the research
has mainly focused on the anatomical and physi-
ological models of the virtual patient to simulate
the effects of medical interventions or on models
to simulate particular disorder (e.g. [6, 5] or the
eViP European project?). In our project, we fo-
cus on a virtual patient to train doctors to deliver
bad news.

A first study [2] has analyzed the benefits of
using a virtual patient to train doctors to break
the diagnosis of breast cancer. The results show
significant improvements of the self-efficacy of
the medical trainees. The main limit of the pro-
posed system, highlighted by the participants,
is the lack of non-verbal behaviors of the pa-
tients simulated in the limited environment Sec-
ond Life. Our objective in this project is to sim-
ulate the non-verbal expressions of the virtual
patient to improve the believability of the vir-
tual character and the immersive experience of
the doctor.

Most of the embodied conversational agents
used for health applications have been integrated
in 3D virtual environments on PC. Virtual reality
in health domain is particularly used for virtual
reality exposure therapy (VRET) for the treat-
ment for anxiety and specific phobias (e.g. [8])
but also for social patient perspective taking [9].
In our project, in order to offer an immersive ex-
perience to the doctor, we have integrated the
virtual patient in a virtual reality environment.
In the next section, we present the overall archi-
tecture of the training platform.

3 Architecture of the virtual
patient

The overall architecture of the training platform
is illustrated in Figure 1 (at the end of the arti-
cle). We present each module of the architecture
in the following.

*http://virtualpatients.eu/



The speech of the doctor is recognized by
an Automatic Speech Recognition (ASR) system
that we are currently integrating in the platform.
We have chosen the commercial Dragon Nat-
ural speaking SDK solution developed by Nu-
ance’. The audio is preprocessed to eliminate
non-speech segments, and cut the speech into
shorter segments called IPU segments (Inter-
Pausal Units) separated by small silences (at
least 200 ms for French). Each IPU is streamed
to the ASR system to be transcribed and then
sent to the Supervisor. Note that when the
doctors speech is not well recognized (infor-
mation sent by the ASR) the superviser trig-
gers specific verbal or non-verbal behavior (e.g.
“I don’t understand” or only a shrug of the
shoulders). Moreover, in order to avoid wait-
ing for the result of the ASR to generate a
virtual patients reaction, voice activity infor-
mation is sent in real time to the supervisor
(e.g. doctor_is_talking). This information en-
ables the supervisor to trigger virtual patient’s
listening behavior. The supervisor contains a
listener model that defines the backchannel be-
havior of the patient. The listener model will
also generate virtual patient’s reaction, if the si-
lence of the doctor reaches a certain threshold
of time, by sending a command to the dialog
module. This model is currently under develop-
ment. To enable a multimodal interaction, we
are currently integrating various other sensors
to detect the non-verbal behavior of the doctor
(gesture, gaze, posture, etc.) using a Kinect.
This information will be used by the Supervi-
sor to coordinate the virtual patients’ behavior
(e.g. to mimic a head shake). Note that, sim-
ilarly to the process of voice activity, the doc-
tor’s non-verbal behavior activity is sent in real-
time to the supervisor (doctor_starts_movement
and doctor_stops_movement). Consequently, the
supervisor can trigger specific behavior without
waiting for the computation of the movement
interpretation. For instance, the virtual patient
might look at the doctor when the doctor is mov-
ing.

The supervisor manages the synchronization
of the recognized doctor’s utterance and his de-
tected non-verbal behavior. The resulting multi-

3http://www.nuance.com/for-
developers/dragon/index.htm

modal utterance is then transferred to the dialog
system. This module is described in more de-
tails in the next section (Section 4). Note that
this module, based on a set of dialog rules and
on the conversation log, determines the com-
municative intention of the virtual patient (what
the agent intends to communicate). The com-
municative intention can be expressed through
verbal, non-verbal or multimodal behavior. For
instance, an agreement may be conveyed by a
head nod, a verbal message or both. The virtual
patient’s reaction is transferred to the supervisor.
The supervisor selects the appropriate animation
file from the behavior library depending on the
output of the listener model and of the dialog
system.

The animation is sent to the non-verbal be-
havior animation system VIB. VIB (Virtual In-
teractive Behavior) is a generic platform for cre-
ating Embodied Conversational Agents (ECA)
[10]. VIB computes the animation parameters
(Facial Animation Parameters FAP and Be-
havioral Animation Parameters BAP) to ani-
mate the face and the body of the virtual pa-
tient. The module receives XML file describ-
ing the communicative intention to perform (de-
scribed in FML:Function Markup Language) or
the non-verbal signals to express (described in
BML: Behavior Markup Language). Moreover,
the Non-verbal behavior system VIB contains
a text-to-speech system [11] to generate the
speech synchronizes with the non-verbal behav-
ior (including the lips animation).

The virtual patient is finally animated on dif-
ferent platforms: PC, virtual reality headset, and
virtual reality room. The virtual reality room
is constituted of a 3m deep, 3m wide, and 4m
high cubic space with three vertical screens and
a horizontal screen (floor). Using a cluster of
graphics machine, the system is able to deliver
stereoscopic, wide-field, real-time rendering of
3D environments, including spatial sound, and
thus trying to achieve optimal sensorial immer-
sion of the user (Figure 2). The virtual agent
based on the VIB platform has been integrated in
these different environments through the Unity
player. The communication between the mod-
ules is based on a Thrift protocol* to enable
to connect modules developed in different lan-

*https://thrift.apache.org/



Figure 2: Virtual reality environment

guage.

In the next section, we describe in more de-
tails the dialog system integrated in the archi-
tecture.

4 Corpus-based Virtual patient’s
multimodal dialog model

In order to model the virtual patient’s behavior,
we have analyzed audio-visual corpus of inter-
actions between doctors and actors playing the
role of patients during real training sessions in
medical institutions. Indeed, for ethical reasons,
it is not possible to videotape real breaking bad
news situations. Instead, simulations are orga-
nized with actors playing the role of the patient.
A corpus of such interactions has been collected
in two different medical institutions. Simulated
patients are actors trained to play the most fre-
quently observed patients reactions. The actor
follows a pre-determined scenario. The total
volume of videos is 5 hours 43 minutes and 8
seconds for 23 videos of patient-doctor interac-
tion with different scenarios (e.g. cancer diagno-
sis, digestive perforation’s announcement, etc.).

The dialog model of the virtual patient aims
at identifying automatically the dialog behavior
of the virtual patient during the interaction with
the doctor, that includes verbal (e.g. specific
questions or remarks) and non-verbal (e.g. head
nods, smiles) reactions to utterances of the doc-
tor. In the following Section 4.1, 4.2 and 4.3, we
focus on the verbal behavior of the virtual pa-
tient and present the non-verbal behavior model
Section 4.4.

4.1 A dialog model based on the
construction of a common ground

Concerning the verbal behavior, in order to iden-
tify the contents of the virtual patient’s verbal re-
action, we propose a dialog model based on the
notion of common ground introduced by Garrod
and Pickering [4]. Conversation is then viewed
as a joint activity during which the interlocutors
”work together to establish a joint understand-
ing of what they are talking about” [4]. The
joint activity is based on the alignment of their
situation models containing information about
space, time, causality, intentionality, etc. In
other words, the interlocutors interact to con-
struct a common representation of a situation,
called an implicit common ground.

In our context, the common ground that the
interlocutors (the doctor and the virtual patient)
have to construct concerns about the situation of
disclosure a damage associated with care. The
French National Authority for Health (HAS)
produces recommendations and best practice
guidelines to facilitate the disclose of unfavor-
able information to patients [12]. Based on this
guideline and on the analysis of the training cor-
pus [13], five principal phases have been drawn
from the data: “opening” (e.g. presentation, in-
quiring of the patient’s state), “exposing the sit-
uation” (e.g. a reminder of the patient’s care
since he/she arrived in the hospital), “breaking
the news” (e.g. clear exposition of known facts),
“discussing the future” (e.g. what solution for
the damage, who will perform it, where, ...) and
“closing”. For each phase, guideline describes
the different information that the doctor should
deliver to the patient concerning this breaking
bad news situation. For instance, in the “break-
ing the news” phase, the doctor should, at least,
inform the patient on the type of the problem
(e.g. digestive perforation), when it occurred
(e.g. during a surgical operation), the location
(e.g. in the stomach), and the cause (e.g. the
polyp wasn’t positioned properly). In the “dis-
cussing the future” phase, the doctor should in-
form on the solution to cope with the situation
(e.g. another surgical operation), who (e.g. the
doctor that will operate), when (e.g. rapidly, to-
morrow), why (e.g. risk of infection), what they
should do before (e.g. radiology), what will be
the consequences (e.g. stay some days at hospi-



tals), etc.

In order to construct the situation model,
ie. the common ground that the doc-
tor and the patient should construct together,
we have associated a variable to each in-
formation that the doctor should deliver to
the patient. For instance, we have defined
for the step ‘“breaking the news”, 4 vari-
ables : type_problem, when_problem, loca-
tion_problem, cause_problem. In total, we have
defined 12 variables.

Finally, a situation model is described by this
set of phases and associated variables. A com-
mon ground is constructed if all the variables are
instantiated, i.e. if the doctor has provided all
the information characterized by the variables.
In the following, we call these set of phases and
variables the common ground.

The dialog model is based on this common
ground representation. The variables are used
both to store the information provided by the
doctor and to determine the reaction of the pa-
tient. Indeed, depending on the recognized ver-
bal utterances of the doctors, the variables will
be instantiated. For instance, if the doctor pro-
vides information on the location of the dam-
age, the variable location_problem will be in-
stanced with the location. Moreover, the virtual
patient will use the common ground, and in par-
ticular the non-instantiated variables, to deter-
mine his/her reactions. Indeed, the virtual pa-
tient will ask specific information to instantiate
all the variables.

Note that the variables describing the situ-
ation correspond to pedagogical objectives of
the breaking bad news situation in terms of dia-
log. Indeed, the variables correspond to the set
of information that the doctors have to provide
to the patient concerning the damage as speci-
fied by the French National Authority for Health
(HAS). The dialog model based on this notion of
common ground is then particularly suitable in a
learning context since it has the advantage of in-
tegrating the learning objectives concerning the
content of the conversation.

The described dialog model has been imple-
mented for a specific scenario of breaking bad
news situation described in the following.

4.2 The corpus-based dialog model

In order to test the dialog model, we have
selected a specific scenario of breaking bad
news situation. The situation is a digestive per-
foration that had occurred during an endoscopy.
The scenario has been carefully chosen with
the medical partners of the project for several
reasons : the panel of resulting damages, the
difficulty of the delivery, and the bad news
standard characteristics.

To construct the dialog model for this spe-
cific scenario, we have manually analyzed tran-
scribed corpus with this scenario with three ob-
jectives:

1. Validate the situation model: check that we
can identify the different phases and vari-
ables of the situation model;

2. Identify the different values of the variables
in this specific context of the digestive per-
foration;

3. Identify the appropriate verbal or non-
verbal responses of the virtual patient.

For this purpose, we have analyzed 7 dialogs
of a total duration of 108 mn (each dialog lasts
from 8 mn to 27 mn).

Concerning the first objective, the dialogs of
the analyzed corpus contain, indeed, the differ-
ent identified phases and the doctors provide
the different information corresponding to the
defined variables. Consequently, the situation
model that we have defined seems to enable us
to represent this specific breaking bad news sit-
uation.

Concerning the second objective, we have
manually analyzed the corpus in order to iden-
tify the different values of each variable. For
instance, the type of problem (the variable
type_problem) can be described as a digestive
perforation, or a small hole. To identify the
different values that the variables can take en-
ables us to instantiate automatically the vari-
ables depending on the recognized speech of the
doctor. For instance, if the ASR (Automatic
Speech Recognition) recognizes the words “di-
gestive perforation”, we can instantiate the vari-
able type_problem with this value. All this val-



ues constitute the domain vocabulary in our spe-
cific context.

Concerning the third objective, we have man-
ually identified the verbal reaction of the patient
following an utterance of a doctor corresponding
to the instantiation of a variable. We have ob-
served several possible reactions as for instance
questions to obtain more information on the de-
livered information or on non-instanciated vari-
ables. For instance, after the doctor informs the
patient that the solution to cope with the dam-
age (variable solution_what) is a surgical opera-
tion, the patient may worry about the operation
and asks questions such as “which operation?”
or “is it a big operation?” or ask about missing
variables, e.g. “who will operate?” (variable so-
lution_who) or “when” (solution_when).

For each variable, we have defined commu-
nicative intentions that the virtual patient could
perform if the variable is not instantiated (e.g.
Ask(problem_type)). To each communicative
intention is associated one or several possible
verbal or non-verbal reactions (e.g. “what ex-
actly is this operation” or expression of sur-
prise).

In order to align the doctor’s and patient’s vo-
cabulary, the words used by the virtual patient
depend on the words uttered by the doctor. For
instance, if the doctor does not use the term “per-
foration” but only “small hole”, the patient will
never use “perforation” but only “small hole” .
The pre-defined responses of the virtual patient
are then filled-in-the-blank sentences, the holes
being filled to ensure that the virtual patient used
the same vocabulary as the doctor did.

Finally, the situation model, and particularly
the variables describing the model, enables us
to make a link between the doctor’s recognized
speech and the verbal reaction of the virtual pa-
tient.

4.3 Implementation of the dialog model

The dialog model presented below was imple-
mented using OpenDial [14]. OpenDial is a
java-based, domain-independent toolkit for de-
veloping spoken dialogue systems. The dialog
is modeled in OpenDial through probabilistic
rules. The rules are organized into three subsets
corresponding the classical components of a di-
alog system : Natural Language Understanding

(NLU), Dialog Management (DM), and Natural
Language Generation (NLG).

The Natural Language Understanding (NLU)
rules translate the recognized speech provided
by the ASR into doctor’s dialog acts. More-
over, the NLU rules determine the instantia-
tion of the variables (that compose the common
ground) depending on the recognized speech
provided by the ASR. The rules enable us to
also collect the words uttered by the doctor to
constitute a shared vocabulary.The rules are de-
signed based on the analysis of the corpus de-
scribed in the previous section. For instance,
the utterance “There is a small hole in your
intestine” corresponds to two informative dia-
log acts Inform(problem_type, small hole) and
Inform(problem_where, intestine). Following
this recognized sentence, we automatically add
“small hole” to the shared vocabulary.

The Dialog Management (DM) rules deter-
mine the next patient’s communicative inten-
tion(s) based on the last doctor’s dialog acts and
the current state of the common ground. The
set of reactions following the instantiated vari-
ables and the questions about missing informa-
tion are based on the corpus analysis (previous
section). The probability of the different pos-
sible virtual patient’s reactions depends on the
history of the dialog (if the virtual patient has
already performed the dialog act) and the occur-
rence of such reactions in the corpus.

Finally, the Natural Language Generation
(NLG) rules define for each communicative in-
tention the different possible verbal or non-
verbal expressions with associated probability.
For example, the expression of an agreement
could be either a non-verbal behavior (head
nod), a verbal message (“yes”) or both. The
shared vocabulary is also used by the generation
to align the doctors and virtual patients vocab-
ulary: the words used by the virtual patient de-
pends on the words used by the doctor.

4.4 From verbal to multimodal virtual
patient’s behavior

An important facet of our project is to simu-
late the multimodality of human-human conver-
sation. Verbal and nonverbal behaviors are im-
portant means of communication. To this aim
we have endowed the virtual character with the



capacity to speak and listen through his/her mul-
timodal behaviors.

To ensure the character looks alive during the
whole interaction, we have developed various
idle motions whose amplitude and frequency for
each body part can be adapted. Specific anima-
tions are related to the scenario (e.g. to show
fatigue or pain, etc).

As shown in various studies [15], non-verbal
communicative behaviours may serve differ-
ent functions such as emphasizing some parts
of what is said, transform the modality (i.e.
(un)certainty), communicating an emotional
state or a cognitive state (eg (un)certainty),
etc. Nonverbal behaviours, specially gestures
but also facial expressions and head movement,
convey semantic content. In particular, the vir-
tual character indicates where his/her pain is us-
ing deictic gestures. Deictic gestures can corre-
spond to a precise location (pointing finger act-
ing as an area) or to a region (the whole hand
moves around to indicate the region). The char-
acter can illustrate its pain using iconic gestures
that were extracted from the analysis of the cor-
pus.

While listening, a great variety of multimodal
behaviours, often called backchannels, are emit-
ted to indicate the agents level of attention (eg
by gazing at its interlocutor) and understand-
ing (head nods or puzzled facial expression may
provide information regarding level of under-
standing), to manage dialog turns (gaze direc-
tion and body orientation are important cues of
turn-taking), to hold the turn while looking for
words (e.g. scratching the back of the head).
Backchannels are triggered by the scenario of
the virtual character but also using an existing
probabilistic model [16]. Currently, we are try-
ing to improve the backchannel model by ana-
lyzing the feedback behavior of patients in the
corpus using data-mining algorithms.

In a next step, we aim at integrating a real-
time detection of the position of the doctor in
order to control the eyes and head orientation of
the virtual patient: for instance, to focus on the
doctor and to follow him, or on the contrary to
intentionally avoid the doctors gaze.

5 Virtual reality training
platforms

The participant-virtual agent interaction quality
may vary as a function of the visualization de-
vice (virtual reality room, virtual reality head-
set, or simple PC). Moreover, the available de-
vices may depend on the medical institution. In
order to offer a complete training tool for clin-
ical personals, we have developed the simula-
tion training system on different platforms: PC,
virtual reality 3D glasses, and a virtual reality
room. The environment has been designed to
simulate a real recovery room where the break-
ing bad news is generally performed. The vir-
tual patient is seated on the bed of the recovery
room (Figure 3) and interacts in real-time with
the doctor, using natural language and through
non-verbal behavior (as described in the previ-
ous section). This virtual medical environment
has been developed within Unity 3D. To deploy
the environment on the different visualization
devices, we used our home-made VR distribu-
tion platform (VRDistrib). In the next section,
we describe in more details the different plat-
forms (Section 5.1) and the tool to record and
replay the simulated interaction (Section 5.2).

5.1 Multi-platorms of training

The immersive virtual reality room is a 4-sided
CAVE. The projection system consists in 4
active-stereo DLP projectors feeding 4 screens
(frontal, sides and floor) positioned in a “cubic”
configuration (Figure 3). The CAVE involves a
real-time optical tracking system, connected to
a graphic PC cluster, enabling the updating of a
stereoscopic visualization of the virtual world as
a function of the participant’s viewpoint and ac-
tions (framerate is 60 Hz). This system affords
optimal immersion of the participant. Besides
this system, virtual worlds can be fed into an
Oculus Rift (CV1) or into a single PC monitor,
using the same rendering software and tracking
system.

5.2 Automatic recording of the
multimodal interaction

The goal of the platform is to provide a virtual
environment to enable doctors to train break-



Figure 3: A user interacting with the virtual pa-
tient in the CAVE (left) and through
the Oculus Rift (right)

: 4 ] |

| [k

ing bad news situation. The system is not self-
sufficient: we do not want to provide a mark to
the doctor. The objective is for the doctor to de-
brief with an expert in breaking bad news situa-
tion. For this purpose, we aim at providing dif-
ferent tools to facilitate this debriefing between
the trainee and the trainer :

e a tool to automatically replay the interac-
tion ;

e a tool to compute some key elements of
performance such as the use of complex
medical terms, or the gaze direction of the
doctor.

As a first step, we have developed a tool to re-
play the simulation between a doctor and the
virtual patient. The doctor is filmed using a
video camera. Moreover, his gestures and his
head movements are digitally recorded from the
tracking data: his head (stereo glasses), elbows
and wrists are equipped with tracked targets. A
high-end microphone synchronously records the
participant’s verbal expression. Concerning the
virtual agent, its gesture and its verbal expres-
sion are recorded in the Unity Player. To visu-
alize the interaction, we have developed a 3D
video playback player (Figure 4). This player
reviews the animation and verbal expression of
the virtual agent as well as the movements and
video of the participant. The next step, based on
the data recorded from the tracked targets and
based on the recognized speech, is to automati-
cally compute performance cues highlighted by
the medical expert such as the quantity of ges-
tures, the number of complex medical terms
used, the head movements (nod, shake, etc.).

Figure 4: 3D video playback player

These different tools will moreover be used
for research purposes to collect a corpus of
doctor-virtual patient interaction in order to ana-
lyze the behavior of the doctor (verbal and non-
verbal) interacting with a virtual patient in dif-
ferent immersive environments.

6 Conclusion

In conclusion, in this article, we have presented
a training platform for doctor’s communicative
skills. A virtual actor plays the role of a pa-
tient to train doctor to break bad news. Based
on pedagogical conversational objectives spe-
cific to this medical situation, the dialog behav-
ior of the virtual actor has been designed to trig-
ger specific agent’s reactions in order to lead
the doctor to provide the different information.
Even if the dialog module has been implemented
for a particular scenario, the proposed frame-
work based on the notion of “common ground”
could be applied to other breaking bad news sit-
uations.

The training platform can be run on differ-
ent devices with different degree of immersion
(PC, CAVE, and 3D headset). We are currently
conducting experiments to evaluate the behavior
and performance of naive participants and doc-
tors depending on the used devices. We aim at
analyzing both the subjective experience of the
participants through questionnaires but also the
different verbal and non-verbal behavior of the
participants computing objective measures such
as the quantity of gestures or the length of sen-
tences.
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Figure 1: Overall architecture of the virtual patient simulation platform
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