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Abstract In this work we extend the results of a high order finite volume semi-discretization
for port-Hamiltonian system 1D linear case (Kotyczka (2016)) to the 2D linear case, worked on
the wave equation. The existing pHs discretization methods deal only with the geometric part,
in this paper we perform an adapted symplectic time stepping to get the fully discrete scheme
in order to preserve both the geometrical properties and the energy aspects. We also show that
staggered finite volume method carry over to a non-linear problem, the 2D irrotational shallow
water equations. However, due to the non linearity and the non separability of the Hamiltonian,
some difficulties arise both for the high order accuracy in the spatial discretization, and also for
the symplecticity of the time integration.

Keywords: Port-Hamiltonian systems (pHs), distributed-parameter system (DPS), systems of
conservation laws, structure-preserving discretization, finite volume method (FVM),
symplectic integration.

1. INTRODUCTION

The analysis of physical systems is usually performed
within the Lagrangian and/or Hamiltonian formalism, the
modeling of physical systems based on the representa-
tion of intrinsic energy exchanges between different ener-
getic domains allows a modular description of their (even
complex) dynamic behaviour. In this context, the port-
Hamiltonian framework represents a powerful modeling
and control tool, see e.g. Duindam et al. (2009), Jacob and
Zwart (2012), van der Schaft and Maschke (2002), van der
Schaft and Jeltsema (2014). It is an ideal framework for the
compositional modeling of finite- and infinite-dimensional
physical systems. The port-Hamiltonian representation of
open systems of conservation laws (see e.g. Le Gorrec
et al. (2005), van der Schaft and Maschke (2002)) captures
their physical (interconnection) structure and in particu-
lar includes the expression of boundary port variables to
describe the energy exchange with the environment.

For systems of conservation laws, there exists many finite
volume methods (FVM) in space (semi-discretization)
or in time and space (full-discretization) with different
characteristic properties to simulate various systems and
application cases. An overview can be found for example
in LeVeque (2002), Eymard et al. (1997), Godlewski and
Raviart (1996).

? This work is supported by the project ANR-16-CE92-0028, en-
titled Interconnected Infinite-Dimensional systems for Heteroge-
neous Media, INFIDHEM, financed by the French National Re-
search Agency (ANR). Further information is available at https://
websites.isae-supaero.fr/infidhem/the-project/

The basic idea of a fully discrete method for Hamiltonian
PDEs consists of two steps. The first step consists of
a spatial discretisation that reduces the PDE to a sys-
tem of Hamiltonian ODEs: different structure preserving
reduction methods have been suggested for linear port-
Hamiltonian systems (pHs), for example, a mixed finite el-
ement scheme using simple approximation forms on every
segment in Golo et al. (2004), higher order polynomials to
approximate the distributed power variables at collocation
points in Moulla et al. (2012), a staggered finite differ-
ence scheme in Trenchant et al. (2017), a finite volume
semi-discretization based on a general leapfrog scheme in
Kotyczka (2016) and more recently some methods relying
on the bond forms of the pHs in Kotyczka and Maschke
(2017). The second step is a time-stepping of the finite-
dimensional Hamiltonian ODE using an appropriate sym-
plectic method, which is a well-known and powerful tool
that preserves the energy at the discrete time level, see e.g.
Hairer et al. (2002), Leimkuhler and Reich (2004).

2. LINEAR MODEL: 2D WAVE EQUATION

2.1 Port-Hamiltonian formulation

System Consider the linear wave equation defined on
the two-dimensional spatial domain Ω := Ωx × Ωy, where
Ωx = (0, `x) ⊂ R and Ωy = (0, `y) ⊂ R, and subject to
boundary conditions and initial data that will be set later
in the simulation section,

∂2

∂t2
u(x, y, t) = ∆u(x, y, t) in ΩT = Ω× [0, T ]. (1)
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For sake of simplicity, the values of physical coefficients
are taken to 1.
Denote by

q := grad u =

(
∂xu
∂yu

)
, p := ∂tu. (2)

The Hamiltonian is given by

H(q, p) :=
1

2

∫ `y

0

∫ `x

0

‖q(x, y, t)‖2 + p(x, y, t)2 dx dy (3)

where ‖ · ‖ is the usual euclidean norm in R2.
We define the infinite-dimensional pHs as

∂

∂t

(
q
p

)
︸ ︷︷ ︸

f

=

(
0 grad
div 0

)
︸ ︷︷ ︸

J

(
δqH
δpH

)
︸ ︷︷ ︸

e

, (4)

where J is a formally skew-adjoint operator (see e.g.
Kurula and Zwart (2014)) with respect to L2 scalar
product and 0 are null operator of appropriate size.
Explicitly the flow-effort notation is given by(

f1 f2 f3
)

:=
(
q̇1 q̇2 ṗ

)
,
(
e1 e2 e3

)
:=
(
q1 q2 p

)
. (5)

Hence f1

f2

f3

 =

(
0 0 ∂x
0 0 ∂y
∂x ∂y 0

)e1

e2

e3

 . (6)

Power balance
The derivative of the Hamiltonian along time
d

dt
H(q(t), p(t)) =

∫
Ω

q̇1q1 + q̇2q2 + ṗp dx dy

=

∫
∂Ω

(q · η) p dσ, (η : outward normal)

=

∫ `y

0

e1(`x, y)e3(`x, y)− e1(0, y)e3(0, y) dy

+

∫ `x

0

e2(x, `y)e3(x, `y)− e2(x, 0)e3(x, 0) dx.

This means that the energy flows through the boundary
∂Ω only. The definition of the boundary port variables f∂
and e∂ is chosen such that

d

dt
H = 〈e, f〉∂ , (7)

where 〈., .〉∂ is the port-scalar product defined as

〈e, f〉∂ :=

∫ `y

0

eT∂xf∂x dy +

∫ `x

0

eT∂yf∂y dx, (8)

where e∂x := e
∣∣
∂Ωx×Ωy

and e∂y := e
∣∣
Ωx×∂Ωy

and similarly
for f∂x and f∂y .

Port-boundary variables To give a general set of port-
boundary variable that prove compatible with the Dirac
structure and satisfy the power balance (7), we follow the
proof of Proposition 2. in Trenchant et al. (2015) with
some corrections and take into consideration the general
results of Le Gorrec et al. (2005).
We split the port boundary variables into

f∂ :=

(
f∂x
f∂y

)
and e∂ :=

(
e∂x
e∂y

)
. (9)

Therefore a general set of port-boundary variable is

(
f∂x
e∂x

)
=

1√
2
W1


−e3(0, y) + e3(`x, y)
−e1(0, y) + e1(`x, y)
e1(0, y) + e1(`x, y)
e3(0, y) + e3(`x, y)

 , (10)

(
f∂y
e∂y

)
=

1√
2
W2


−e3(x, 0) + e3(x, `y)
−e2(x, 0) + e2(x, `y)
e2(x, 0) + e2(x, `y)
e3(x, 0) + e3(x, `y)

 , (11)

where Wi ∈ R4×4, i ∈ {1, 2} are matrices satisfying

WT
i ΣWi = Σ, i ∈ {1, 2}, where Σ =

(
0 I
I 0

)
.

The Dirac structure A geometrical interpretation of (4),
(10) and (11) is that the vector of flow variables f and
the vector of effort variables e defined in (4) and their
extension to the boundary (10)-(11) lie in a Dirac structure
D, i.e.(f, f∂ , e, e∂) ∈ D. Such D is a subspace of F × E ,
where F = L2(Ω,R3) × L2(∂Ω,R4) is the flow space and
E = H1(Ω,R3)× L2(∂Ω,R4) is the effort space.

Next we setW1 = W2 = 1√
2

1 0 0 −1
1 0 0 1
0 −1 1 0
0 1 1 0

 satisfying (10)

and (11), leading to

e∂ =
(
e1(0, y) e1(`x, y) e2(x, 0) e2(x, `y)

)T
,

f∂ =
(
−e3(0, y) e3(`x, y) −e3(x, 0) e3(x, `y)

)T
.

(12)

These (input) port-boundary e∂ correspond to Neumann
boundary conditions for (1); indeed, with the notations (2)
and (5), we get:
e∂ = 0 ⇐⇒ ∂xu

∣∣
∂Ωx×Ωy

= 0 and ∂yu
∣∣
Ωx×∂Ωy

= 0. (13)

2.2 Geometric discretization

We consider ∆x (respectively ∆y) the spatial step along
x (respectively y), such that xj = j∆x and yl = l∆y, j ∈
{0, ..., Nx}, l ∈ {0, ..., Ny}. We may add the assumption
that we don’t exceed the boundary, x− 1

2
= x0, xNx+ 1

2
=

xNx , y− 1
2

= y0 and yNy+ 1
2

= yNy .
Let the sets of indexes Ij = {1, ..., Nx}, I∂j = 0 ∪ Ij ,
Il = {1, ..., Ny} and I∂l = 0 ∪ Il. We discretize the space
domain Ω into finite numbers of cells (control volume) such
that,
C1
jl :=

(
xj− 1

2
, xj+ 1

2

)
×
(
yl−1, yl

)
, j ∈ I∂j l ∈ Il,

C2
jl :=

(
xj−1, xj

)
×
(
yl− 1

2
, yl+ 1

2

)
, j ∈ Ij l ∈ I∂l ,

C3
jl :=

(
xj−1, xj

)
×
(
yl−1, yl

)
, j ∈ Ij l ∈ Il.

We see in Figure 1 an example of three cells C1, C2, C3.
Denote the averaged quantities by

Q1
jl :=

1

∆x∆y

∫∫
C1
jl

q1 dx dy, j ∈ I∂j l ∈ Il,

Q2
jl :=

1

∆x∆y

∫∫
C2
jl

q2 dx dy, j ∈ Ij l ∈ I∂l ,

Pjl :=
1

∆x∆y

∫∫
C3
jl

p dx dy, j ∈ Ij l ∈ Il.

(14)



•xj−1, yl−1

•xj−1, yl •
xj , yl

•
xj , yl−1

C3
jl −→

×
xj− 1

2
, yl−1

×
xj+ 1

2
, yl−1

×
xj+ 1

2
, yl

×
xj− 1

2
, yl

C1
jl

↓

4xj−1, yl− 1
2 4xj , yl− 1

2

4
xj , yl+ 1

24
xj−1, yl+ 1

2

C2
jl −→

Figure 1. Example of 2D staggered cells

Therefore, we write the port-Hamiltonian system (6) in
the integral form on each cell C1

jl, C2
jl and C3

jl,

∂

∂t

∫∫
C1
jl

q1 dx dy =

∫∫
C1
jl

∂

∂x
p dx dy, (15)

∂

∂t

∫∫
C2
jl

q2 dx dy =

∫∫
C2
jl

∂

∂y
p dx dy, (16)

∂

∂t

∫∫
C3
jl

p dx dy =

∫∫
C3
jl

∂

∂x
q1 dx dy +

∫∫
C3
jl

∂

∂y
q2 dx dy.

(17)

Dividing the equation (15) by ∆x∆y and computing
explicitly the right handside first integral,

(
j ∈ I∂j l ∈ Il

)
∂

∂t

( 1

∆x∆y

∫∫
C1
jl

q1dx dy
)

=

1

∆x

( 1

∆y

∫ yl

yl−1

p
(
xj+1/2, y

)
dy︸ ︷︷ ︸

Φ
(
Pj+1,l

)
− 1

∆y

∫ yl

yl−1

p
(
xj−1/2, y

)
dy︸ ︷︷ ︸

Φ
(
Pj,l
)

)
.

And similarly for the equations (16) and (17).

Natural scheme The flux on the edges of each cells
can be presented as the average flux of the neighbor cell
(LeVeque (2002), Godlewski and Raviart (1996)). Then
the approximated flux is the natural one, i.e. Φ : u 7→ u.
Hence, equations (15)-(17) can be written as

Q̇1
jl =

1

∆x

(
Φ
(
Pj+1,l

)
− Φ

(
Pj,l
))
,

Q̇2
jl =

1

∆y

(
Φ
(
Pj,l+1

)
− Φ

(
Pj,l
))
,

Ṗjl =
Φ
(
Q1
j,l

)
− Φ

(
Q1
j−1,l

)
∆x

+
Φ
(
Q2
j,l

)
− Φ

(
Q2
j,l−1

)
∆y

.

By writing the flux Φ explicitly and by adopting the
notation Q1

∂x
:=
(
Q1

0,1, ...,Q1
0,Ny

,Q1
Nx,1

, ...,Q1
Nx,Ny

)
and

similarly for Q2
∂y
, P∂x and P∂y , we get a semi-discrete

FVM for the pHs outcome from the 2D wave equation:



Q̇1

Q̇2

Ṗ

 =

 0 0 D1

0 0 D̃1

−DT
1 −D̃T

1 0


︸ ︷︷ ︸

Jd1

Q1

Q2

P

+

(
0 0
g1 g̃1

)
︸ ︷︷ ︸

gd1

(
Q1
∂x

Q2
∂y

)
,

(
P∂x
P∂y

)
=

(
0 0
g1 g̃1

)T Q1

Q2

P

 ,

where,
D1 ∈ R(Nx−1)Ny×NxNy , D̃ ∈ RNx(Ny−1)×NxNy , A1 ∈ R(Ny−1)Ny ,

g1 ∈ RNxNy×2Ny , g̃1 ∈ RNxNy×2Nx , B ∈ RNy×2,

D1 =
1

∆x


−1 0 · · · 0 1 0 · · · 0

0
. . .

. . .
. . .

. . .
. . .

...
...

. . .
. . .

. . .
. . .

. . . 0
0 · · · 0 −1 0 · · · 0 1

 ,

D̃1 =
1

∆y

A1

. . .
A1

 , where A1=

(
−1 1

. . .
. . .
−1 1

)
,

g1 =
1

∆x


−INy 0

0
...

... 0
0 INy

 , g̃1 =
1

∆y

B

. . .
B

 , B=


−1 0

0

...
... 0
0 1

.

General leapfrog scheme Until now, we have worked
with a natural flux, meaning that the flux takes only the
average of neighbor cell. The results presented for the 1D
case in Kotyczka (2016), making use of Iserles (1986) and
Fornberg and Ghrist (1999), are extended to a general
finite volume leapfrog scheme for the two-dimensional pHs.
Then the general leapfrog flux takes r components on each
side (in both direction x and y). As a consequence the
equations (15), (16) and (17) can be presented as

Q̇1
jl =

1

∆x

(
Φ
(
Pj+1,l, ...,Pj+r,l

)
− Φ

(
Pj,l, ...,Pj−r+1,l

))
,

Q̇2
jl =

1

∆y

(
Φ
(
Pj,l+1, ...,Pj,l+r

)
− Φ

(
Pj,l, ...,Pj,l−r+1

))
,

Ṗjl =
1

∆x

(
Φ
(
Q1
j,l, ...,Q1

j+r−1,l

)
− Φ

(
Q1
j−1,l, ...,Q1

j−r,l
))

+
1

∆y

(
Φ
(
Q2
j,l, ...,Q2

j,l+r−1

)
− Φ

(
Q2
j,l−1, ...,Q2

j,l−r
))
.

The flux Φ now depends on r neighbor components,

Φ : (u1, ..., ur) 7→
r∑

n=1

ar,nun. (18)

Notice the right value of the coefficients ar,n, compared to
Kotyczka (2016):

ar,n=(−1)n−1 1

2(n− 1
2
)2

(
(2r−1)!!

)2(
2r−1−2(n− 1

2
)

)
!!

(
2r−1+2(n− 1

2
)

)
!!

, (19)

we refer to (Fornberg and Ghrist (1999)) for the proof.
For higher order (r ≥ 2), we see that the indexes exceed
the boundaries of both axis along x and y, thus following
LeVeque (2002) we add so-called ghost cells,

Q1
j<0,l := Q1

0,l, Q1
j>Nx,l := Q1

Nx,l, l ∈ Il
Q2
j,l<0 := Q2

j,0, Q2
j,l>Ny := Q2

j,Ny , j ∈ Ij
Pj>Nx,l := 0, Pj<1,l := 0, l ∈ Il
Pj,l>Ny := 0, Pj,l<1 := 0, j ∈ Ij

(20)



Hence, a semi-discrete FVM with a general leapfrog
scheme reads:

Q̇1
jl =

1

∆x

r∑
n=1

ar,n

(
Pj+n,l − Pj−n+1,l

)
,

Q̇2
jl =

1

∆y

r∑
n=1

ar,n

(
Pj,l+n − Pj,l−n+1

)
,

Ṗjl =
1

∆x

r∑
n=1

ar,n

(
Q1
j+n−1,l −Q1

j−n,l

)
+

1

∆y

n∑
r=1

ar,n

(
Q2
j,l+n−1 −Q2

j,l−n

)
.

(21)
With Q1

∂x
, Q2

∂y
the boundary averaged quantities respec-

tively on ∂Ωx and ∂Ωy, we can write (21) in matrix form
as

Q̇1

Q̇2

Ṗ

 =

 0 0 Dr

0 0 D̃r

−DT
r −D̃T

r 0


︸ ︷︷ ︸

Jdr

Q1

Q2

P

+

(
0 0
gr g̃r

)
︸ ︷︷ ︸

gdr

(
Q1
∂x

Q2
∂y

)
,

(
P∂x
P∂y

)
=

(
0 0
gr g̃r

)T Q1

Q2

P

 ,

(22)
where
Dr ∈ R(Nx−1)Ny×NxNy , D̃r ∈ RNx(Ny−1)×NxNy , Ar ∈ R(Ny−1)Ny

gr ∈ RNxNy×2Ny , Bn ∈ RNy×Ny , g̃r ∈ RNxNy×2Nx , Cr ∈ RNy×2,

are given by

Dr =
1

∆x



−ar,1 0 · · · 0 ar,1 · · · ar,r
...

. . .
. . .

. . .
. . .

. . .

−ar,r
. . .

. . .
. . .

. . . ar,r
. . .

. . .
. . .

. . .
. . .

...
−ar,r · · · −ar,1 0 · · · 0 ar,1

 ,

D̃r =
1

∆y

Ar

. . .
Ar

 , Ar=


−ar,1 ar,1 ··· ar,r

...
. . .

. . .
. . .

−ar,r

. . .
. . . ar,r

. . .
. . .

. . .
...

−ar,r ··· −ar,1 ar,1

,

gr =
1

∆x

(
−B 0
0 flip(B)

)
, B=

(
B1

...
Br

)
, Bn=bnINy , bn=

∑r

i=n
ar,i,

g̃r =
1

∆y

Cr

. . .
Cr

 , Cr=


−b1 0

...
...

−br 0
0 br

...
...

0 b1

, bn=
∑r

i=n
ar,i.

where flip(B) :=
(
Br, ..., B1

)T
.

Remark The matrices Dr and D̃r are Toeplitz matrices
which remain of the same size as D1 whatever r, but the
higher the order of accuracy r, the more dense (or less
sparse) the matrices Dr and D̃r.
Then the associated discrete Hamiltonian is given by

Hd :=
1

2

∑
i,j

((
Q1
ij

)2
+
(
Q2
ij

)2
+
(
Pij
)2)

∆x∆y (23)

Making use of the discrete flow-effort notation given by

Fd =

Q̇1

Q̇2

Ṗ

 , Ed =

Q1

Q2

P

 , F ∂d =

(
P∂x
P∂y

)
, E∂d =

(
Q1
∂x
Q2
∂y

)
,

a compact form of the discrete pHs (22) is obtained:{
Fd = JdrEd + gdrE

∂
d ,

F ∂d = gdr
T
Ed.

(24)

The power balance mimicking (7) is

Fd(t)
T Ed(t) = F ∂d (t)T E∂d (t) . (25)

Numerical results Consider system (6) with bound-
ary conditions (12), the angular frequencies of the infinite-
dimensional skew-adjoint operator (J , D(J )),

ωm,n = π

√(m
`x

)2

+
( n
`y

)2

, m, n ∈ N.

Figure 2 illustrates the comparison between the angular
frequencies of the operator (J , D(J )) and the eigenvalues
of the matrix Jdr with different values of r, we set Nx =
Ny = 10 and `x = `y = 1, with r = 1, 2, 3, 6. We see that
the higher the consistence order r, the closer the discrete
angular frequencies to the exact ones.

Figure 2. Exact angular frequencies of J compared to
eigenvalues of Jdr for different orders of accuracy r.

2.3 Time integration

We studied a finite volume semi-discretization that pre-
serves the geometric structure. In addition, we now seek for
a full discretization of the problem, so we perform a time
stepping scheme. Since we are dealing with Hamiltonians,
we look for schemes that preserve the Hamiltonian along
time, hence, we use symplectic schemes as symplectic Euler
(order 1), Störmer-Verlet (order 2) schemes or Lobatto
IIIA-IIIB Pairs (order 4).
We discretize the time interval [0, T ] uniformly with the
step ∆t such that Nt∆t = T . Then denote by Q1(k)

jl :=

Qij(k∆t), and similarly forQ2(k)
jl , Pkjl andHkd := Hd(k∆t).

The symplectic Euler scheme adapted to finite volume
scheme is of order 1 in ∆t, and reads:





Q1(k+1)
jl = Q1(k)

jl +
∆t

∆x

r∑
n=1

an,r

(
Pkj+n,l − Pkj−n+1,l

)
,

Q2(k+1)
jl = Q2(k)

jl +
∆t

∆y

r∑
n=1

an,r

(
Pkj,l+n − Pkj,l−n+1

)
,

Pk+1
jl = Pkjl +

∆t

∆x

r∑
n=1

an,r

(
Q1(k+1)
j+n−1,l −Q

1(k+1)
j−n,l

)
+

∆t

∆y

r∑
n=1

an,r

(
Q2(k+1)
j,l+n−1 −Q

2(k+1)
j,l−n

)
.

Figure 3. The Hamiltonian relative error Hkd

Figure 3 shows the relative error, on the initial discrete
Hamiltonian value (|H

0
d−H

k
d

H0
d

|), of the three different time
integration schemes; symplectic Euler (order 1), Störmer-
Verlet (order 2) and lsim (not symplectic), on a logarith-
mic scale. The two symplectic schemes keep a bounded os-
cillatory behaviour along time, however the lsim’s relative
error, even if it is very small, is increasing over time due
to the non-symplecticity. Note that instability can occur
if a CFL condition is not fulfilled.

More details on the computations and further simulation
results are sketched in Serhani (2017).

3. NON-LINEAR MODEL: IRROTATIONAL 2D
SHALLOW WATER EQUATIONS

3.1 Port-Hamiltonian formulation

We now consider the irrotational shallow water equations
(SWE) on the two-dimensional space Ω := Ωx × Ωy =
(−a, a) × (−b, b), and with u is the velocity vector and h
is the height profile (h > 0),

∂h

∂t
+ div

(
hu
)

= 0,

∂u

∂t
+ grad

(1

2
‖u‖2 + gh

)
= 0,

(26)

where g is the gravity constant. Note that another dis-
cretization method of this PDE system has recently been
considered in Kotyczka and Maschke (2017) by making use
of primal and dual grids.
Denote by

q := h and p := ρu = ρ

(
ux
uy

)
, (27)

where ρ is the mass density.
Hence we can write the Hamiltonian as

H(q,p) =
1

2

∫
Ω

(1

ρ
q ‖p‖2 + ρ g q2

)
dx dy (28)

Then the variational derivatives are
δH
δq

=
1

2ρ

∥∥p∥∥2
+ ρgq and

δH
δp

=
1

ρ
qp. (29)

The quantities δqH and δpH are respectively the hydro-
dynamic pressure and the water flow.
Then (26) can be written as

∂

∂t

(
q
p

)
=

(
0 −div

−grad 0

)
︸ ︷︷ ︸

J

(
δqH
δpH

)
, (30)

where J is a formally skew-adjoint operator, thenf1

f2

f3

 =

(
0 −∂x −∂y
−∂x 0 0
−∂y 0 0

)e1

e2

e3

 . (31)

And by making use of flow-effort notations we get

f :=

(
f1

f{2,3}

)
:=

∂

∂t

(
q
p

)
and e :=

(
e1

e{2,3}

)
:=

(
δqH
δpH

)
.

The power balance Taking the time-derivative of the
Hamiltonian, we get

d

dt
H(q(t),p(t)) =

∫
∂Ω

−e1
(
e{2,3} · η

)
dσ. (32)

Since Ω is a Cartesian domain, we have
d

dt
H =

∫ b

−b
−e1(a, y)e2(a, y) + e1(−a, y)e2(−a, y) dy

+

∫ a

−a
−e1(x, b)e3(x, b) + e1(x,−b)e3(x,−b) dx

Then the input-output variables can be chosen such that
(7) holds, with definitions (10) and (11). And for the next
semi-discretization we set,

e∂ =
(
e2(−a, y) e2(a, y) e3(x,−b) e3(x, b)

)T
,

f∂ =
(
−e1(−a, y) e1(a, y) −e1(x,−b) e1(x, b)

)T
.

(33)

Note that the port-variables (33) are such a non-linear
combination of Dirichlet boundary conditions of (26), for
example
e∂ = 0 ⇐⇒ hux

∣∣
∂Ωx×Ωy

= 0 and huy
∣∣
Ωx×∂Ωy

= 0,

meaning that the water flow is equal to zero on each
corresponding boundary.

The Dirac structure A geometrical interpretation of (31)
and (33) is that the vector of flow variables f and the
vector of effort variables e defined in (31) and their
extension to the boundary (33) lie in a Dirac structure
D, i.e. (f, f∂ , e, e∂) ∈ D.

3.2 Geometric discretization

Taking in consideration the same domain discretization
principle as in Section 2.2 for Ω, we consider the cells,
C1
jl =

(
xj−1, xj

)
×
(
yl−1, yl

)
, j ∈ Ij , l ∈ Il

C2
jl =

(
xj− 1

2
, xj+ 1

2

)
×
(
yl−1, yl

)
, j ∈ I∂j , l ∈ Il

C3
jl =

(
xj−1, xj

)
×
(
yl− 1

2
, yl+ 1

2

)
, j ∈ Ij , l ∈ I∂l



We project the integral form of pHs (31) over the dis-
cretized cells, and following the steps of Section 2.2 and
adopting the notations of the discrete flow end effort av-
eraged quantities, with α, β = 1, 2, 3 :

Fαj,l :=
1

∆x∆y

∫∫
Cα
jl

fα dx dy, Eβj,l :=
1

∆x∆y

∫∫
Cβ
jl

eβ dx dy,

we get a structure-preserving FVM for the 2D SWE,

F 1
j,l = − 1

∆x

(
E2
j,l − E2

j−1,l

)
− 1

∆y

(
E3
j,l − E3

j,l−1

)
,

F 2
j,l = − 1

∆x

(
E1
j+1,l − E1

j,l

)
,

F 3
j,l = − 1

∆y

(
E1
j,l+1 − E1

j,l

)
.

(34)

Then a discrete form of the pHs (31) is:

F 1
d

F 2
d

F 3
d

 =

 0 −DT
1 −D̃T

1
D1 0 0

D̃1 0 0


︸ ︷︷ ︸

Jd1

E1
d

E2
d

E3
d

+

(
0 0
g1 g̃1

)
︸ ︷︷ ︸

gd1

E∂d ,

F ∂d =

(
0 0
g1 g̃1

)T E1
d

E2
d

E3
d

 ,

(35)
which can be written in compact form as in (24), with the
discrete power balance given in (25).
Remark We see that (24) (with r = 1) and (35)
share a similar discrete flow-effort structure. Indeed, they
have exactly the same discrete flows, which is the time
derivative of the state variables. However, the discrete
efforts have different definitions depending on the PDE
under consideration: for the wave equation, since the
Hamiltonian is quadratic (separable) the effort variables
are exactly the state variables or a linear combination of
them (in the case of physical coefficients being different
from 1 in the Hamiltonian (3)). However for SWE, the
Hamiltonian is non-linear and not separable, then the
effort variables are a non-linear combination of the state
variables.

3.3 Discussion

Several open questions can be raised:

(1) The extension of the method to higher spatial accu-
racy doesn’t easily carry over due to the non-linearity,
at each space step a Riemann problem should be
solved to achieve stability and consistency.

(2) The computation of the discrete Hamiltonian Hd(t)
associated to (35) is not straightforward contrarily
to (23). The definition proposed in Kotyczka and
Maschke (2017) could be further investigated for our
framework.

(3) After a structure-preserving semi-discretization that
fits the geometric properties of the Hamiltonian,
we look for an adapted symplectic time integration,
that shares the energy conservation characteristic
along time. However, since the Hamiltonian is non-
separable and non-linear, two issues arise: first, any
symplectic scheme will be necessarily implicit, this
is due to the non-separablity (see e.g. Hairer et al.
(2002)). Second, the non-linearity leads to the resolu-
tion of a non-linear system at each time step. In order

to overcome this problem, following e.g. (Leimkuhler
and Reich, 2004, chap. 6), we could use Partitioned
Runge-Kutta methods with multiple stages and or-
ders for the nonlinear Hamiltonian ODE associated
to (35).
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