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The modification of radial structure, frequency and intensity of turbulent transport

in the presence of energetic-particle-driven geodesic acoustic modes (EGAMs) is

analysed by means of full-f global gyro-kinetic simulations using Gysela code. It is

observed that turbulence leads to a smoother evolution of the distribution function,

less pronounced flattening of the distribution function in velocity space during the

nonlinear saturation of EGAMs and reduced saturation level of electrostatic potential

with respect to the case where turbulence is artificially suppressed. It is shown that

EGAMs are excited and impact turbulent transport in the region where the EP is

localised, fading away the staircase structure observed in the absence of energetic

particles. For the first time, evidences of a three-wave coupling between turbulent

modes and EGAMs in gyro-kinetic simulations are provided by means of bispectral

analysis using wavelet transform in time. The coupling evolves from the standard

self-regulation of turbulence by the zero-frequency zonal component to a steady-state

regime where turbulence dynamics is dominated by the zonal component oscillating

at the EGAM frequency.
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I. INTRODUCTION

Turbulent transport is one of the main issues to be understood, predicted and controlled, to

achieve steady-state operation in future nuclear fusion devices such as ITER. In addition to turbu-

lence, in present devices additional heating such as Neutral Beam Injection (NBI) and Ion Cyclotron

Resonance Heating (ICRH) leads to the formation of long tails in the distribution function, which

indicates the presence of energetic particles (EP), having energies larger than those of thermal

particles. EP will also be present in future nuclear reactors, where an important population of α

particles will be produced during the fusion reactions. References [1, 2] are recent reviews on EP

and EP modes with appropriate references to previous work on this topic. Energetic particles must

be sufficiently well confined in order to transfer their energy, via Coulomb collisions, to thermal

particles and sustain this way the nuclear fusion reactions. However, energetic particles excite EP

modes. This excitation is due to the inversion of the slope of the distribution function in phase

space, i.e. either in real space or in energy space (parallel and/or perpendicular velocity). In

the present paper we focus our analysis on the excitation and nonlinear saturation of a class of

EP modes called energetic geodesic acoustic modes (EGAMs), excited by non uniformities of the

distribution function in velocity space. EGAMs were predicted theoretically [3–8], observed experi-

mentally [9–12] and analysed in numerical simulations [6, 13–16]. As the standard GAMs [17], they

are characterised by axisymmetric components of electrostatic potential, density and pressure. The

electrostatic potential is dominated by a zonal structure, whereas density and pressure exhibit a

poloidally up-down asymmetric structure, which is also visible in the electrostatic potential. Be-

cause of the axisymmetry of EGAMs, they have been thought to contribute little to the transport

of particles and energy, but to play a role on the stabilisation of turbulence, as was analysed for

the standard GAM [18] and observed in experiments in the AUG tokamak [19], similar to what is

believed for the zonal flow [20]. However, EGAMs might have a negative impact on the particle

confinement as suggested by measurements reported in [11]. In addition, they have been found to

modify nonlocally turbulent transport, for instance when fronts propagate outwards (as observed

in ITG turbulence) and couple to static oscillations of radial profiles (characteristic of EGAMs)

[13]. Because of the importance of both turbulence and EP and because they naturally co-exist in

present and future fusion devices, further studies regarding the modification of turbulent transport
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by EP are needed to characterise the way EP modes and turbulent modes interact. In the present

paper, we investigate the interaction between turbulence and EGAMs when varying the amplitude

of the latter and show evidences of a local coupling between EGAMs and turbulent modes by means

of bispectral analysis. The remainder of the paper is structured as follows. In section II we describe

the Gysela code, the simulations that we have performed and the initial turbulent state where

we introduce energetic particles. In section III we present the linear excitation of EGAMs and

provide the reader with first evidences of the role of turbulence on the saturation of the EP mode.

In section IV it is analysed in detail the radial structure of the EGAM and the modification of

turbulent intensity and transport in the presence of EGAMs. Section V provides the first evidence

of local coupling between EGAMs and turbulent modes in gyro-kinetic simulations by means of

bispectral analysis using wavelet transform in time. Conclusions and future work are presented in

section VI.

II. DESCRIPTION OF GYSELA AND THE SIMULATIONS

The simulations are performed with the full-f , global, flux-driven gyro-kinetic code Gysela [21].

The simulations are similar to those reported in Ref. [13]. For the sake of clarity and convenience,

we give again in this section a brief description of the Gysela code and the simulations that we

perform to obtain the results presented in this paper.

A. Description of GYSELA

All quantities in Gysela are dimensionless, using three physical parameters that one can use

to calculate the dimensional physical quantities. Those three physical parameters are temperature

T0 (in eV), density n0 (in m−3) and magnetic field B0 (in T). Using these three parameters, one

can calculate the thermal velocity vth =
√
T0/mi, where mi is the ion mass, the ion cyclotron

frequency ωc = eB0/mi, where e is the elementary charge (we assume atomic number Z = 1),

and the ion Larmor radius ρi = vth/ωc. Lengths are normalised to ρi, time is normalised to ω−1
c ,

velocities are normalised to vth, the ion guiding-centre distribution function is normalised to n0/v
3
th

and the electrostatic potential is normalised to T0/e. With these normalisations, Gysela solves the
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dimensionless gyrokinetic equations for the full-f ion guiding-centre distribution function within

the modern gyrokinetic formalism [22] in the electrostatic limit using adiabatic electrons

∂tF +
1

B∗‖
∇ ·
(
B∗‖ ẋGF

)
+

1

B∗‖
∂vG‖

(
B∗‖ v̇G‖F

)
= C (F ) +D (F ) + Sth + SEP (1)

ẋG = vG‖B
∗ + b×∇Ξ (2)

v̇G‖ = −B∗ · ∇Ξ (3)

τ (φ− 〈φ〉)− 1

neq
∇⊥ · (neq∇⊥φ) =

nG − nG,eq
neq

(4)

with τ = Ti/Te, 〈·〉 the flux-surface average, ∇Ξ = µ∇B + ∇J0 · φ, µ is the magnetic moment,

B∗ = B + (mi/e) vG‖∇ × b, J0· is the gyro-average operator, B∗‖ = B∗ · b and b = B/B, with

B the modulus of the magnetic field vector. The ion guiding-centre density is defined as nG =
∫
Jv dµ dvG‖ (J0 · F ) with Jv the Jacobian in velocity space. When calculating the equilibrium

guiding-centre density nG,eq the guiding-centre distribution function F is replaced by the guiding-

centre equilibrium distribution function Feq, defined as the flux-surface average of the guiding-

centre distribution function. The magnetic topology consists of concentric toroidal flux surfaces

with circular poloidal cross-sections without Shafranov shift. The magnetic field is defined as

B = (B0R0/R) [ζ (r) eθ + eϕ], with ζ (r) = r/ (qR0). The quantities B0 and R0 are, respectively,

the magnetic field and the major radius of the tokamak evaluated at the magnetic axis. The vectors

eθ = r∇θ and eϕ = R∇ϕ are the unit vectors in the poloidal and toroidal directions, respectively,

with r the minor radius and R the major radius of the tokamak. The angles θ and ϕ are the

poloidal and toroidal angles, respectively. The safety factor q is defined as q (r) = q1 + q2 (r/a)q3 ,

with a the minor radius of the poloidal cross-section, defining the size of the tokamak.

The collision operator is a simplified Lorentz-type operator in parallel velocity space

C (F ) =
1

B∗‖

∂

∂vG‖

{
B∗‖

(
D‖

∂F

∂vG‖
− ν‖F

)}
(5)

where the coefficients D‖ and ν‖ model, respectively, a diffusion and a drag in the parallel velocity

direction. By conveniently defining the local fluid velocity and ion temperature of the shifted

Maxwellian FM satisfying C (FM) = 0, the collision operator ensures energy and parallel momentum

conservation.
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To avoid strong gradients at the boundaries, radial diffusion is applied in the inner and outer

buffer regions by means of the operator

D (F ) =
1

B∗‖

[
1

r

∂

∂r

(
rχ0Hbuff (r)B∗‖

∂

∂r
F

)]
(6)

where χ0 is the diffusion coefficient and

Hbuff (r) = 1 +
1

2

[
tanh

(
r − rmax +BLLr

BSLr

)
− tanh

(
r − rmax −BLLr

BSLr

)]
(7)

approximates a step-like function, where Lr is the length of the radial domain and BL and BS are

the location and the stiffness, respectively, of the buffer region. The buffer region represents a sink

for energy.

Two sources are used for the results reported in the present paper: a source of thermal energy

(Sth) to maintain the radial profiles well above the threshold for the excitation of ITG modes and

an energetic particle source (SEP) that accelerates particles in the parallel direction eventually

providing an inversion of the slope of the distribution function in parallel velocity space. The

mathematical expressions of these two sources are given by projecting onto Hermite and Laguerre

polynomial bases

Sth = Sth,0 (t)Sth,r (r)
∑

h,l

cth
hlHh

(
vG‖
)
L (µB (r, θ)) e

−
vG‖

2

2Tth e
−µB(r,θ)

Tth (8)

SEP = SEP,0 (t)SEP,r (r) (S+ + S−) (9)

where Sth,0 (t) and SEP,0 (t) are the amplitudes of thermal and energetic particle sources, respec-

tively, Sth,r (r) and SEP,r (r) are their respective radial envelopes and

S± =
∑

h,l

cEP
hl Hh

(
vG‖ ± v0

)
L (µB (r, θ)) e

−
(vG‖±v0)

2

2TEP,‖ e
−µB(r,θ)
TEP,⊥ (10)

The coefficients cth
hl and cEP

hl are chosen in such a way that Sth and SEP provide pure energy

injection. The particular choice for SEP ensures that the equilibrium distribution function re-

mains proportional to exp (−µB/T ), i.e. there is no shift in v⊥. Taking into account that the

quasi-neutrality condition 4 is obtained assuming that the distribution function is a Maxwellian

in perpendicular velocity space, no modification of the quasi-neutrality condition is needed for our
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FIG. 1: Radial envelope of thermal source (dashed blue line), energetic particle source (red line)

and buffer region (shadowed area). The amplitudes are arbitrary.

simulations. This choice represents therefore a compromise to excite EGAMs without major mod-

ifications of the quasi-neutrality solver. The calculation of cth
hl under the constraint of pure energy

injection gives the following thermal source

Sth =

[
vG‖

2 − 1

2
−

J‖B
2− J2

‖B

(
2− µB

Tth

)(
2vG‖ − J‖B

)
]

e
−
vG‖

2

2Tth e
− µB
Tth (11)

where J‖B =
√

2mTth/ (eZB2)µ0J‖, with µ0 the permeability constant and J‖ the equilibrium

parallel current.

Similarly, the calculation of cEP
hl under the constraint of pure energy injection gives the following

S± =

[
(
vG‖ ± v0

)2 − 1

2
−

J‖B
2− J2

‖B (1 + 2v2
0)

(
2− µB

T⊥

)(
2
(
vG‖ ± v0

)
− J‖B

)
]
×

e
−

(vG‖±v0)
2

2TEP,‖ e
− µB
TEP,⊥ (12)

The radial envelope of the thermal and energetic particle sources together with the radial enve-

lope of the buffer region are given in figure 1. The blue line represents the thermal source and the

red line the energetic particle source. The shadowed area indicates the buffer region. Indicated is

also the radial position where the analysis of the equilibrium distribution function is done in the

following. An example of the dependence of the sources on the parallel velocity is given in figure 2.
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FIG. 2: Schematic view of the thermal (left) and energetic particle (right) sources as a function of

the velocity and parallel velocity, respectively.

It can be observed that the thermal source accelerates particles around a velocity v ≈ 0, whereas

the energetic particle source accelerates and decelerates particles around a velocity v0 ≈ 2.

The parameters v0 and TEP,‖ are critical for the inversion of the slope of the equilibrium distri-

bution function. However, the version of SEP used in this paper exhibits a limitation regarding the

interval for v0. This is due to the fact that the source is not an operator applied on the distribution

function and it is therefore always acting independently of the value of the distribution function.

As a consequence, if v0 is large enough, the distribution function can exhibit negative values.

The EP source used in this simulation, although not realistic, tries to mimic the generation of

energetic particles, making the system evolve towards a state where the slope of the distribution

function is positive in a region of phase space. Therefore, the EP source cannot be used to predict

the direct impact of external heating on confinement or turbulence properties, but only as a means to

introduce energetic particles in the system and analyse their nonlinear interaction with background

turbulent modes. Note also that in the simulations the presence of the collision operator is essential

to balance the source of energetic particles. The system must therefore be understood as a very

complex physical system in five dimensions with injection of energy that is distributed in phase

space via collisions and transported in real space via neoclassical and turbulent transport. Part of
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this energy will be used to excite EGAMs, that can eventually interact with turbulence, modifying

this way the transport. The system is closed by the presence of sinks of energy localised at the

buffer regions.

B. Description of the simulations and the initial turbulent state

In the present paper, we report only on simulations where energetic particles are introduced

by means of the source given by expression 9. We use Neumann (resp. Dirichlet) boundary

conditions for the inner (resp. outer) radial position. The resolution is (Nr, Nθ, Nϕ, Nv‖ , Nµ) =

(256, 256, 128, 128, 32). This resolution represents a good compromise to to describe both ITG

modes and EGAMs from the point of view of the spatial and velocity structure optimising the use

of CPU time. In particular, the resolution for ITG turbulence simulations in Gysela has been

thouroughly checked in the past in similar simulations for the study of ITG turbulence [21]. As

far as EGAMs are concerned, it has been shown that gyro-kinetic simulations with similar nu-

merical resolution in phase space are sufficient to reproduce with excellent agreement theoretical

predictions for the linear growth rate and frequency [7]. Convergence tests have also shown that

the radial structure of EGAM is well described with the resolution used in this paper [15]. Re-

garding the nonlinear saturation of the EGAM, we focus our efforts on the interaction with ITG

modes. Therefore we do not aim at describing the formation of structures in phase space, smaller

than the main island in (θ, v‖), and leading for example to the chirping behaviour. These small

structures would require increased resolution in parallel velocity space (more than 2000 points),

which would dramatically increase the computational cost making these simulations prohibited.

The ion Larmor radius normalised to the minor radius of the tokamak is ρ∗ = 1/150 and the ratio

between ion and electron temperatures is τ = 1. The radial extension of the simulation box is

10−2 ≤ r/a ≤ 0.9, which is equivalent to 135 ion Larmor radii. The inverse aspect ratio giving

the ratio between the major radius at the magnetic axis and the minor radius of the poloidal cross

section is R0/a = 3.2. The safety factor is defined by the parameters q1 = 2.5, q2 = 0.7 and

q3 = 2.0. The initial density and temperature profiles are defined by its normalised logarithmic

gradients R/LT ≡ R0T
−1 dT/dr = 6.5 and R/Ln ≡ R0n

−1 dn/dr = 2.2, with the temperature

calculated as T = p/n, where p is the kinetic pressure. Note that for our simulations the choice of
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FIG. 3: Sum of the thermal and energetic particle sources for the three simulations presented in

this paper. The main peak in the inner radial region is due to the presence of the source injecting

only thermal energy. The tail in the mid and outer radial positions is due to the presence of the

source injecting suprathermal energy.

R/LT is well beyond the linear threshold R/LT,threshold ≈ 3, as calculated from linear gyro-kinetic

simulations in agreement with linear gyro-kinetic theory [? ]. All our simulations are run in the

banana regime, with a collisionality ν∗ = 0.02.

The thermal source is located around the minimum radial position r = 0. The EP source

is located around the mid radial position, with quite a large radial extension in order to avoid

any localised modification of radial profiles that might have a direct impact on turbulence. The

parameter v0 = 2 and the perpendicular and parallel temperatures of the EP source satisfy TEP,⊥ =

2TEP,‖. Three simulations are presented, the only difference being the amplitude of the EP source.

The scan proposed in this paper covers the amplitudes SEP/Sth ∈ [0.312, 0.437, 0.625]. The radial

profile of the sum of the thermal and energetic particle sources is represented in figure 3 for the

three simulations considered in the paper.

The simulations are run first with the thermal source Sth but without the EP source SEP, to

reach a statistically turbulent steady state, up to ωct0 ≈ 9 ·105. On the left panel of figure 4 we give

the radial profiles of the guiding-centre temperature and density, together with the radial envelope

of the buffer region. Both temperature and density are averaged over a time window ωc∆t ≈ 3 ·104.
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On the right panel of figure 4 we plot the radial profile of the turbulent intensity in the stastistically

turbulent steady-state, calculated as follows

Iturb (r) =
1

∆t

∫

∆t

dt

(∑

m>1

∣∣∣φ̂m (r, ϕ = 0, t)
∣∣∣
2
)1/2

(13)

where ∆t is the width of the time window (ωc∆t ≈ 3 · 104) where turbulent intensity is calculated,

and φ̂m is the Fourier mode in the poloidal direction evaluated at the fixed toroidal position ϕ = 0.

Since we are considering a fixed toroidal position, we are considering also the axisymmetric modes.

Ideally one should use the Fourier mode φ̂mn for n > 0 in both poloidal and toroidal directions.

However, due to numerical and memory constraints, one cannot have a sufficiently well time resolved

3D diagnostic and must use the electrostatic potential at a given toroidal position for radial profiles.

Although expression 13 is an approximation for the turbulent intensity, the resonant condition of

ITG modes q ≈ m/n, ensures that the axisymmetric modes n = 0 do not contribute significantly.

The only axisymmetric components that could enter in the expression are related to higher poloidal

harmonic GAMs. Since the GAM amplitude decreases with the poloidal mode number m, the main

components of GAMs are m = 0 and m = 1 and therefore GAMs do not contribute significantly in

expression 13.

The right panel of figure 4 is of particular interest, since the radial pattern of the turbulent

intensity is reminiscent of self-organised flow structure called E ×B staircase, already observed in

previous Gysela simulations [23] and more recently identified in Tore Supra tokamak by means of

high-resolution fast-sweeping X-mode reflectometry [24]. This staircase structure is characterised

by regions with increased turbulence, the separation between those regions being of the order of

20− 30ρi [24].

III. ONSET OF THE ENERGETIC PARTICLE SOURCE: INITIAL REDUCTION OF

TURBULENCE, EXCITATION AND NONLINEAR SATURATION OF EGAMS IN THE

PRESENCE OF TURBULENCE

Once the statistically turbulent steady-state is reached, the simulation is split into three simula-

tions, where the EP source is switched on and the amplitude changed for each simulation. Therefore,

all the simulations are re-started from the same turbulent regime described in the previous section.
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FIG. 4: (Left) Radial profiles of ion guiding-centre temperature (blue line) and density (red line).

The shadowed region represents the radial envelope of the buffer region in arbitrary units. (Right)

Radial profile of the turbulent intensity as calculated by expression 13, averaged over

ωc∆t ≈ 3 · 104.

After switching on the EP source, the simulations are run long enough (up to ωct ≈ 1.3 · 106) to

reach a new statistically steady state, where both ITG modes and EGAMs coexist in nonlinear

regime.

Much effort has been done in the past to develop the analytic theory of EGAMs [3, 4, 7, 8] and

the interested reader will be able to find further details in the previous litterature. Nevertheless,

for the sake of completeness and clarity we provide hereafter the reader with a simplified model to

understand the basic features of the instability, to be used in the following, namely the resonant

velocity and the drive of the instability. We can write a simplified gyro-kinetic Vlasov equation in

the long-wavelength approximation (J0 → 1) neglecting the curvature terms and the E × B drift

as

∂tF + vG‖∇‖F +
e · E‖
mvG‖

∂vG‖F = 0 (14)

where E‖ is the parallel electric field. We decompose the distribution function into equilibrium and

perturbed distribution functions F = Feq +δF , where by definition Feq depends only on the motion
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invariants, i.e. Feq = Feq (E, µ, Pϕ, ), with E the energy and Pϕ the toroidal momentum, which can

be related to the radial position. Therefore, the equilibrium distribution function is obtained, as

in Gysela, as a flux-surface average of the guiding-centre distribution function

Feq =
1

4π2

∫
dθ dϕF (15)

Linearising equation 14 and performing Fourier transforms in time and parallel direction, we

obtain the linear response

δF̂ = −
i2ek‖φ̂

ω − k‖vG‖
∂Feq

∂E
(16)

with k‖ = 1/ (qR0). From equation 16 it is clear that the resonant velocity turns out to be

vres = qR0ω. The time evolution of the kinetic energy of particles is given by the product J · E,

with J the perturbed parallel current. Owing to the energy conservation, the time evolution of the

energy of the mode is

dE
dt

= −i
∫

dvG‖
2e|k‖φ̂|2

ω − k‖vG‖
∂Feq

∂E
(17)

which can be rewritten using the Dirac distribution as follows

dE
dt

= e2π|k‖φ̂|2
∫

dvG‖δ
(
ω − k‖vG‖

) ∂Feq

∂E
= e2π|k‖||φ̂|2

∂Feq

∂E

∣∣∣∣
vG‖=±vres

(18)

From equation 18 we can see that the derivative of the equilibrium distribution function with

respect to the energy at the resonant velocity is the drive of the instability. Therefore, for the

analysis of the drive of the EGAM computing the slope of the equilibrium distribution function in

velocity space evaluated at the resonant velocity is mandatory.

As explained in Ref. [13], the first effect of the EP source is to accelerate particles from thermal

to suprathermal parallel velocities. This leads to a depletion of the distribution function around the

thermal velocity, where particles resonate with ITG modes. The depletion results in a stabilisation

of ITG modes and therefore in a reduction of turbulent transport. This depletion is clearly observed

in figure 5, where we plot the time trace of the integral in perpendicular velocity of the equilibrium

distribution at the velocity v0 where the EP source is taking particles to accelerate/decelerate

them. In that figure the distribution function is normalised to its value just before the instant

where the EP source is applied. The colours represent the different simulations performed, varying

the amplitude of the EP source. The depletion occurs roughly up to ωct ≈ 1.1 · 106. What happens
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EP source.

after that time will be analysed in the following, in particular the excitation of EGAMs and the

subsequent evolution of turbulence. The common behaviour of the three simulations is thus the

initial reduction of turbulent intensity. Further analytic study is required regarding the linear

stabilisation of ITG by energetic particles due to gradients in velocity space. However, this is well

beyond the scope of the present paper, which aims at analysing the nonlinear interaction between

ITG modes and EGAMs. The detailed study of linear stabilisation of ITG modes by energetic

particles will therefore be left for future works. On the left panel of figure 6 we plot the radial

dependence of the turbulent intensity for the three simulations used in this paper. For comparison,

we give also the radial dependence of the turbulent intensity before switching on the EP source,

whose radial profile is given by the shadowed region. It is clearly observed the overall decrease of

turbulent intensity where the EP source is applied. On the right panel of figure 6 the time evolution

of the temperature gradient averaged over the radial region 50ρi < r < 100ρi is plotted. It can be

observed that the reduction of turbulence is accompanied by an increase of temperature gradient

within the time interval 106 < ωct < 1.1 · 106.

The observed reduction is only temporary since the turbulent transport is afterwards increased
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FIG. 6: (Left) Radial dependence of the turbulent intensity as given by expression 13 for the

three simulations used in this paper. (Right) Time evolution of the temperature gradient after

switching on the energetic particle source, averaged over the radial region 50ρi < r < 100ρi.

from a time ωctinc that depends on the amplitude of the EP source. This can be to either a re-

organisation of the system (in both real and velocity space) in the presence of the EP source, or

a modification of turbulent modes when EGAMs are excited. In the remainder of this paper we

investigate the possibility that EGAMs contribute to the increase of turbulent transport.

The EP source implemented in Gysela and detailed in the previous section is able to invert

the slope of the distribution function. The larger the injection of parallel energy is, the larger the

slope of the distribution function is. The inversion of the slope of the distribution function leads

to the excitation of the EGAM[6], which can be observed when plotting the time evolution of the

flux-surface averaged electrostatic potential at a given radial position (in our case we consider the

mid radial position). This is shown in figure 7a for the three simulations used in this paper. It

can be observed that the excitation occurs earlier when increasing the amplitude of the EP source,

i.e. when increasing the drive of the EGAM. This is due to the fact the evolution of the slope

of the equilibrium distribution function is accelerated and crosses the zero value earlier. Also,

the amplitude of the electrostatic potential during the nonlinear saturation is increased with the
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FIG. 7: (Left) Time evolution of the flux-surface averaged electrostatic potential for the three

simulations. (Right) For the simulation with SEP/Sth = 0.625, time Fourier transform of the

electrostatic potential after filtering out the time averaged signal.

amplitude of the EP source. Further analysis will be done in the future to analyse in detail the

dependence of the amplitude of the nonlinearly saturated potential in terms of the drive in the

absence of turbulence. After filtering out the time averaged signal, time Fourier transform of the

flux-surface averaged electrotatic potential reveals the existence of a dominant frequency, as shown

in figure 7b, which corresponds to the EGAM frequency ωEGAM. This frequency can be obtained

from analytic theory, as reported in [7, 8], which has been verified against previous gyro-kinetic

simulations [7]. Also benchmarking between gyro-kinetic codes [15] has revealed that this frequency

is robust and depends only on the fraction of energetic particle pressure, decreasing down to roughly

half the standard GAM frequency. The EGAM frequency can also be observed in figures 5 and 6b

from ωct . 1.1 · 106. Note that although the slope of the distribution function is also inverted (as

we will see later) for the case SEP/Sth = 0.312, the excitation of the mode is not visible in figure 7a.

This indicates the presence of additional damping mechanisms different from the Landau damping.

In figure 8a we plot the slope of the equilibrium distribution function, ∂Feq/∂E, as a function of
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time for the three amplitudes reported in the paper and evaluated at the resonant velocity, where

ω is the measured frequency of the EGAM, i.e. vG‖ = qR0ωEGAM. Time-averaged quantities over

an EGAM cycle are represented by thick lines. Also, the time-averaged over an EGAM cycle of the

heat flux due to the E×B drift velocity is plotted for the sake of completeness, represented by the

shadowed area and calculated as follows

QE×B =
1

4π2

∫
dθ dϕ

∫
Jv dvG‖ dµ

1

2
mv2 vE×B,r (J0 · F ) (19)

where F is the guiding-centre distribution function and vE×B,r is the radial component of the E×B

drift velocity. For the sake of completeness, the equilibrium distribution functions without energetic

particles (thin dashed line), with SEP/Sth = 0.437 (thick dashed line) and with SEP/Sth = 0.625

(solid line) just before the excitation of EGAMs are given in figure 8b, where the inversion of the

slope is clearly visible for co- and counter-passing particles, leading to a bump-on-tail distribution.

Note that the distribution function for SEP/Sth = 0.312 is not given in the figure for clarity. It is

observed that increasing the amplitude of the EP source increases also the slope of the equilibrium

distribution function and therefore the drive. Note that as mentioned earlier, the slope is inverted

for the three amplitudes, even if the EGAM is only visible for two of them. Time Fourier transform

of the slope of the distribution function (not shown here for the sake of clarity) reveals oscillations

at the EGAM frequency. The oscillations are larger when the amplitude of the EP source is

increased, in other words when the EP drive is stronger. The most interesting feature related to

the evolution of the distribution function that we observe in these simulations is the evolution of

the slope of the distribution function during the nonlinear saturation of the mode. The saturation

of EGAM in the absence of turbulence and without radial profiles of density and pressure is due

to a total flattening of the distribution function in parallel velocity space, as observed in previous

gyro-kinetic simulations [6]. However, in the simulations presented in this paper, with turbulence

and with radial profiles of density and pressure, we observe that the flattening is only partial. This

indicates that either the presence of turbulence or the finite radial gradients result in an additional

sink of energy.

To analyse the effects of radial profiles on the EGAM excitation and saturation we have per-

formed a simulation similar to the one where SEP/Sth = 0.625, but without turbulence. This is

done by filtering out every n 6= 0 mode after solving the quasi-neutrality equation. We have selected

an amplitude of EP source so that the maximum slope of the distribution function is close to the



17

1 1.1 1.2 1.3

x 10
6

−0.02

−0.01

0

0.01

0.02

0.03

d
F

e
q
/d

E
 a

t 
v

||
 =

 q
R

0
ω

E
G

A
M

Time [ω
c
 x t]

 

 

S
EP

/S
th

 = 0.625

S
EP

/S
th

 = 0.312

S
EP

/S
th

 = 0.437

ExB heat flux

(a)

−6 −4 −2 0 2 4 6
0

0.01

0.02

0.03

0.04

0.05

0.06

Parallel velocity [v
th

]

F
e

q
 a

t 
µ

 =
 0

 [
n

0
/v

th3
]

 

 
 S

EP
/S

th
 = 0.625

 S
EP

/S
th

 = 0.437

 S
EP

/S
th

 = 0

(b)

FIG. 8: (Left) Time evolution of the slope of the equilibrium distribution function (thin lines)

evaluated at v‖ = qωEGAMR0. Time-averages over an EGAM cycle are plotted by thick lines of the

same colour. The shadowed region represents the time evolution of the heat flux due to the E ×B

drift velocity. (Right) Equilibrium distribution functions without energetic particles (thin dashed

line) and with energetic particles just before the excitation of EGAMs using SEP/Sth = 0.437

(thick dashed line) and SEP/Sth = 0.625 (solid line).

one obtained in the presence of turbulence, while keeping the same radial gradients. This way the

simulation is equivalent in terms of EP drive and diamagnetic damping. The time trace of the

flux-surface averaged electrostatic potential is plotted in figure 9a in logarithmic scale. The solid

red line corresponds to the simulation with turbulence, whereas the thin dashed line corresponds

to the simulation without turbulence. Both signals have been plotted using the same time vector,

for comparison. It can be observed that in both cases EGAMs are excited exhibiting similar lin-

ear growth rates. However, the absence of turbulence leads to an increased nonlinearly saturated

amplitude. In addition, we plot the time evolution of the slope of the equilibrium distribution

function at the resonant parallel velocity in figure 9b and represented by the magenta curve. As in

figure 8a, time-averaged quantities over an EGAM cycle are represented by thick lines of the same

colour. Several comments can be made based on these figures. First, the reduction of the slope
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FIG. 9: (Left) Time evolution of the flux-surface averaged electrostatic potential with (solid red

line) and without (dashed magenta line). (Right) Comparison of the slope of the equilibrium

distribution function at the resonant velocity with (red line) and without (magenta line)

turbulence.

during the nonlinear saturation is more dramatic in the absence of turbulence. Second, the time

evolution of the slope evolves smoothly in the presence of turbulence, compared to the situation

where turbulence is suppressed, characterised by a more pronounced bursty behaviour. Finally,

the amplitude of the oscillations of the distribution function is increased when filtering out the

non axisymmetric modes. These observations in the electrostatic potential and the distribution

function indicate that in the absence of turbulence kinetic effects play a more pronounced role in

the saturation of EGAM, whereas in the presence of turbulence a channel of energy from EGAMs

to turbulence is possible.

A second indication of the interaction between ITG modes and EGAMs, is that the nonlinear

saturation of the EGAM, visible mainly because of the partial flattening of the distribution function,

is accompanied by a sharp increase of the E×B heat flux (around ωct = 1.1 · 106), which occurs in

the same time scale as the nonlinear saturation of the EGAM. This time evolution of the E×B heat

flux indicates a possible nonlinear interaction between ITG modes and EGAMs, which can occur
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nonlocally by means of coupling between outwards propagating fronts linked to ITG modes and

static oscillations of radial profiles linked to EGAMs, as invoked in [13]. A local mechanism might

also exist by means of a parametric decay, as in the case of standard GAM and ITG modes [25],

represented by a resonant three-wave interaction dominating over the wave-particle interaction.

Note that two additional mechanisms could be invoked for the modification and increase of

turbulence. First, since the source is depleting the population resonating with ITG modes, one

could expect that the nonlinear saturation of EGAMs would redistribute particles in velocity space

and therefore feed again the ITG instability. However, as can be observed from figure 5, after

the EGAM saturation, the value of the equilibrium distribution function remains below 50% the

initial value (i.e.
∫

dµFeq/
∫

dµFeq(t = 0) < 0.5). Since the reduction of turbulence occured with

a reduction of more than 30% (i.e.
∫

dµFeq/
∫

dµFeq(t = 0) < 0.7) one can conclude that the

redistribution of particles in velocity space during the nonlinear saturation of EGAM is not enough

to explain the increase of turbulent intensity. Second, in the calculation of the E × B heat flux

we are considering also the axisymmetric modes. Therefore, one could think that those modes also

contribute to the increase of the heat flux. Nevertheless, it was reported in [13] that axisymmetric

modes excited by energetic particles do not contribute directly to the turbulent transport estimated

by the E × B heat flux. For these reasons, in the remainder of this paper we look for evidences

of a local nonlinear coupling between EGAMs and non axisymmetric modes that could explain the

impact of EGAM saturation on turbulence.

Finally, one should note that the abrupt increase of turbulent transport during the nonlinear

EGAM saturation leads to a decrease of the temperature gradient, as observed in figure 6b, which

occurs just after the nonlinear saturation of EGAM. Further features of EGAMs in the absence of

turbulence such as the formation of holes and clumps in velocity space [14], the dependence of the

nonlinear saturated state on the drive and the long time evolution of the distribution function of

EP in multi-ion simulations without turbulence using an EP source deserve more attention than

the one drawn in the present paper and will therefore be left for a future publication.
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IV. RADIAL STRUCTURE OF EGAM AND MODIFICATION OF TURBULENCE

INTENSITY AND TRANSPORT

The structure of EGAM has been little explored in the previous litterature. EGAM is believed

to have a global structure [3] and has been found in simulations with imposed background distri-

bution function to exhibit a structure constrained by the Dirichlet boundary conditions [6], with a

frequency that is constant in the whole radial domain, as in experiments [9, 10, 26]. In addition,

in the presence of a localised source, the EGAM has been found to be trapped where the drive is

strongest with an exponential damping due to the continuous GAM [4]. In our simulations, the

source cannot be strongly localised, in order to minimise the direct impact on the radial gradients

and therefore on the ITG modes. However, due to the way the EP source is implemented, the EP

drive, i.e. the positiveness of ∂Feq/∂E, does not follow the same radial dependence as the EP source

[13]. In that way, we can infere that the effective EP source is localised in a region 0.4 < r/a < 0.8

[13], which is equivalent to 60ρi < r < 120ρi. The radial structure of the EGAM is analysed in

this paper from the electrostatic potential φ. We determine the frequency of the mode from the

time dependent flux-surface averaged electrostatic potential φ00(rmid, t) evaluated at the mid radial

position rmid. Owing to the poloidal and toroidal structures of the EGAM-like potential, we filter

out all the non-axisymmetric toroidal components and keep only the m = 1, 2 poloidal components

that oscillate at the EGAM frequency. Once the filter applied, the sine and cosine components

of the m = 1 and m = 2 modes can be obtained. These components are plotted in figure 10 for

the simulation with an EP source SEP/Sth = 0.625. It can be observed that the sin θ component

dominates over the cos θ component and is mainly localised in the region 60ρi < r < 120ρi, where

the EP drive is strongest. It is also observed that the cos θ, sin 2θ and cos 2θ are of the same

order, extending slightly radially further in. The localisation of the sin θ component results in the

localisation of the radial electric field calculated as Er ≈ −∂φ00/∂r at the EGAM frequency. The

oscillating radial electric field can therefore be able to interact with ITG modes, modulating and

modifying this way the amplitude of the turbulent intensity and the E ×B heat flux.

The modification of the radial structure of turbulent intensity is analysed by using the expression

13 evaluated at the end of the simulations within a sufficiently long time window to ensure that the

system has reached a statistically steady state. The radial dependence of the turbulent intensity is
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FIG. 10: Radial dependence of the m = 1 (thick lines) and m = 2 (thin lines) poloidal

components of the electrostatic potential oscillating at the EGAM frequency. The sine and cosine

components are evidenced by solid and dashed lines, respectively.
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FIG. 11: For the three simulations used in this paper, plotted is the turbulent intensity at the end

of the simulations as measured by 13 for a sufficiently long time window where the system

exhibits a statistically steady state. For reference, the case without EP source is given (dashed

thin line). The shadowed region represents the radial localisation of the EGAM.
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plotted in figure 11, where also the turbulent intensity in the absence of EP is given for reference

(thin dashed line), as was done in figure 6a. In addition, we plot the radial dependence of the

EGAM (shadowed region). Several comments can be made based on this figure. First, the stair-

case structure observed in the absence of EP source disappears in the presence of EP. The plasma

staircase plays an important role in organising the energy transport, as the long-range radial propa-

gation of energy by means of avalanches is interrupted statistically by avalanche-staircase interplay

[23, 24]. When the staircase structure disappears, energy transport that would be interrupted can

expand over a larger radial domain, as observed in [13]. Second, in the region where the EGAM is

not excited, the turbulent intensity is close to the one in the absence of EP, for any amplitude of

the EP source. Third, the main modification occurs in the region where the EGAM is localised. It

is to be noted that the turbulent intensity remains lower than the reference intensity for the two

cases where the EGAM amplitude is weaker (blue lines). When the EGAM amplitude is increased

(red line), the turbulent intensity is also increased, but remains of the same order as the intensity

in the absence of EP. The main quantity to be analysed within the framework of the transport in

a tokamak is the radial E × B heat flux, given by equation 19. In figure 12a, the time-averaged

E × B heat flux over a time window ωc∆t > 105 is plotted as a function of the minor radius for

the simulations used in this paper. It can be observed that overall the heat flux when the EP drive

is stronger is increased with respect to the simulations where the amplitude of the EP source is

reduced.

V. NONLINEAR COUPLING BETWEEN EGAMS AND ITG MODES

Note that in figure 12a we plot time-averaged quantities. However, Fourier analysis shows

that the E × B heat flux oscillates at the EGAM frequency. The amplitude of the Fourier mode

is represented in figure 12b as a function of the frequency. The dominant peak corresponds to

the EGAM frequency. For completeness, the first and second harmonics are also included in the

figure. Since the E × B heat flux is a nonlinear quantity, those oscillations must be due to the

nonlinear interaction between modes satisfying the matching conditions ω1 + ω2 = ωEGAM and

k1 + k2 = kEGAM. The EGAM is mainly represented by the mode φ00 oscillating at the EGAM

frequency. Therefore, we need to look for the possibility to have non axisymmetric modes with
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FIG. 12: (Left) Radial dependence of the time-averaged E ×B heat flux for the simulations of

this paper. For comparison, the heat flux in the absence of EP is also plotted and represented by

the thin dashed black line. (Right) Time Fourier transform of the E ×B heat flux evaluated at

the mid radial position for the simulation with SEP/Sth = 0.625.

opposite poloidal and toroidal mode numbers and whose frequencies sum up the EGAM frequency.

This has been by means of a bispectral analysis of the toroidal and poloidal Fourier modes of

the electrostatic potential at the mid radial position, called in the following φ̂m,n. The bispectral

analysis used in this paper is based on a wavelet decomposition in time as was done in [27] and

explained in previous works [28, 29]. For this purpose a Morlet wavelet function is chosen, having

the following expression

ψω (t) =

√
ω

2π
eiωt e−

1
2( ωt2π )

2

(20)

where ω ∈ R is the frequency representing here the wavelet scale. The wavelet transform of the

electrostatic potential φ̂m,n, similarly to the Fourier transform, is defined as

Wφ̂m,n
(ω, t) =

∫

R
φ̂m,n (τ)ψω (τ − t) dτ (21)

The wavelet transform is calculated considering that it is a convolution product. Therefore, the

Fourier transform of the wavelet transform is related to the Fourier transforms of the electrostatic
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potential and the Morlet wavelet function as F
[
Wφ̂m,n

]
= F

[
φ̂m,n

]
F [ψω], with F [·] the Fourier

transform. Then, the wavelet transform simply reads Wφ̂m,n
= F−1

[
F
[
φ̂m,n

]
F [ψω]

]
, where F−1 [·]

is the inverse Fourier transform. In this paper we restrict the analysis to the interaction between

φ̂0,0 and all the possible poloidal and toroidal modes (m1, n1), (m2, n2) satisfying m1 +m2 = 0 and

n1 + n2 = 0. This is reflected by the definition of the wavelet bispectrum

bw (ω1, ω2) =

∫
dt
(
Wφ̂0,0

(ω, t)
)†∑

m,n

Wφ̂m,n
(ω1, t)Wφ̂−m,−n

(ω2, t) (22)

where the integral is in practice performed over a finite time interval, W † represents the complex

conjugate of the quantity W and the frequencies ω1 and ω2 satisfy the matching condition ω1 +ω2 =

ω. If a nonlinear interaction exists between two waves of frequencies ω1 and ω2 and a third one of

frequency ω this must be observed by the presence of straight lines intersecting the vertical axis at

the frequency ω.

The analysis has been performed only for the simulation with the largest amplitude of ener-

getic particle source. Four time windows are analysed. They correspond to (1) the phase where

turbulence is not reduced yet, (2) the linear excitation of EGAMs until the end of the nonlin-

ear saturation, (3) the phase just after the nonlinear saturation of EGAMs and the increase of

turbulence and (4) the steady-state phase where EGAMs and turbulence coexist. A structure

characterised by a straight line crossing the point (ω1 = 0, ω2 = 0) is clearly observed before the

onset of EGAMs (figure 13a), meaning that the main interaction occurs between non axisymmet-

ric modes and the zonal structure oscillating at ω ≈ 0, which is the well-known mechanism of

self-regulation of turbulence by stationary zonal flows [20, 30, 31]. During the linear excitation

and nonlinear saturation of EGAMs (figure 13b), the same structure characterising the nonlinear

interaction between ITG modes and zonal flows is still present, together with a second one char-

acterising the nonlinear interaction between non axisymmetric modes oscillating at ω1 and ω2 and

a zonal component oscillating at a frequency ω 6= 0. This non-zero frequency is evidenced by the

analysis of the wavelet bispectrum at later times, as shown in the next figures. In particular, just

after the saturation of EGAMs (figure 13c), two nonlinear interactions are clearly observed: one

is the standard interaction between non axisymmetric modes and zero frequency zonal modes and

the other one is the nonlinear interaction between non axisymmetric modes and zonal components

at EGAM frequency (highlighted by two horizontal yellow dashed lines). When analysing the non-
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FIG. 13: Wavelet bispectrum for the four phases indicated in the main text of the paper and on

top of each of the subfigures. For clarity and only in the last two figures, the EGAM frequency

has been indicated by horizontal yellow dashed lines.

linear interaction during the steady-state (figure 13d), the standard self-regulation of turbulence

by zonal flows that should be visible by the straight line crossing the point (ω1 = 0, ω2 = 0) disap-

pears and the dynamics is completely dominated by the nonlinear interaction between three waves
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satisfying ω1 + ω2 = ωEGAM. It is to be noted that analysis of different energy channels during the

nonlinear interaction between turbulence and zonal flows was reported in the past using a global

electromagnetic Landau fluid code [30, 31], evidencing that a part of the energy of the oscillatory

zonal flows (GAMs) is transferred back to the turbulence via the poloidally asymmetric component

of the pressure perturbation. This was the case for nonlinearly self-generated zonal flows in the

absence of energetic particles. However, in the present paper, the generation of oscillatory zonal

flows is done by means of energetic particles. Moreover, all the modification of the distribution

function by the energetic particle source is essential for the initial reduction of turbulence, as re-

ported in [13] and explained in section III. Therefore, although the results presented in this section

are based on a three-wave interaction of the electrostatic potential as could be done in fluid codes,

the gyro-kinetic approach reveals essential to evidence the energy transfer from energetic particles

to turbulence via EGAMs.

VI. CONCLUSIONS AND FUTURE WORK

In this paper we have presented full-f global gyro-kinetic simulations of energetic-particle-driven

geodesic acoustic modes in the presence of turbulence using the Gysela code. For the first time,

the radial structure of the EGAM in global simulations with realistic radial profiles is reported,

showing that the mode is localised in a radial region where the EP drive is strongest. A scan on

the amplitude of the EP source has been performed, showing that the drive of energetic particles

increases with the amplitude of the source and so is the amplitude of the EGAM. It has also been

reported that the E × B heat flux is increased during the nonlinear saturation of the EGAM,

suggesting a transfer of energy from EGAM to turbulent modes. This transfer has been evidenced

by comparing the turbulent simulations with an equivalent simulation from the point of view of

the EP drive but without turbulence, showing that the flattening of the distribution function in

velocity space is more pronounced in the absence of turbulence and the amplitude of the electrostatic

potential is increased. This indicates that, in the absence of turbulence, kinetic effects via wave-

particle interaction play a more important role in the nonlinear saturation of EGAMs. However,

background turbulence acts as a sink of energy via three-wave interaction between non axisymmetric

modes and EGAMs. Bispectral analysis using Fourier transform in poloidal and toroidal directions
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and wavelet transform in time shows a clear nonlinear interaction between non axisymmetric modes

and zonal structures. This interaction evolves from the standard self-regulation of turbulence by the

zero-frequency zonal component to a steady-state regime where turbulence dynamics is dominated

by the zonal component oscillating at the EGAM frequency. The nonlinear three-wave coupling

between EGAMs and turbulence is likely to provide a saturation mechanism that adds to the

standard wave-particle interaction increasing this way the amplitude of axisymmetric modes that

contribute to the transport of energy and particles, modulated at the EGAM frequency.

In the present work we have used a simplified model for the energetic particle source and focus

our analysis on the nonlinear interaction between EGAMs and turbulent modes. However, further

studies are required to shed light on the direct impact of realistic energetic particle sources on

turbulence and confinement properties. In addition, detailed statistical analysis to determine the

intermittent and bursty behaviour of turbulence together with the modification of turbulent and

neoclassical transports in the presence of energetic particles is needed for completeness and will be

included in a future publication. Finally, our work has been done in the electrostatic limit using

EGAMs. However, EGAMs can be understood as a paradigm of energetic particle modes whose

interaction with turbulence can be observed in simplified models like the one used in this paper.

The interaction EGAM-turbulence should be extended to electromagnetic regimes where Alfvén

modes can interact with electromagnetic turbulence.
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