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Abstract

Porosity is a well-known phenomenon occurring during various manufacturing processes

(casting, welding, additive manufacturing) of solid structures, which undermines their relia-

bility and mechanical performance. The main purpose of this article is to introduce a new

constraint functional of the domain which controls the negative impact of porosity on elastic

structures in the framework of shape and topology optimization. The main ingredient of our

modelling is the notion of topological derivative, which is used in a slightly unusual way: in-

stead of being an indicator of where to nucleate holes in the course of the optimization process,

it is a component of a new constraint functional which assesses the influence of pores on the

mechanical performance of structures. The shape derivative of this constraint is calculated

and incorporated into a level set based shape optimization algorithm. Our approach is illus-

trated by several two- and three-dimensional numerical experiments of topology optimization

problems constrained by a control on the porosity effect.

Keywords: Porosity, structural optimization, compliant mechanisms, manufacturing constraints,

shape and topological derivatives, level set method.
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1 Introduction

Fostered by the developments of scientific computing methods and the soaring in computational re-

sources, optimal design of structures has been a very active research field since the early seventies.

Typical structural optimization problems lie at the interface between mathematics, mechanics,

physics and engineering; in a nutshell, they aim at finding the optimal distribution of material

within a given design domain in the sense that it minimizes a certain objective function or me-

chanical criterion.

Although efficient algorithms are now available to address a wide variety of structural optimiza-

tion problems, the predicted optimal shapes are generally ‘conceptual’, insofar as some real-life

issues are ignored in the physical description of the considered situation. Recently, the perspective

of bridging this gap between mathematical models and concrete applications has aroused a great

enthusiasm among the structural optimization community, and important progress has been made.

As such, the inevitable uncertainties on the physical data of the problems - e.g. the applied loads,

the mechanical properties of the constituent material, or the geometry of the optimized shape itself

- have been modelled and incorporated into the design optimization process in [2, 3, 13, 19, 21, 23],

to name a few references; see also the short survey [24]. Another key issue is to understand and

to take into account the constraints imposed by the manufacturing process. A classical example is

related to the thickness of the optimized shape: many optimal designs obtained numerically con-

tain too thin members which are likely to break during their assembly by e.g. casting or molding;

see for instance [7, 34] and the references therein.

Porosity is another phenomenon which shows up in the course of most fabrication processes

of elastic materials, and induces many unwanted effects. For instance, in the context of casting

manufacturing methods, porosity is caused by bubbles of air which are trapped during the solidifi-

cation stage [26] (See Figure 1(a)). This internal porosity may lead to field failures in applications

that require pressure-tight components. Porosity is also fairly common in welding [41]. There,

it is entailed by small gas holes distributed randomly all over the weld bead (See Figure 1(b)).

Porosity as well as other defects closely related to it, such as blow holes, gas pockets and slag

inclusions, may weaken the weld. Porosity is also a typical defect for the new additive manufac-

turing techniques, when the process parameters are not adequately tuned [20], [25]. For example,

porosities can appear in a process like Electron Beam Melting (EBM) [37] (See Figure 1(c)). In this

context, the density of pores and their impact on fatigue is not so clear as in standard engineering

components; let us indeed mention the recent work [40] which studies the influence of porosity on

fatigue crack initiation in additively manufactured titanium components: the size and location of

porosity defects is a crucial factor in the fatigue life of the produced part. According to [40], the
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(a) (b)

(c)

Figure 1: Examples of porosity defects: (a) Shrinkage porosity in casting (source:

http://efoundry.iitb.ac.in/Defects/shrinkage.html); (b) weld metal porosity (source:

[15]); (c) Hydrogen pores in a 3D-printed aluminum alloy (source: [39]).

proximity to the surface and the pore aspect ratio make the initiating porosity within the top 3%

most harmful defects for metallic structures.

Hence, porosity generally affects the reliability and quality of materials, and eliminating these

effects - or at least keeping them under an acceptable level - is of utmost importance in real-life

applications. To the best of our knowledge, porosity has not been accounted for in the formulation

of structural optimization problems so far.

The purpose of the present paper is to propose a formulation of structural optimization problems

which includes a control of porosity effects as a constraint, with the goal of computing optimal

designs that are robust with respect to the emergence of small holes during the manufacturing

process. The key ingredient in our modeling is the concept of topological derivative. By contrast

with its traditional role in structural optimization as a means to nucleate small holes inside the

shape in the course of the optimization process [5, 6, 9, 29], in the present paper, we use it in order

to approximate the mechanical performance of a structure riddled with tiny holes. From this basis,

we formulate an integral constraint functional of the domain whereby the behavior of structures

(in terms of compliance or von Mises stress, for instance) should not be degraded too much by the

presence of small internal holes with arbitrary location. The application of classical methods for

shape and topology optimization in this context then allows for the calculation of optimal shapes

which are robust to internal porosity effects.

The remainder of this article is organized as follows. Section 2 is devoted to the presentation

of the considered structural optimization problems and to the mathematical construction of our

constraint functionals enforcing robustness of shapes with respect to porosity effects. Section 3 then

deals with the computation of the shape derivatives of our objective and constraint functionals.

The main features of our numerical topology optimization algorithm are outlined in Section 4 with
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a particular emphasis on the augmented Lagrangian algorithm used to incorporate our constraint

functionals, and on the level set method for representing shapes and their evolutions. Several two-

and three-dimensional numerical results are discussed in Section 5. Eventually, a short conclusion

and opening perspectives are provided in Section 6.

2 Setting of the problem

In this section, we present the various shape and topology optimization problems of elastic struc-

tures at stake in this work, with a particular emphasis on the construction of our porosity constraint

functionals.

2.1 The linearized elasticity system

In our context, a shape Ω is a bounded, Lipschitz domain in Rd (d = 2 or 3 in applications), whose

boundary ∂Ω is decomposed into three disjoint regions:

∂Ω = ΓD ∪ ΓN ∪ Γ0, |ΓD| > 0;

shapes Ω are clamped on the part ΓD and surface loads g ∈ L2(ΓN )d are applied on ΓN . They are

additionally submitted to body forces f ∈ L2(Rd)d.
The description of the deformation of Ω classically involves the linearized strain tensor

e(u) =
1

2

(
∇u+∇uT

)
=

1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
1≤i,j≤d

associated to the displacement field u : Rd → Rd; the stress tensor σ(u) := Ae(u) is inferred via the

Hooke’s tensor A characterizing the properties of the constituent (isotropic, linear) elastic material

of shapes. The latter is defined by, for arbitrary ξ in the set Sd(R) of symmetric d× d matrices:

Aξ = 2µξ + λ(Trξ)I,

where λ and µ are the Lamé moduli of the material, satisfying µ > 0 and λ + 2µ/d > 0, and I

is the d× d identity matrix. Note that the physical behavior of the material may be equivalently

described in terms of its bulk modulus κ = λ + 2µ/d, and its Young’s modulus E and Poisson’s

ratio ν, which are related to λ and µ as follows:

E =
4κµ

κ+ µ
, ν =

κ− µ
κ+ µ

if d = 2, and E =
9κµ

3κ+ µ
, ν =

3κ− 2µ

2(3κ+ µ)
if d = 3. (2.1)

In this situation, the displacement uΩ of a shape Ω belongs to the space H1
ΓD

(Ω)d, where

H1
ΓD (Ω) =

{
u ∈ H1(Ω), u = 0 on ΓD

}
,

and it is the unique solution in this space to the system of linearized elasticity:
−div(Ae(uΩ)) = f in Ω,

uΩ = 0 on ΓD,

(Ae(uΩ))n = g on ΓN ,

(Ae(uΩ))n = 0 on Γ0,

(2.2)

where n is the unit normal vector to ∂Ω, pointing outward Ω. Equivalently, (2.2) rewrites, under

variational form, as the search for the unique uΩ ∈ H1
ΓD

(Ω)d such that:

∀v ∈ H1
ΓD (Ω)d,

∫
Ω

Ae(uΩ) : e(v) dx =

∫
Ω

f · v dx+

∫
ΓN

g · v ds. (2.3)
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Remark 1. In the developments ahead, as is customary in shape optimization, we shall require

more regularity from f and g so as to ensure the differentiability with respect to the domain of the

various considered objective functions. Without entering too much into mathematical details, we

shall simply assume henceforth that f and g are smooth enough.

2.2 Shape optimization of elastic structures

The generic form of the structural optimization problems considered in this article is:

min
Ω∈Uad

J(Ω) s.t.

{
Vol(Ω) = VT ,

C(Ω) = 0.
(2.4)

Loosely speaking, (2.4) is about finding a shape Ω which minimizes a certain objective function

J (Ω) within a class Uad of admissible shapes. Two constraints are added: the first one of them

imposes that the volume Vol(Ω) =
∫

Ω
dx of Ω match with a user-defined target value VT ; the second

one is encoded by a shape functional C(Ω) meant to impose that the mechanical performance of

the shape is not too much degraded by porosity effects. The construction of C(Ω) is discussed in

details in the next Section 2.3.

As far as the set Uad of admissible shapes is concerned, introducing a fixed working domain

D ⊂ Rd, we take:

Uad = {Ω ⊂ D smooth, ΓD ∪ ΓN ⊂ ∂Ω} . (2.5)

Let us emphasize that ΓD and ΓN are kept fixed during the optimization process so that the only

part of ∂Ω which is subject to optimization is the traction-free region Γ0.

When it comes to the objective criterion J(Ω), it accounts for three possible functionals. The

first one of them is the compliance

J1(Ω) =

∫
Ω

f · uΩ dx+

∫
ΓN

g · uΩ ds, (2.6)

as a measure of the global rigidity of the structure Ω. In the case where Ω stands for a compliant

mechanism, the considered cost functional aims at controlling the displacement of Ω on a region Γ

of its boundary which is not subject to optimization (i.e. Γ is also imposed to be a part of ∂Ω in

the definition (2.5) of Uad in this case):

J2 (Ω) =

∫
Γ

FΓ (x, uΩ(x)) dx, (2.7)

where FΓ : Γ×Rdu → R is a smooth function satisfying adequate growth conditions. Eventually, we

shall be interested in the control of the negative effects of porosity on the stress of the structure.

To this end, we will use the functional

J3 (Ω) =

∫
Ω

j (x, σ (uΩ)) dx, (2.8)

where j : Rdx × Sd(R) → R is a smooth function satisfying, again, growth conditions; from the

physical point of view, J3(Ω) may represent the equivalent von Mises stress intensity in the shape

Ω, or for the discrepancy between the actual stress σ(uΩ) inside Ω and a target stress tensor σ0.

To simplify notations slightly, we shall assume in the next sections that J(Ω) is positive, but

the developments extend readily to the general case.
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2.3 A constraint functional for the appearance of porosity effects

In the present work, we search for shapes which are optimal with respect to one of the aforemen-

tionned criteria, but whose performance is also robust with respect to the emergence of small holes

(or bubbles of void) in the course of the manufacturing process.

Let J(Ω) stand for any of the three objective functions (2.6), (2.7) or (2.8); we demand that

the value J(Ω) be not too dramatically increased when small holes are nucleated inside Ω.

More precisely, let x ∈ Ω and let ω ⊂ Rd be a smooth open bounded set containing the origin,

standing for the rescaled pattern of the hole. For ρ > 0, we consider the hole ωx,ρ = x + ρω and

the perforated domain Ωx,ρ = Ω \ ωx,ρ. We impose that

J (Ωx,ρ) ≤ (1 + η) J (Ω) , (2.9)

where η > 0 is a user-defined tolerance parameter. (For simplicity we assume that J(Ω) is always

non-negative, which ensures that (2.9) implies that the nucleation of a small hole does not increase

too much the objective.) In order to turn the requirement (2.9) into a constraint functional, we

rely on the notion of topological derivative.

Definition 2.1. [Topological derivative] Under the above notations and assuming a traction-free

(Neumann) boundary condition on the small hole ωx,ρ, the objective function J(Ω) has a topological

derivative DTJ(x) ∈ R at x if the following asymptotic expansion holds in the vicinity of ρ = 0:

J (Ωx,ρ) = J (Ω) + ρdDTJ (x) + o
(
ρd
)
, where lim

ρ→0

|o(ρd)|
ρd

= 0. (2.10)

Using (2.10), (2.9) is equivalent to:

DTJ (x) ≤ η

ρd
J (Ω)− o(ρd)

ρd
,

and so, up to the leading order in ρ, (2.9) rewrites:

DTJ (x)− ηρJ (Ω) ≤ 0, with ηρ = η/ρd. (2.11)

We now aim to impose that (2.11) hold at any point x ∈ Ω, and to this end, we reformulate

this pointwise constraint by means of an integral functional as in [7]: that (2.11) hold for all x ∈ Ω

is equivalent to the integral equality∫
Ω

(
[DTJ (x)− ηρJ (Ω)]+

)2

dx = 0, (2.12)

where [t]+ := max(t, 0) is the positive part of t ∈ R.

All things considered, the considered structural optimization problems in this work are:

(Pij)


min

Ω∈Uad
Ji (Ω) , i = 1, 2

such that Vol(Ω) = VT ,

Cj (Ω) = 0, j = 1, 3.

where the Ji(Ω), i = 1, 2 are given by (2.6), (2.7), and the constraint functionals Cj(Ω) read:

Cj (Ω) =
1

2

∫
Ω

cΩ,j(x) dx, with cΩ,j(x) :=
(

[DTJj (x)− ηρJj (Ω)]+

)2

(x), j = 1, 3. (2.13)

Likewise, we denote by (Pi) the problem of minimizing Ji(Ω) under the volume constraint Vol(Ω) =

VT - that is, the counterpart of (Pij) where the porosity constraint is omitted.
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Remark 2.

• Of course, the stress-based functional J3 (Ω) could also be taken as the objective function of

the problems (Pij), and J2(Ω) could be turned into a porosity constraint of the form (2.13).

These two possibilities add no particular difficulty to the approach proposed in this paper;

howver, since they are not illustrated in Section 5, we do not discuss them further.

• Strictly speaking, the pointwise constraint (2.11) (or equivalently its integral counterpart

(2.12)) imposes that the performance J(Ω) of Ω be not degraded by more than a certain

percentage η when a single hole ω with size ρ is inserted in Ω. The same derivation as above

featuring a set ω of the form ω = ∪iωxi,ρ, ωxi,ρ = xi + ρωi with evident notations (and

working with the natural extension of the notion of topological derivative to this case) reveals

that (2.11) and (2.12) actually account for the robustness of Ω with respect to the inclusion

of finitely many holes with size ρ, and arbitrary locations inside Ω.

• We have been a little elusive in our Definition 2.1 of the topological derivative. In the cases

of interest in this work, J(Ωx,ρ) involves the elastic displacement uΩx,ρ , the solution to the

counterpart of (2.2) posed on the perforated domain Ωx,ρ. Hence, the topological derivative

depends on the shape of the model hole ω and on the boundary conditions imposed on the

boundary ∂ωx,ρ of the hole in (2.2), which we have not yet specified. For simplicity, from

now on in this paper it is assumed that ω is the unit ball in Rd. Homogeneous Neumann

boundary conditions are imposed on the boundary ∂ωx,ρ of the hole, which account for lack

of material inside ωx,ρ. Imposing homogeneous Dirichlet conditions instead would represent

a weld, or a rivet - an interesting case which is not addressed in this work. Note that one

could in a similar way impose robustness of shapes with respect to inclusions ωx,ρ of another

material (not void) inside Ω.

• In (2.9), (2.10) and (2.11), we have assumed that ωρ is an “interior” hole, i.e. for small

enough ρ > 0, ωx,ρ ∩ ∂Ω = ∅. The reader is referred to [31] for an explicit computation of the

topological derivative associated to holes intersecting the boundary of Ω (i.e. where x ∈ ∂Ω,

using our notations). Alternatively, imposing shapes to be robust with respect to such holes

could be achieved in the framework of robustness with respect to geometric uncertainties (see

for instance [3] and the references therein).

3 Shape derivatives of the considered objective and con-

straint functionals

The application of a steepest-descent method for the numerical resolution of the problems (Pij)

requires the calculation of the shape derivatives of the objective and constraint functions (2.6),

(2.7), (2.8) and (2.13), which is the purpose of this section.

We start by recalling a few basic facts about shape derivatives. Their definition is based on

the so-called Hadamard boundary variation method [1, 16, 27, 35], whereby variations of a shape

Ω are considered under the form

(Id + θ)(Ω), θ ∈W 1,∞(Rd,Rd), ||θ||W 1,∞(Rd,Rd)< 1.

Definition 3.1 (Shape derivative). A function F (Ω) of the domain is shape differentiable at a

particular shape Ω if the underlying mapping θ 7→ F ((Id + θ)(Ω)), from W 1,∞(Rd,Rd) into R is

Fréchet differentiable at θ = 0. The corresponding Fréchet derivative θ 7→ F ′(Ω)(θ) is the shape
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derivative of F (Ω), and the following expansion holds in the neighborhood of 0 ∈W 1,∞(Rd,Rd):

F ((Id + θ) (Ω)) = F (Ω) + F ′ (Ω) (θ) + o (θ) , with lim
θ→0

|o (θ) |
‖θ‖W 1,∞(Rd,Rd)

= 0.

As an example of the shape derivative of a particular functional - which will come in handy for

later purposes - let us state the following result; see e.g. [1, Proposition 6.22] for a proof.

Theorem 3.2. Let Ω be a smooth bounded open domain and let φ(x) ∈ W 1,1(Rd). The shape

functional

F (Ω) =

∫
Ω

φ(x) dx

is shape differentiable at Ω and its shape derivative is given by

F ′(Ω)(θ) =

∫
∂Ω

θ(x) · n (x)φ(x) ds, θ ∈W 1,∞(Rd,Rd). (3.1)

In practice, we shall work with a subset Θad ⊂ W 1,∞(Rd,Rd) of admissible deformations, in

such a way that variations (Id+θ)(Ω) of an admissible shape Ω ∈ Uad stay admissible. In particular,

since the regions ΓD and ΓN of the boundary of the admissible shapes Ω are kept fixed, we shall

assume that admissible deformation vector fields θ ∈ Θad are ‘smooth enough’, and satisfy θ = 0

on ΓD ∪ ΓN .

We now study separately the shape differentiability of the considered three cost functionals

(2.6), (2.7), (2.8), and of the associated porosity constraint functions (2.13). So as to keep notations

simple insofar as possible, we reuse from one situation to the other the notations pΩ, qΩ and zΩ to

stand for the various adjoint states arising in the expressions of the shape derivatives.

3.1 Shape derivatives of the compliance functional J1(Ω) and the con-

straint C1(Ω)

The shape and topological derivatives of (2.6) have been already computed in [8, Th. 3.6] and in

[14, 36], respectively; we quote the result:

Proposition 3.1. The functional J1 (Ω) is shape differentiable at any admissible shape Ω ∈ Uad

and its shape derivative is:

J ′1 (Ω) (θ) =

∫
Γ0

(2f · uΩ −Ae (uΩ) : e (uΩ)) θ · nds. (3.2)

Proposition 3.2. The functional J1(Ω) has a topological derivative at any point x ∈ Ω, whose

expression reads:

DTJ1(x) = T d1 (uΩ)(x),

where T d1 (u) is defined by:

T d1 (u) = αd1 Ae(u) : e(u) + βd1 Tr(Ae(u))Tr(e(u)) + γd1 f · u,

and the coefficients αd1, β
d
1 and γd1 depend on the dimension d:

α2
1 = 4µ

π(λ+ 2µ)

2µ(λ+ µ)
, β2

1 = (λ− µ)
π(λ+ 2µ)

2µ(λ+ µ)
, γ2

1 = −2π,

and

α3
1 = 20µ

π (λ+ 2µ)

µ (9λ+ 14µ)
, β3

1 = (3λ− 2µ)
π (λ+ 2µ)

µ (9λ+ 14µ)
, γ3

1 = −8π

3
.
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Based on these results, we now calculate the shape derivative of the porosity constraint func-

tional C1(Ω) defined by (2.13), which amounts, grossly speaking, to calculating the shape derivative

of the topological derivative of J1(Ω). To address at the same time the cases d = 2 and d = 3, it

is convenient to introduce the functional

C̃1(Ω) :=
1

2

∫
Ω

[T (uΩ)− ηρJ1(Ω)]2+ dx, (3.3)

where T (u) := α Ae(u) : e(u) + β Tr(Ae(u))Tr(e(u)) + γ f · u and α, β, γ are arbitrary, fixed real

numbers.

Theorem 3.3. The functional C̃1(Ω) defined by (3.3) is shape differentiable at any admissible

shape Ω ∈ Uad and its shape derivative reads:

C̃1

′
(Ω) (θ) =

1

2

∫
Γ0

[T (uΩ)− ηρJ1(Ω)]2+ θ · n ds− ηρ
(∫

Ω

[T (uΩ)− ηρJ1(Ω)]+ ds

)
J ′1(Ω)(θ)

+

∫
Γ0

(Ae(uΩ) : e(pΩ)− f · pΩ) θ · n ds, (3.4)

where J ′1 (Ω) (θ) is given by (3.2) and the adjoint state pΩ ∈ H1
ΓD

(Ω)d is the unique solution to the

variational problem:

∀v ∈ H1
ΓD (Ω)d,

∫
Ω

Ae(pΩ) : e(v) dx = −
∫

Ω

[T (uΩ)− ηρJ1 (Ω)]+ T
′(uΩ)(v) dx, (3.5)

with

T ′(u)(v) = 2α Ae(u) : e(v) + 2β Tr(Ae(u))Tr(e(v)) + γ f · v. (3.6)

Proof. The shape differentiability of C̃1(Ω) follows from classical arguments involving the implicit

function theorem as presented for instance in [16]; here, we limit ourselves with a formal calculation

of its shape derivative using the method of Céa (see for instance [1, 11]).

For Ω ∈ Uad and (u, p) ∈ H1
ΓD

(Rd)d ×H1
ΓD

(Rd)d, we consider the Lagrangian:

L (Ω, u, p) =
1

2

∫
Ω

[T (u)− ηρJ1(Ω)]2+ dx+

∫
Ω

Ae(u) : e(p) dx−
∫

Ω

f · p dx−
∫

ΓN

g · p ds, (3.7)

and for given Ω ∈ Uad, we look after the stationary points (u, p) of L(Ω, ·, ·).

• Equating the partial derivative ∂L
∂p (Ω, u, p) to 0 allows to infer that u = uΩ, the unique

solution to (2.2).

• Equating the partial derivative ∂L
∂u (Ω, u, p) to 0 leads to:

∀û ∈ H1
ΓD (Rd)d,

∫
Ω

Ae(p) : e(û) dx+

∫
Ω

[T (u)− ηρJ1(Ω)]+T
′(u)(û) dx = 0,

where T ′(u)(û) is given in (3.6) (Notice that the calculation of (3.6) uses the isotropy of the

Hooke’s tensor A). This allows to characterize p = pΩ, the unique solution to the adjoint

variational problem (3.5).

Eventually, to calculate the shape derivative of C̃1(Ω), we rely on the fact that, for arbitrary

p ∈ H1
ΓD

(Rd)d,
C̃1(Ω) = L(Ω, uΩ, p);

thence, a formal differentiation with respect to Ω yields:

C̃1

′
(Ω)(θ) =

∂L
∂Ω

(Ω, uΩ, p)(θ) +
∂L
∂u

(Ω, uΩ, p)(u
′
Ω(θ)),
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where u′Ω(θ) is the ‘Eulerian derivative’ of the mapping Ω 7→ uΩ. Now choosing p = pΩ in the

above identity, the last term in the right-hand side of the above identity vanishes and:

C̃1

′
(Ω)(θ) =

∂L
∂Ω

(Ω, uΩ, pΩ)(θ),

which leaves us with the calculation of the above derivative. To this end, Theorem 3.2 yields, after

a little work:

C̃1

′
(Ω)(θ) =

1

2

∫
Γ0

[T (uΩ)− ηρJ1(Ω)]2+ θ · n ds− ηρ
(∫

Ω

[T (uΩ)− ηρJ1(Ω)]+ ds

)
J ′1(Ω)(θ)

+

∫
Γ0

(Ae(uΩ) : e(pΩ)− f · pΩ) θ · n ds,

which is the expected result.

3.2 Shape derivative of the cost functional J2(Ω)

The following result, proved in e.g. [8, 18], supplies the expression of the shape derivative of J2(Ω).

Proposition 3.3. The functional J2 (Ω) is shape differentiable at any admissible shape Ω ∈ Uad

and its shape derivative reads:

J ′2 (Ω) (θ) =

∫
Γ0

Ae (uΩ) : e (pΩ) θ · nds, (3.8)

where the adjoint state pΩ is the unique solution in H1
ΓD

(Ω)d to the variational problem:

∀v ∈ H1
ΓD (Ω)

d
,

∫
Ω

Ae(pΩ) : e(v) dx = −
∫

Γ

F ′Γ(x, uΩ)(v) ds, (3.9)

where F ′Γ(x, u)(v) is the derivative of u 7→ FΓ(x, u) in the direction v.

Remark 3.

• Let us recall that the region Γ ⊂ ∂Ω which is the support of the integral featured in J2(Ω) is

not subject to optimization (hence, θ = 0 on Γ in (3.8)).

• As we have already mentioned, we shall not deal with the porosity constraint associated to

J2(Ω) via (2.13), even though it would be no more difficult than in the considered cases in

this article.

3.3 Shape derivative of the stress-based cost functional J3(Ω) and of the

constraint C3(Ω)

The shape derivative of J3(Ω) has been computed in [6, Th. 3.3]. Precisely, one has:

Proposition 3.4. The functional J3(Ω) defined by (2.8) is shape differentiable at any admissible

shape Ω ∈ Uad and its derivative reads:

J ′3 (Ω) (θ) =

∫
Γ0

(j (x, σ(uΩ)) +Ae (uΩ) : e (pΩ)− f · pΩ) θ · nds, (3.10)

where the adjoint state pΩ is now defined as the unique solution in H1
ΓD

(Ω)d to the system:
−div(Ae(pΩ)) = div(Aj′(x, σ(uΩ))) in Ω

pΩ = 0 on ΓD
(Ae(pΩ))n = − (Aj′(x, σ(uΩ)))n on ΓN ∪ Γ0,

(3.11)
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where j′(x, σ) ∈ Sd(R) is the partial derivative of j(x, σ) with respect to σ. This equivalently

rewrites, in variational form:

∀v ∈ H1
ΓD (Ω)d,

∫
Ω

Ae(pΩ) : e(v) dx+

∫
Ω

Aj′(x, σ(uΩ)) : e(v) dx = 0.

From now on in this section, we restrict ourselves to the case where d = 2 and j(x, σ) =

ζ(x)||σ||2, where ζ is a smooth function devoted to localizing the stress in a specific region of

Ω. This is, to the best of our knowledge, the only situation where an explicit expression of the

topological gradient of J3(Ω) is known [17, 36].

Proposition 3.5. The topological derivative of J3 (Ω), in the case j(x, σ) = ζ(x)||σ||2 and d = 2,

is given by:

DTJ3 (x) = T 2
3 (uΩ, pΩ)(x), (3.12)

where we have introduced:

T 2
3 (u, p) := −2π

(
f · p+ 4Ae(u) : Ae(u)− (Tr(Ae(u)))

2
+

1

E
(4Ae(u) : Ae(p)− Tr(Ae(u))Tr(Ae(p)))

)
,

E is the Young modulus of the considered material (see (2.1)), and the adjoint state pΩ is the

solution to (3.11).

The shape derivative of the porosity constraint functional C3(Ω) defined by (2.13) is provided

in the following theorem. Its proof is on all points similar to that of Theorem 3.3, and it is therefore

omitted.

Theorem 3.4. Let Ω ∈ Uad; the porosity constraint functional C3(Ω) is shape differentiable at Ω

and its derivative reads:

C ′3 (Ω) (θ) =
1

2

∫
Γ0

[T 2
3 (uΩ, pΩ)− ηρJ3(Ω)]2+ θ · n ds− ηρ

(∫
Ω

[T 2
3 (uΩ, pΩ)− ηρJ3(Ω)]+ dx

)
J ′3(Ω)(θ)

+

∫
Γ0

(Ae(uΩ) : e(zΩ)− f · zΩ)θ · n ds+

∫
Γ0

(Ae(pΩ) : e(qΩ) + ζσ(uΩ) : σ(qΩ)) θ · n ds,

(3.13)

where the first adjoint state pΩ solves (3.11), and the second qΩ and third zΩ adjoint states are the

unique solutions in H1
ΓD

(Ω)d to the respective variational problems:

∀v ∈ H1
ΓD (Ω)d,

∫
Ω

Ae(qΩ) : e(v) dx = −
∫

Ω

[T 2
3 (uΩ, pΩ)− ηJ3(Ω)]+

∂T 2
3

∂p
(uΩ, pΩ)(v) dx, (3.14)

and

∀v ∈ H1
ΓD (Ω)d,

∫
Ω

Ae(zΩ) : e(v) dx = −
∫

Ω

[T 2
3 (uΩ, pΩ)− ηJ3(Ω)]+

∂T 2
3

∂u
(uΩ, pΩ)(v) dx

−
∫

Ω

ζ(x)σ(qΩ) : σ(v) dx.

(3.15)

In (3.14) and (3.15), the partial derivatives of T 2
3 (u, p) are given by the formulas:

∂T 2
3

∂u
(u, p)(v) = −2π

(
8Ae(u) : Ae(v)− 2Tr(Ae(u))Tr(Ae(v)) +

1

E
(4Ae(p) : Ae(v)− Tr(Ae(p))Tr(Ae(v)))

)
,

and:
∂T 2

3

∂p
(u, p)(v) = −2π

(
f · v +

1

E
(4Ae(u) : Ae(v)− Tr(Ae(u))Tr(Ae(v)))

)
.

Remark 4. The fact that the shape derivative of the constraint functional C3(Ω) depends on 3

adjoint states is not a surprise. A similar phenomenon appeared and is explained in [2].
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4 Level-set based optimization algorithm

4.1 Augmented Lagrangian minimization algorithm

The numerical resolution of any of the constrained optimization problems (Pij), for given i = 1, 2,

j = 1, 3, rests on a simple augmented Lagrangian algorithm, as in our previous work [4]; see [28]

for a general presentation of this method.

In a nutshell, the resolution of (Pij) is replaced by that of a series of unconstrained minimiza-

tion problems (whose features at iteration n - associated shape Ωn, etc. - are denoted with a n

superscript) of the augmented Lagrangian functional Lij(Ω, `nj , γnj ) defined by:

Lij (Ω, `j , γj) = Ji (Ω)− `1jCj (Ω)− `2j (Vol(Ω)− VT ) +
γ1
j

2
Cj (Ω)

2
+
γ2
j

2
(Vol(Ω)− VT )

2
, (4.1)

where `j =
(
`1j , `

2
j

)
and γj =

(
γ1
j , γ

2
j

)
are estimates of the Lagrange multipliers and penalty

parameters for the associated constraint, respectively.

The shape derivative of Lij is given by:

L′ij (Ω, `j , γj) (θ) = J ′i (Ω) (θ)− `1jC ′j (Ω) (θ)− `2j
∫

Γ0

θ · nds

+ γ1
jCj (Ω)C ′j (Ω) (θ) + γ2

j (Vol(Ω)− VT )

∫
Γ0

θ · nds, (4.2)

where the shape derivatives J ′i (Ω) (θ) are given by (3.2), (3.8), and C ′j (Ω) (θ) are defined by (3.4),

(3.13). The Lagrange multipliers `1j and `2j are updated at each iteration n according to the rule:{ (
`1j
)n+1

=
(
`1j
)n − γ1

jCj (Ωn) , j = 1, 3,(
`2j
)n+1

=
(
`2j
)n − γ2

j (Vol(Ωn)− VT ) , j = 1, 3,
(4.3)

and the penalty parameters γ1
j , γ2

j are increased every 5 iteration.

4.2 A brief review of the level set method for shape optimization

Following an original idea by Osher and Sethian [30], then introduced in the shape optimization

context in [8, 33, 38], we rely on the level set method for representing our shapes and their

deformations. In a nutshell, the level set method consists in representing a domain Ω(t) evolving

in time as the negative subdomain of an auxiliary ‘level set’ function ψ ≡ ψ(t, x) defined on the

working domain D in such a way that:

∀x ∈ D, ∀t ∈ (0, T ) ,


ψ(t, x) < 0 if x ∈ Ω(t),

ψ(t, x) = 0 if x ∈ ∂Ω(t),

ψ(t, x) > 0 if x /∈ Ω(t).

(4.4)

Denoting by V (t, x) the normal component of the velocity field driving the motion of Ω(t), the

level set function ψ solves the Hamilton-Jacobi equation:

∂ψ

∂t
(t, x) + V (t, x)|∇ψ(t, x)| = 0, t ∈ (0, T ) , x ∈ D. (4.5)

In practice, ψ(t, ·) is discretized at the vertices of a Cartesian grid of D and (4.5) may be

conveniently solved by using an explicit first-order upwind scheme; see [32].
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In our context of the resolution of any of the problems (Pij), t stands for a fictitious time that

accounts for the step-size parameter in the descent algorithm; the normal velocity V stems from

the shape derivative computed in (4.2), which has the convenient structure:

L′ij (Ω, `j , γj) (θ) =

∫
Γ0

gijθ · nds. (4.6)

As usual, the velocity V is regularized by substituting the L2 with the H1 inner product for the

shape derivative. This guarantees a descent direction for the augmented Lagrangian Lij(Ω, `j , γj)
(see [8] for details).

Remark 5.

• As is customary in the practice of the level set method for shape optimization, the state

system (2.2) as well as the different adjoint systems are approximately solved owing to the

Finite Element method on the whole working domain D (instead of being exactly solved on

Ω, which is impossible in our context since no mesh of Ω is available): the so-called ersatz

material method is used, whereby the void region D \Ω is filled with a very soft material with

Hooke’s tensor

εA, where ε� 1. (4.7)

• The level set function ψ is periodically reinitialized, so that it does not present too steep, or

too flat variations which may cause numerical instabilities; see [12],

5 Numerical experiments

In this section, three numerical examples are presented in order to analyze the influence of a control

over porosity on the performance of the optimal design of structures and mechanisms. In all the

experiments, for each of the problems (Pij), the Lagrange multipliers and the penalty parameters

of the augmented Lagrangian function (4.1) are initialized heuristically according to the following

rule:

`1j = −0.1(Ji (Ω) /VT )

`2j = −0.1(Cj (Ω) /VT )

γ1
j = |0.01`1j/VT |
γ2
j = |0.01`2j/VT |

In all cases, the problem (Pij) under scrutiny is solved one first time without taking into account

the porosity constraint - i.e. (Pi) is solved. The resulting shape Ω∗ then serves as the initial design

for the resolution of (Pij), properly speaking. The near-optimal guess provided by Ω∗ improves the

convergence efficiency of the optimization process. Moreover, as it will be shown in the numerical

results below, doing so does not put much restriction on the design space.

Eventually, as far as the stopping criterion is concerned, the optimization stops at the first

iteration n ∈ N for which the following two conditions are satisfied:

max
1≤k≤5

{|Lnij − Ln−kij | ≤ 0.01Lnij} and |Vol(Ωn)− VT | ≤ 0.01, where Lnij ≡ Lij(Ωn, `nj , γnj ).

5.1 Two-dimensional optimization of L-shaped beam

Our first example is the classical two-dimensional L-shaped beam problem, enclosed in a square-

shaped computational domain D with size 100 × 100, meshed with 160 × 160 plane stress Q1
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Figure 2: Setting of the L-shaped beam problem of Section 5.1: (a) working domain D and boundary

conditions; (b) initial shape.
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Figure 3: Convergence histories for the objective, the porosity and volume constraint functionals

in the 2d L-shaped beam test case of Section 5.1.

elements. The shape is clamped at its upper side and a vertical load g = (0,−3) is applied at the

middle of its right-hand side (see Figure 2(a)). The initial shape is displayed in Figure 2(b).

In this setting, the Young’s modulus of the elastic material filling shapes is E = 1 and its

Poisson’s ratio is ν = 0.3; the value ε = 10−5 is chosen as for the ersatz material in (4.7).

At first, we solve the compliance minimization problem (P1) under the volume constraint VT =

0.35 Vol(D) (i.e. without any porosity constraint). The resulting shape Ω∗ is depicted in Figure 4

(a).

Then using Ω∗ as an initial shape, we add to the problem a porosity constraint associated to

the compliance of shapes with a tolerance parameter η = 0.01 (see (2.9)) - i.e. (P11) is solved. We

consider porosity holes of size ρ = 0.625, which correspond to the minimum size of one mesh cell.

Of course, other values of ρ could be considered but recall that it is only the value ηρ = η/ρd which

matters from a numerical point of view.

Figure 3 shows the evolution of the compliance, the porosity constraint and the volume in the

course of the optimization process: within 15 iterations, the value of the porosity constraint C1(Ω)

is reduced from 6935 to 232, at the cost of worsening the structural compliance J1(Ω), which is

increased by 6.57%.
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(a) (b)

(c) (d)

Figure 4: Optimized designs in the L-shaped beam test case of Section 5.1; (left column) without

porosity constraint: (a) optimized shape and (c) corresponding distribution of the criterion cΩ,1;

(right column) including the porosity constraint C1(Ω) with ρ = 0.625 and η = 0.01: (b) optimized

shape and (d) corresponding distribution of the criterion cΩ,1.
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Figure 5: Comparison between the optimized L-shaped beams in Section 5.1, obtained with and

without including a porosity constraint C1(Ω) associated to the compliance, for a hole size ρ = 0.625

and a tolerance (a) η = 0.01 and (b) η = 0.001.

The optimized designs with and without taking into account the porosity constraint C1(Ω) are

compared in Figure 4, where the contours of the nodal projection of cΩ,1 are also represented (see

(2.13)). Comparing Figures 4 (a) and (b) reveals that the final shape obtained with the porosity

constraint presents a smoothed reentrant corner. This modification of the local geometry of the

shape entails a reduction of the peak value of cΩ,1 by two orders of magnitude (see Figures 4 (c)

and (d)). A more accurate comparison between both designs is presented in Figure 5 (a): only

local modifications of the optimal shape near the reentrant corner are performed for this choice

η = 0.01 of the tolerance parameter.

In a second time, the topology optimization problem (P11) is solved again with a lower tolerance

value η = 0.001. A reduction of η implies that the regions of the domain which are sensitive to

porosity are larger and so the relative importance of the porosity constraint in our problem is

increased. The optimized designs in this case are presented in Figure 6. Similarly to the previous

case, the contours of cΩ,1 show a peak value in the corner. However, a larger number of regions

with a positive value of the constraint are present in this case. As a result, the corner radius of

the optimized shape is larger than in the previous case. Furthermore, the regions connecting two

or more structural members are larger and more rounded (see Figure 5 (b)).

In the second part of this experiment, the effect of the stress porosity constraint is studied: we

now solve Problem (P13) with the value ηρ = 0.0256 in the definition of the constraint C3(Ω). This

value together with a hole size ρ = 0.625 leads to a tolerance parameter η = 0.01. The results are

presented in Figure 7; they are very similar to those obtained previously, by using the compliance

porosity constraint C1(Ω) with the same value for the tolerance parameter η. Again, a reduction

in the maximum value of the integrand cΩ,3 of C3(Ω) by two orders of magnitude is achieved by

rounding the reentrant corner. It is important to highlight that the modifications in the final shape

entail a significant reduction of the stress level

sΩ(x) := ||σ(uΩ)||2(x), x ∈ D, (5.1)

in the structure, as is shown in Figure 7 (d).
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(a) (b)

(c) (d)

Figure 6: Optimized designs in the L-shaped beam test case of Section 5.1; (left column) without

porosity constraint: (a) optimized shape and (c) corresponding distribution of the criterion cΩ,1;

(right column) including the porosity constraint C1(Ω) with η = 0.001: (b) optimized shape and (d)

corresponding distribution of the criterion cΩ,1.
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(a) (b)

(c) (d)

Figure 7: Optimized designs in the L-shaped beam test case of Section 5.1; (left column) without

porosity constraint: (a) distribution of the criterion cΩ,3 and (c) distribution of the stress (5.1);

(right column) including the porosity constraint C3(Ω) with ρ = 0.625 and η = 0.01: (b) distribution

of the criterion cΩ,3 and (d) distribution of the stress sΩ.
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Figure 8: Setting of the 3d double hook test case of Section 5.2: (a) computational domain D and

boundary conditions, and (b) initial shape.

5.2 3D double hook

Our second experiment takes place in the case of three-dimensional structures. For this purpose,

the double hook benchmark is considered, whose details are depicted in Figure 8 (a). The working

domain D is tessellated as a regular grid, whose active (resp. inactive) elements are represented

in white (resp.gray). The T-shaped active domain is simply-supported at the top of the T-leg and

two symmetric vertical loads g = (0, 0,−5) are applied in the middle of the faces at the end of the

T-shafts. The initial shape is represented in Figure 8 (b). The elastic material filling shapes is

characterized by its Young’s modulus E = 1 and Poisson’s ratio ν = 0.3; the parameter ε = 10−4

is chosen for the ersatz material.

Taking advantage of the symmetry of the situation, only one-quarter of D is used for the Finite

Element model associated to the numerical resolution of the linearized elasticity system (2.2) (and

the corresponding adjoint equations). Since we are interested in studying the impact of porosity

on shapes, and because the latter is expected to weaken especially regions of the structure with

small feature sizes, a low volume constraint VT = 0.04 Vol(D) is considered so as to urge designs

towards such characteristics. This raises the need for a high-resolution discretization of the quarter

domain, which is meshed with 192 × 48 × 272 hexahedral eight-node linear Finite Elements. As

a result the Finite Element model is composed of 2.506.752 Elements and 7.745.283 degrees of

freedom. This very high-resolution discretization may cause severe difficulties in terms of memory

consumption and computational time. Furthermore, the performance of classical iterative solvers

typically deteriorates in situations featuring a high contrast in material properties, which is the

case in the present situation, since the ersatz material approximation is used; see Remark 5. To

alleviate these issues, the Finite Element system associated to the resolution of (2.2) (and the

attached adjoint equation) is solved using the GPU implementation of a matrix-free geometrical

multigrid PCG described in [22].

In a first time, we minimize the compliance J1(Ω) of Ω under the volume constraint Vol(Ω) = VT
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Figure 9: Convergence histories for the objective, the porosity and volume constraint functionals

in the 3d double hook test case of Section 5.2.

(a) (b)

Figure 10: Distribution of the integrand cΩ,1 in the optimized 3d double hook of Section 5.2 for (a)

the optimized shape Ω∗ for Problem (P1) (i.e. without porosity constraint), and (b) the optimized

shape for Problem (P11) (with porosity constraint).

without adding any porosity constraint- i.e. Problem (P1) is solved. This results in the optimized

shape Ω∗ represented on Figure 10 (a). We then incorporate our porosity constraint C1(Ω) attached

to the compliance to the problem, for a tolerance parameter η = 0.0003 and ρ = 0.5 (one cell size):

starting from Ω∗ as new initial design, we solve Problem (P11). The evolution of the compliance, the

porosity constraint and the volume in the course of the optimization process is depicted in Figure 9

(a-c). From the value C1(Ω∗) = 66, the porosity constraint function C1(Ω) smoothly converges to

the value 0.062 within 20 iterations. During this process, the compliance J1(Ω) increased by (only)

1.8%.

The isolines of (the nodal projection of) the integrand cΩ,1 of this constraint are shown in

Figure 10 for the initial and final designs. As expected, a significant reduction in the peak value of

cΩ,1 is achieved. This reduction is obtained by removing thin bars and smoothing sharp regions.

This is in agreement with the results obtained in Section 5.1. However, a detailed comparison of

the initial and final designs (See Figure 11) reveals a new phenomenon in the reentrant corner of

the hook, where the surface in the out-of-plane direction is inflated.
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With porosity constraint
Without porosity constraint

(a)

(b) (c)

Figure 11: Comparison between the optimal designs for the 3d double hook problem of Section 5.2

obtained with and without porosity constraint; (a) cut in the plane y = 0; zoom near the corner

of (b) the optimized shape Ω∗ without porosity constraint, and (c) the optimized shape considering

the porosity constraint C1(Ω).
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5.3 Inverter mechanism

Compliant mechanisms typically feature very small hinges that may break due to defects of the

manufacturing process. Therefore, a high level of porosity in the final manufactured design can

completely ruin their optimality. In this third experiment, inspired by [3, 7, 10, 18], we address

this issue by incorporating our porosity constraint into the shape and topology optimization for-

mulation.

The setting is that depicted in Figure 12 (a): the working domain D is a 100 × 100 square,

which is discretized by 128 × 128 Q1 elements. The considered shapes are clamped at the top

and bottom corners of the left edge, and an input force g = (100, 0) is applied at the middle of

the left edge. The mechanical setting of this example differs slightly from the general situation of

Section 2.1 (see Remark 3): in addition to ΓD and ΓN , the boundary of shapes contains another

non optimizable component Γ, located at the center of the right edge. A spring is attached at Γ,

with small stiffness ks = 0.1, which has the effect of adding the term

ks

∫
Γ

uΩ · v ds

to the left-hand side of the variational formulation (2.3) of the linear elasticity system (and a

similar modification occurs in the variational formulation (3.9) of the adjoint state).

The material properties in the present case are characterized by E = 1, ν = 0.3 and ε = 10−2.

The volume constraint is VT = 0.2 Vol(D).

ΓN

g uout ks

Ω

Γ0

(a) (b)

Figure 12: Setting of the inverter test case of Section 5.3: (a) computational domain D and

boundary conditions; (b) initial shape.

The experiment consists in maximizing the horizontal component of the displacement of the

inverter mechanism in the ‘output’ region Γ, while minimizing it in the region ΓN where loads are

applied; to this end, we consider the objective function J2(Ω) given by (2.7), where the integrand

reads:

FΓ (x, u) = αinu1 χΓN (x) + αoutu1 χΓ(x), (5.2)

where u1 is the horizontal component of u ∈ R2, χΓN (resp. χΓ) is the characteristic function of

ΓN (resp. Γ), and αin = 1, αout = 2.
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In the above context, we first solve the minimization problem of J2(Ω) under the volume

constraint VT = 0.2 Vol(D), without adding any porosity constraint - i.e. we solve (P2). The

resulting optimized shape Ω∗ is represented on Figure 14 (a).

Then, like in Section 5.1, two different experiments are conducted considering porosity con-

straint in compliance (associated to the function C1(Ω)) and stress (based on C3(Ω)). The first

case, with a tolerance parameter η = 0.05 and a hole size ρ = 0.781, shows a smooth convergence

(Figure 13) that completely eliminates the influence of porosity effects: C1(Ω) is reduced from

8.3 105 to 0. This reduction comes at the expense of a degradation of the target output displace-

ment: the value of the objective J2(Ω) is increased by 33%. This degradation is very sensitive to

the the value of the tolerance parameter η: on the one hand, large values of η lead to optimal mech-

anisms with large output displacement, but very sensitive to porosity effects. On the other hand,

small values of η make the resulting design more robust against porosity at the cost of degrading

the output displacement. These conclusions are also supported by the modifications performed in

the optimal shape of the mechanism, which is depicted in Figure 14. Figure 14(c) and (d) show

that high values of the nodal projection of cΩ,1 are located in weak regions prone to create hinges.

These values are eliminated by increasing the thickness of weak regions, which also increases the

stiffness of the mechanism. This behavior is even more apparent when the tolerance parameter η

is decreased to 0.01. In the latter case, one observes in Figure 15 and Figure 16 how a reduction

of the peak value of cΩ,1 is allowed by more important changes in the final shape.
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Figure 13: Convergence histories for the optimization problem (P21) in the inverter mechanism

test case of Section 5.3 for the threshold parameter η = 0.05.

In the second part of this experiment, the effect of the stress porosity constraint C3(Ω) on the

optimized design is studied: the shape and topology optimization problem (P23) is solved with

η = 0.01 and a hole size ρ = 0.781 (one cell size). The numerical results, presented in Figure 17,

are in the same spirit as those obtained in Section 5.1. The topology of the optimized shape is very

similar to that obtained in the case of the constraint C1(Ω) for the same value of η. A reduction

by three orders of magnitude in the peak value of cΩ,3 is obtained by strengthening the weak

regions. Additionally, one observes in Figure 17 (d) that the modifications in the final shape entail

a reduction of the stress level (5.1) in the mechanism.

6 Conclusions and perspectives

This work is a contribution to the modelling and influence in topology optimization of the porosity

phenomenon - the parasitic emergence of small bubbles of void inside an elastic structure in the

course of its manufacturing process. To the best of our knowledge, it is the first attempt in
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(a) (b)

(c) (d)

Figure 14: Optimized inverter mechanisms in the test case of Section 5.3, (left column) without

any porosity constraint: (a) optimized design and (c) corresponding distribution of the criterion

cΩ,1; (right column) with a porosity constraint C1(Ω) related to the compliance, with η = 0.05: (b)

optimized design and (d) corresponding distribution of the criterion cΩ,1.
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(a) (b)

(c) (d)

Figure 15: Optimized inverter mechanisms in the test case of Section 5.3, (left column) without

any porosity constraint: (a) optimized design and (c) corresponding distribution of the criterion

cΩ,1; (right column) with a porosity constraint C1(Ω) related to the compliance, with η = 0.01: (b)

optimized design and (d) corresponding distribution of the criterion cΩ,1.
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With porosity constraint
Without porosity constraint

With porosity constraint
Without porosity constraint

(a) (b)

Figure 16: Comparison between the optimized inverter mechanisms obtained in Section 5.3 with

and without including the porosity constraint C1(Ω) in the case (a) η = 0.05 and (b) η = 0.01.

the literature to control this phenomenon from the early stage of the design optimization (see

section 4.2 in [20]). This work has proposed a new constraint functional, elaborating from the

notion of topological derivative, which lends itself to mathematical analysis, and incorporation into

‘classical’ shape and topological optimization algorithms, so as to urge the optimized shapes to be

less sensitive to porosity. The two- and three-dimensional obtained results reveal the very strong

impact of the porosity effect on the ‘optimality’ of designs, and they raise interesting questions

in connection with the stress level within the structure. This work could be adapted to various

different physical situations, including for instance the case where small grains of another material

(and no longer void; see Remark 2) pollute a bulk phase. Of course, our proposed constraint

functional depends on a few parameters: the tolerance η, the porosity size ρ and the shape of

the hole ω (here, a ball). These parameters could be fitted to experimental data. In particular,

anisotropic hole shapes could be interesting to study for modelling micro-cracks.
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