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Abstract—Nowadays, wireless sensor networks (WSNs) cation protocols that can reduce the latency or loss-rate
are used in several applications such as environmental in the case of bursty traffic. Additionally, high loss-rate
monitoring. When network size and data rate increase, might cause a large number of retransmissions, which

congestion becomes as an important issue, especially when naestion. Minimizing th naestion is therefor
an emergency situation generates alarm messages in a causes congestion. g the congestion Is therefore

specific area of the network. In this paper, we describe the an important issue.

pivot routing protocol named PiRAT, which avoids congested In this paper, we describe the PIRAT protocol [5],
paths by using intermediate pivot nodes. Simulations show  designed to route alarms (or more generally, packets from
that PIRAT has better performance than previous protocols 5 |imited region to a dedicated sink) using intermediate

in terms of packet loss, end-to-end delay, congestion and . . . L
node overload. Moreover, we show that the load-balancing pivot nodes, thus reducing congestion. The contributions

ability of PiRAT allows it to benefit from nodes having  Of the paper are three-fold. First, we propose rules to
independent low duty cycles. select pivots, and we compare the results obtained by our

Index Terms—Pivot routing, congestion, packet loss, end- rul_es with _the resu.lts from an optimal selection (obtained
to-end delay, node usage, load-balancing. using an integer linear program). Second, we present a
distributed protocol that can be used to implement the
pivot selection rules. Third, we evaluate the performance
. INTRODUCTION of PiRAT according to several scenarios. We first simulate
Most wireless sensor networks (WSNs) are compose®iRAT behavior when all the nodes are active. Then, we
of cheap battery-powered devices that are able to sensi#scuss how PiRAT can benefit from nodes having low
their environment and to communicate with each other irduty cycles, which is typical in a WSN intended to operate
a wireless manner. Their low-cost and energetic autonomfor years.
has enabled environmental monitoring applications to The rest of this paper is organized as follows. Section I
emerge in the recent years. For instance, WSNs have beenesents the IEEE 802.15.4 and ZigBee standards, as well
used for wildlife tracking [1] and monitoring [2]. In order as some routing protocols used in WSNs. We present our
to last for years with the current technology, it is crucial PIRAT protocol in Section Ill. The pivot selection algo-
to save nodes energy in a WSN. As the radio module ofithm is described, and its results are compared with an
a sensor node generally needs several times more energgtimal selection. Section IV compares the performance
than its processor [3], many researchers have focused @i the shortcut routing protocol with PiRAT when all the
implementing energy-efficient communication protocols,nodes of the network are active simultaneously. Section V
where sensor nodes go to sleep mode periodically. emphasizes the benefits of PiIRAT as the duty cycle of
In a typical monitoring application (such as in forestthe nodes decreases. Finally, we conclude our work in
fire monitoring), a WSN is deployed over a large areaSection VI.
Sensor nodes sense the environment periodically and
report their measurements to a sink. In order to reduce Il. STATE OF THE ART
the amount of packets sent_, many stratggies can be used.IEEE 802.15.4 and ZigBee are the main standards
Sensor nodes usually refrgln from sending packets Wheﬂ)r low-rate wireless personal area networks. They are
their new measurement is cIo_se to the_ previous [4] uitable for WSNs and are commercially available, which
However, ungxpected _chan_ges in the environment (S_uciﬁakes them good candidates for monitoring applications.
as the detection of a fire) yield 1o the generation of hlghAfter briefly describing these standards, we present the

daj[a-rate., bursty traffic from all the sensor nodes of th Xxisting routing protocols that are relevant to our study.
neighboring area. Most of the data being forwarded to

the same sink, high contention is likely to occur along )

the path from the sources to the destination. In such & |EEE 802.15.4 and ZigBee standards

scenario, the network might experience high latency and The IEEE 802.15.4 standard [6] describes the physical
high loss-rate, which is not acceptable in an emergenclayer (PHY) and the medium access control sublayer
scenario. Thus, it is very important to design communi{MAC) of a low-power wireless personal area network.



IEEE 802.15.4 is used to interconnect ultra low-costdetermines that4 is within the address spa¢#2; 15] of
sensors, actuators, and processing devices [7], [8]. Thiss child router12, and forwards the packet to coordinator
standard is based on a topology composed of severap. Finally, coordinatoni2 determines that destinatidd
coordinators (called full-function devices in the stamtjar is one of its child coordinators. Coordinatt sends the
and several end-devices (called reduced-function devicgsacket to the destinatioi.

in the standard). One of the coordinator initiates the The main drawback of the hierarchical tree routing
network, it is referred to as the personal area networlprotocol is that routing paths are not optimal in terms
(PAN) coordinator. IEEE 802.15.4 operates in two modesof number of hops.

the beacon-enabled mode and the non beacon-enabled
mode.

The ZigBee standard [9] mainly defines the speci-
fication of the upper layers of a low-power wireless
personal area network, based on top of the lower layers
defined in IEEE 802.15.4. It describes how the network
can form a tree topology (called the cluster-tree), where
coordinators are internal nodes of the tree and end-device

parameters:C,,, R,,, and L,,. C,, is the maximum
number of chl_ldren for a coordmatdﬁ.,_n is the maximum Figure 1. Example of tree topology witd',, = 3, Rm = 2 and
number of children (among th@,, children) that can be [, —3.

coordinators.L,,, is the maximum depth of the tree. The

root of the tree topology is known as PAN coordinator.

a) Hierarchical tree routing protocol:The hierar- B. Shortcut tree routing protocol

chical tree routing protocol is the protocol defined by The shortcut tree routing protocol [10] improves the
ZigBee when the distributed address assignment mechg@ierarchical tree routing protocol by using the informatio
nism is used. Every coordinator has its own address spacgtored in one-hop neighbor tables. The shortcut protocol
Packets are routed according to the tree structure in thglso relies on the distributed address assignment mecha-
following way. End-devices only forward their packets nism. In this protocol, when a node generates or receives
to their parent coordinator. Given the short addréss 3 packet for a destinatiaf) it examines its neighbor table.

a destination, a coordinator has to determine whether For each neighbor, the node computes the distance along
is in its address space or not. dfis not in its address the tree from this neighbor to the destination of the packet
space, the coordinator simply forwards the frame to itgwhich can be computed locally based on the addresses
parent. Ifd is in the address space of the coordinator, theyf the neighbor and ofi). Then, the node chooses as
coordinator has to determine whethgis one of its child next hop the neighbor providing the shortest path to this
end-devices, or to which of its children coordinators thedestination. Note that this choice of neighbor can shortcut
address belongs to. the tree topology.

Let us consider the topology shown on Figure 1. Figure 1 illustrates also an example of the shortcut
The solid lines represent hierarchical links, while therouting protocol. Let us consider the same example stud-
dashed lines represent links with the neighbors. The PANed for the hierarchical tree routing protocale. end-
coordinator of the network is represented by a doublelevice9 generates a packet to send to coordinator-or
circle, coordinators by circles and end-devices by squaregach neighbor) computes the expected distance to the
Let us suppose that a packet is sent from end-de¥ice destinationl4. However, it has only one neighbor which
to coordinatorl4. End-device9 sends the packet to its is its parents, so it sends the packet & Therefore,6
parent, which has addre$s Coordinator6 determines computes the expected distance to the destination for each
that the destination is not in its address space so ineighbor and chooses to route the packet to the neighbor
sends the packet to its parent, which has the addreskat guarantees the smallest path to the destination. For
1. Coordinatorl sends the packet in turn to its parent, neighbor2, the expected path i€,1,0,11,12,14) and
which has the addres$s Coordinatoi0 (which is the PAN  the distance is 5. For neighbadr the expected path is
coordinator) has to determine if destinatio# is within -~ (1,0, 11, 12,14) and the distance is 4. For neighbGrs3,
its address spadé; 20] or not. Then, the coordinator has and9 the expected distance is 6. Therefore, coordin@tor
to determine if the destination is one of its children, or if sends the packet tb 1 in turn examines each of its neigh-
the packet has to be sent to an intermediate child routebors. For neighbo#, the expected path i€, 11,12, 14)
Here, coordinatof detects that destinatiord is within ~ and the distance is 3. For neighbi®, the expected path
the address spadel;20] of its child 11, so it forwards is (12,14) and the distance is 1. For neighbdls 6,
the packet to coordinatarl. Similarly, coordinatorll  and10 the expected distance is 5. Therefaresends the



packet to its neighbar2 which shortcuts the tree. Finally, the source, in order to ensure that paths do not converge
coordinatorl 2 detects that the destinatidd is one of its  too early.
neighbors, and sends the packet directly to it. In this subsection, we first present an optimal algo-
rithm to select paths. This algorithm requires a global
knowledge of the topology, is centralized and needs high
computational resources, which makes it unrealistic in
In [11], Bein proposes a centralized approach where 3 real deployment. Then, we present a distributed algo-
pathS are built from the source to the destination. Eachthm which 0n|y requires a local know|edge. Fina”y, we
path goes through several pivots, but the distance betwegiympare the behavior of the optimal algorithm with the
pivots is limited by a threshold. This algorithm requirespehavior of our distributed algorithm, in order to validate
a global knowledge of the network. Our paper proposes set of rules.
a distributed pivot routing protocol. We focus on the case 1) ILP formulation: In this part, we propose to find an

where k = 1, but the choice of pivots is not limited qnimal set of paths. Notice that we are not referring to
to the neighborhood of the source. In [12], the authorg, ot nodes here, as pivot nodes are only used in PiRAT
propose a pivot routing protocol which aims to reducey, gnproximate the optimal paths. In order to find the
the control message overhead and extend the netwog,iima set of paths, we propose an integer linear program
lifetime. Pivot nodes are determined in the following Way. (Lp) formulation which computes a set of paths, one per
The sink propagates a query and selects candidate nodggrce, such that each path is short and shares a small
as pivots based on the distance (for instance). A node igymper of links with other paths. The trade-off between

candidate if its distance from the sink (or from a previousy,¢ lengths of the paths and the maximum number of links
pivot) exceeds a threshold. Each node maintains a retuid5red is given by a parameier

path to the previous pivot (or sink). In addition, several
paths can be maintained between pivots. In our approacge
we use only one pivot per path. Our objective is to selecgld
pivots so that paths from sources to destinations do nata
overlap and do not cause congestion.

C. Pivot routing

The constants of our ILP are the followiny. repre-

nts the nodes of the network, ahidk represents the
jacency matrix of the network. The cardinal ¥df is
noted byV|. S C V is a set of sources, antc V is a
destination. The cardinal ¢f is denoted byS|. o € [0; 1]
corresponds to the trade-off between the lengths of the
I1l. DESCRIPTION OFPIRAT paths and the number of paths overlapping on the same

PIRAT (pivot routing for alarm transmissions) has been!"K- _ _
proposed in [5] as a routing protocol based on pivot The variables we use are the followingjs, z,y] de-
nodes for alarm transmissions. It can be applied to anin€s whether the link(z,y) is used by the path from
type of high-priority traffic generated in a local area.s t0 d or not.overlaplz,y] counts the number of paths
It works as follows. Initially, each potential source of that use the linkz,y). mazOverlap, referred to asno
the network identifies a pivot node for each possiblgh the following, corresponds to the maximum number of
destination. Instead of sending alarm messages directRaths sharing the same link. Finallyy, y| is a temporary
to the destination, PiRAT forwards messages to the pivopinary variable used to computgo.
first, which forwards it in turn to the destination. The role  The objective function and constraints of our ILP are
of pivot nodes is to distribute the traffic load on severaldiven on Figure 2.
nodes, rather than overloading the shortest path betweenIn the objective function of our ILP, we weight the
the sources (generally localized in a small area) and theaximum number of shared links ky € [0;1], and the
destination and causing congestion. PiRAT improves théotal lengths of the paths bly— a. The first constraint of
shortcut routing algorithm by using diversity in routing the ILP states that the paths can only use links that are
and decreasing the congested areas in the network.  in the network. Then, we define three constraints in order
PiRAT aims to reduce the congestion induced by alarnio ensure thap represents the set ¢f| paths, from each
traffic in a wireless sensor network. It provides multi-pathnode ofS' to the destinationl. The fifth constraint com-
routing to the destination. Therefore, a larger number oputes the number of paths that are overlapping on a given
nodes participates in routing packets. Thus, the load i#nk (z,y). The three last constraints are used to model the
balanced among the nodes of the network. non-convex functionmo = max;ev,yev overlap(z,y],
using convex functions. The sixth constraint ensures that
mo is greater than or equal to eveoyerlap|x,y]. The
seventh and the eighth constraints ensures sthatdoes
The performance of PIiRAT is tightly related to the not exceed the maximurwverlap[z,y]. Indeed, notice
selection of pivot nodes. Pivot nodes should not be on théhat as there are onls| paths,overlaplz, y] < |S|. Also
shortest path from the source to the destination, otherwiseotice that only oné[z, y] is equal to0 (due to the eighth
PIiRAT would behave as the shortcut protocol. Howeverconstraint). For all the pair&e, y) such thatt[xz, y] = 1,
pivot nodes should not be too far away from the shortesthe ninth constraint becomeso < overlap(z,y] + |S|.
path, as this would increase the number of hops foFor the single pair(xg,yo) such thatt[zo,yo] = O,
packets. Moreover, pivot nodes should not be too close tthe ninth constraint becomeso < overlap|zg, yo]. In

A. Pivot selection



minimize mo - a + 3¢5 sevyev P[s: 2,9 - (1 —a) available routing diversity and increases congestion.

such that The distance used in the previous conditions should ide-
VseS\Vx eV, Wy eV, ally be the physical distance between nodes. However, as
pls, ,y] < link[z, y] (1) nodes have no knowledge of their geographical positions,
we propose to consider the number of hops according
Vs €5, to the shortcut tree routing as our distance. This metric
dyevpls; syl =1 ) is better than the number of hops computed according
to the hierarchical tree routing, as it is based on the
Vs e s, environment (through the neighbor tables) rather than on
drevpls,zd =1 3) the tree topology only.
Once a source has determined a set of possible pivot
Vs € S,Vx € V\{d}, vy € V\{d}, nodes, it randomly chooses one of them. Then, packets
pls, 2,9l < X evmy Pls w52l () are routed through this pivot.
The pivot selection protocol is the following. First, we
VeeV,Vy eV, assume that the nodes located in the potential alarm areas
overlaplz,y] = > s pls, 7, y] (5) know in advance that they are potential sources. Thus,
they initiate a pivot discovery phase by broadcasting a
Ve eV.Vy eV, pivot discovery message (PDM). This message contains
mo > overlap(z, y| (6) the distance between the sourcand the destinatiod

(computed according to the shortcut tree routing). When
a noden receives a PDM, it verifies that all the three

Y eevyev tr,yl = [V[*-1 (7) following conditions hold:
e d(s,n) > d(n,d),
VeeV,Vy eV, o d(s,n) + d(n,d) > d(s,d) + €1, wheree; is a
mo — t[z,y] - |S| < overlaplz,y] (8) threshold chosen according to the network size,
Figure 2. Integer linear program for the computation of path « the number of neighbors of is greater than a

thresholdes.

All the nodes that satisfy the three conditions are candi-
other words,mo > overlaplz,y| for all (z,y) (due to  dates for the pivot selection. Each candidate sends a pivot
the sixth constraint), and there existsy, yo) such that notification message (PNM) to the source to inform it that
mo < overlap|zo, yo|. This corresponds to the modeling it is a potential pivot. Once the source has received a given
of the maximum of a set of variables. number of PNM, or has waited for a given time duration,

2) Heuristic for pivot selectionin practice, it is not it chooses randomly one of them to be its dedicated pivot.
realistic to find the optimal set of paths from sourcesif no pivot nodes are found, a new PDM is broadcasted
to the destination using the ILP formulation. Moreover,with smaller thresholds; and ;. Notice that setting
the optimal formulation makes assumptions about the, = 0 ande; = 0 ensures PIRAT finds pivots on the
network and the nodes that are not realistic. This isshortest path from the source to the destination.
why we propose here an heuristic approach based on a3) Validation of the heuristicWe have described three
distributed algorithm that only requires a local knowledge ways of computing paths. The first way is to use the

We propose to select the pivots in a large area irshortcut algorithm. The second way follows from our ILP
order to avoid the convergence of paths and thus balanggrmulation. The third way is our pivot-based heuristic. In
the load of the traffic in the network. A sensor nodethis part, we compare the solutions found by these three
is considered as a pivot when it satisfies the followingapproaches.

criteria: We generated a small netwdrkf 36 nodes deployed
1) it is closer to the sink than to the source, according to a grid of 60m60m. The PAN was located at
2) itis not located on the shortest path from the sourcéhe center of the network. The communication range was
to the destination, set to 23 m. The destination was chosen at the top right-
3) it is not located on areas of the network that havehand corner of the network. We generated ten independent
a low density. events, each of them having a range of 13 meters. All

The first condition states that the pivot is closer to the€ nodes in range of the event are sources. In our
destination than to the source. This is required to pusfXPeriments, we had between two and three sources for

the path convergence as far away as possible from thgach event. The heuristic had the following parameters:

source. The second condition states that the path via the = 1| and EQ = 3.h | h of paths f
pivot does not follow the shortest path from the source 1aple I shows the average length of paths from source

to the destination, which is the most congested area. TH@ destination, and the average number of overlapped links
third condition is needed as nodes in low-density arealetween paths, for the three algorithms. It can be seen that

(usu_a”y OI’? the boundaries of the netW_Ork) have less 1As we decided to obtain optimal solutions using a non-patyiad
routing options than the other nodes, which reduces theéme algorithm, we decided to use a small-sized network.




the shortcut algorithm produces paths 45% longer than thé (from a topological point of view), and use them as
ILP, on average. This is because the shortcut algorithm hgsivots. For instance, on the example shown on Figure 1,
only a local knowledge of the network links. Our heuristicit is possible to infer the existence of nod&sl, 2 and
produces paths longer than the shortcut algorithm, a6 from the knowledge of the addre§s Similarly, it is
pivots are introduced. However, with our choice of a smallpossible to infer the existence of nodésl, 11 and 12
value forey, the paths produced by our heuristic are onlyfrom the knowledge of address.

21% longer than those produced by the shortcut algo- We implemented our mechanism and simulated it on
rithm, on average. The average number of the overlappaghiform topologies, as we varied the number of nodes
links is 1 for the ILP: for each set of sources, the ILP wasfrom 25 to 100. We setup three random sources and
always able to find disjoint paths to the destination. Thiscomputed the total number of PDMs and PNMs sent for
is mainly due to our limited number of sources (whicha single destination. We averaged our results over 100
was at most three), but this small number of sources isimulations. Results are shown on Figure 3. We notice
realistic for our topology. On the other hand, the average¢hat the number of PDMs and PNMs increases with
number of paths with overlapped links of shortcut wasthe network size. This is due to the fact that, in large
2.5. In fifty percent of the cases, the three paths weraetworks, the number of nodes participating to the pivot
overlapping. In the other fifty percent of the cases, onlydiscovery mechanism increases. However, the number of
two paths have overlapped links. This happened when theessages does not grow too fast. On a network of 100
sources were close to the destination. With the shortcutodes, there are only about 200 PDMs for three sources.
algorithm, paths converge quickly. Our heuristic is ablelndeed, potential pivot nodes do not rebroadcast PDMs.
to have an average number of overlapped links of 1.8We also notice that the number of PNMs is lower than the
Overlapping of paths could not be completely avoidednumber of PDMs. PDMs are broadcasted by every node
but it could be greatly reduced compared to the shortcusearching for a pivot, while PNMs simply follow the path
algorithm. from each pivot to the source.

Table |
VALIDATION OF THE PIVOT SELECTION HEURISTIC

200

Algorithm | Average path lengthl Average overlapped links

Shortcut 3.2 25 150 B
ILP 2.2 1

Heuristic 3.9 1.8

100 -

B. Pivot discovery protocol

Our pivot selection algorithm can be implemented
using two types of messages: pivot discovery message
(PDM) and pivot notification message (PNM). PDMs are %% 0 20 50 P 80 90 100 1
sent by each source. Each PDM contains the addresses of Number of nodes
the sources and of the d_estir_1atiod, as pivot nodes CaNn Liore 3. Average number of control messages.
be different for each destination. The PDMs also contain a
sequence number and the parametersafide,) used by
the pivot selection heuristic. Upon receiving the first PDM
for a pair(s, d), a noden determines whether or not it can
be a pivot for pair(s, d). If all the rules matchp sends In this section, we describe the extensive simulations
a PNM back tos as a unicast message. Otherwise, thehat we conducted in order to evaluate PiRAT, when
node rebroadcasts the PDM. Further PDMs for the samall the nodes are active simultaneously. Simulations are
pair (s, d) and with a sequence number that is lower tharcarried out using the network simulator NS2 [13], version
or equal to the one processed are discarded by mode 2.31. We used the existing implementation of the IEEE
The PNM contains the paifs, d) and the address of the 802.15.4 PHY and MAC layers. We used the two ray
pivot p. If the source receives several PNMs for the sameyround propagation model (with default parameters). The
destination, it chooses randomly a pivot among all theransmission power is set to a realistic value of 3.16
candidates. As stated earlier, if a source does not receiy@V, which corresponds to -25 dBm, and the reception
PNMs after a given time, it can broadcast a new PDMthreshold is set to 0.347412 pW (for a radio range of
with a higher sequence number, and with a weaker set 80 m) or 0.195419 pW (for a radio range of 40 m). NS2
parameters. also requires the user to specify a carrier sense threshold.

Itis also possible for the source to select a pivot withoufThe carrier sense threshold could be chosen equal to the
exchanging PNMs and PDMs. This is useful when thereception threshold as the IEEE 802.15.4 throughput is
source was unable to find a pivot after having tried severdimited to only 250 kbps. We decided to limit the size
set of parameters. In this case, the source can deduce fraoh the alarm queue to 5 packets of 34 bytes (at the
the addresses and d a set of nodes that are close to PHY layer), while the queue size for unprioritized packets

50 i

Number of exchanged messages

IV. SIMULATION RESULTS FOR HIGH DUTY CYCLES



can be setup to hold more packets, typically about 1%\. Packet loss

(note that in our simulations, there are no unprioritized Figure 4 and Figure 5 show the mean packet loss as a
packets). Limiting the size of the alarm queue is imposeqnction of the frequency of the alarm transmission rate
by the limited storage capabilities of the WSN devices,ith a radio range of 30 m and 40 m respectively. It is
Moreover, this small size ensures that the delay of alarmgefined as the ratio of the number of packets successfully
packets is kept small. Increasing the alarm queue Sizgcejved by the destination over the number of packets
would increase the delay, while reducing the packet |05§enerated by the source nodes. Thus, the packet loss
rate. ratio takes into account the losses due to collisions or
We compared the PiRAT protocol with the hierarchicalqueue overflows. We notice that the packet loss for all the
tree routing protocol, referred to as tree, and the shortcirotocols increases consistently with the data transaomissi
tree routing protocol, referred to as shortcut. Each simrate. As the hierarchical routing protocol uses long paths,
ulation is performed over one hundred repetitions. Wehe probability of loosing packets is high. It can reach up
displayed the)5% confidence intervals on the fO”OWing to 80% for 30 packets per Second and a radio range of
figures. We considered a simple topology of 100 nodesgo m, and up to 85% for 30 packets per second and a
Uniformly distributed in a 100 m100 m area. NOtice that radio range of 40 m. The shortcut and PiRAT protoco|s
our pivot selection algorithm is suitable for any network are able to achieve lower packet loss rates by shortening
topology. The PAN coordinator is located at the center othe paths from the sources to the destination. They achieve

the area. The network parameters are defined as followgmy 60% packet loss rates for 30 packets per second and
Cm =5, Ry, = 5 andL,, = 5. We varied the radio range poth radio range.

from 30 m to 40 m.

The alarm traffic is produced in the following way. 1
First, we assume that an emergency event occurs at the
bottom left-hand corner of the network. This event is
detected by all the sensors located within a given radius. g
In our simulations, we set the detection radius to 25 m. %
Thus, eight nodes are sources. Notice that the event occurs E
in the network after all the associations are performed and
the pivot selection algorithm is accomplished. There is no
background traffic as we focus on the alarm traffic only.

06

04

02

We assume that the destination is located in the top right-
hand corner. All the nodes of the network participate to
the multi-hop routing process. Finally, we assume that the

h | |
5 10 20 25

15
Data transmission rate (packets per second)

alarm notifications last for 30 seconds and we vary thé&'9ure 4. Average packet loss for a radio range of 30 m.

alarm data rate from 1 packet per second to 30 packets
per second. Alarm notifications are produced periodically
to inform the destination of the evolution of the event in
a real-time manner.

In the following, PiRAT is evaluated and compared to

Packet Loss

0.8

0.6

0.4

T
ree - X--

the existing protocols according to several performance
metrics:

« Packet loss: the packet loss is defined as the ratio
of the number of packets successfully received by
the sink over the number of packets generated by
the source nodes. Thus, the packet loss ratio takes
into account the losses due to collisions or queudigure 5. Average packet loss for a radio range of 40 m.
overflows.

« End-to-end delay: the end-to-end delay is the time
interval between the transmission of a packet byB. End-to-end delay

the source and the reception of the same packet by Figure 6 and Figure 7 show the mean end-to-end delay
the sink. Thus, the end-to-end delay only takes intthetween the generation and the reception of a packet, as
account the packets that are correctly received. 3 function of the frequency of the alarm transmission rate
« Number of hops: the number of hops is defined as thqyith a radio range of 30 m and 40 m respectively. It is
number of intermediate nodes required to forward ajefined as the time interval between the transmission of a
packet from the source to the sink. Only the packetgacket by the source and the reception of the same packet
received by the sink are considered. by the destination. Thus, the end-to-end delay only takes
» Node usage: the node usage indicates how mannto account the packets that are correctly received.
nodes are used in the routing process, and how many For the hierarchical tree routing, the delay increases
times they have to forward packets. quickly and becomes stable after 15 packets per second.

0 m == Al I I I
0 5 10 15 20 25 3
Data transmission rate (packets per second)



This is due to the fact that routes are long and the nUMbeg erace NUMBER OF HOPS FOR THE THREE ROUTING PROTOCOLS

of retransmissions is high (as the packet loss is high, see

Table Il

Aty > Hierarchical tree| shortcut PIRAT
Subsect. IV-A). As the data transmission rate increases, 30 9+05 55+0.92 | 6.5E0.67
the packet loss becomes higher and several packets are 40 9+£05 44407 | 48+0.56

dropped. The packets most likely to be dropped are those
that correspond to long routes. Only packets that follow
short routes enter into account when computing the endyjith the hierarchical tree routing, packets follow average
to-end delay, which reduces the end-to-end delay. paths of 9 hops with ®#5% confidence interval of 0.5
For the shortcut tree routing and PiRAT, the delayindependently from the radio range. Only the association
increases with the data transmission rate. This is mainlyange (which is about 20 m) is taken into account in the
due to the increasing congestion and the necessary rfierarchical tree routing protocol. The shortcut routing
transmissions. However, these two protocols outperforna|gorithm decreases the number of hops since it routes
the hierarchical tree routing. When the alarm transmissiopackets via a short path. We notice an average path length
rate is high, PiRAT has the best behavior in terms of delayof 5.5 hops with a confidence interval of 0.92 for a radio
The end-to-end delay reduction of PIRAT over shortcutange of 30 m and an average path length of 4.4 hops
reaches 28% when the alarm transmission rate reach@gth a confidence interval of 0.7 for a radio range of
30 packets per second, for a radio range of 30 m, ando m. This is due to the fact that as the radio range
40% for a radio range of 40 m. When the radio rangencreases, more neighbors can be used to shortcut the tree.
increases, shortcut and PiRAT have better performancgjith PiRAT, the routes are longer than those used by the
as nodes have more neighbors to route packets to.  shortcut tree routing, but our pivot selection algorithm
ensures that the number of hops does not become too
e large. The average path length for PIRAT consists of 6.5
: 1 hops with a confidence interval of 0.67 for a radio range
of 30 m and of 4.8 hops with a confidence interval of
0.56 for a radio range of 40 m.
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T The node usage metric is the most important metric for

PIiRAT. PiRAT improves the shortcut routing algorithm by
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using diversity in routing and decreasing the congested
areas in the network. With PiRAT, only the area around
the destination is congested (see Figure 8 and Figure 9).
Figure 8 and Figure 9 allow us to compare the traffic on
a uniformly deployed WSN and the participation of the
nodes in the routing process, when the shortcut protocol
and PIiRAT are used. The eight sources are nodes of
{0,1,2,10,11,12,20,21}, located on the bottom left-
hand corner and the destination is n&de located at the
top right-hand corner. Links represent the packets sent
between two nodes. The width of the link indicates the
number of packets being sent through the link. Indeed,
a thick line indicates that the link is used several times
while a thin line indicates that a link is rarely used. Pivot

Data transmission rate (packets per second)

nodes are represented using dashed circles.

Paths followed with the shortcut tree protocol (see
Figure 8) tend to converge to a single path as packets
become closer to the destination. This fact causes conges-
tion along the common path. Moreover, as soon as one
of the nodes of the path drains its energy because it has

Table Il represents the average number of hops praransmitted too many packets, the routes becomes inactive
duced by the hierarchical tree routing, the shortcut routand the network is considered down. On the contrary,
ing, and PIiRAT protocols and th@5% confidence in- paths followed with PIRAT (see Figure 9) present more
tervals when the radius of communication range varydiversity. Indeed, new nodes participate in the routing
between 30 m and 40 m. The number of hops is definegrocess, but the traffic load is reduced for each node.
as the number of intermediate nodes required to forward RIRAT paths avoid the central area in order to reduce
packet from the source to the destination. Only the packetsongestion. The probabilistic feature of PiRAT can be
received by the destination are considered. As expectedeen as each node uses several paths to reach a given
the number of hops does not depend on the network loadlestination (either the pivot node or the sink). While the

Figure 7. Average end-to-end delay for a radio range of 40 m.

C. Number of hops



shortcut tree routing protocol us@$ nodes, PiRAT uses with both protocols. Thus, the area around it is congested.
a total of 42 nodes. Thus, PiRAT doubles the number

of nodes used, and then, it reduces the amount of th&/ |mpPROVEMENT OFPIRAT FOR LOW DUTY CYCLES
transmitted packets per node. This leads to reduce the
overloaded paths and balance the energy consumption Bf
the nodes, which greatly improves the network lifetime. y

In this section, we discuss about the benefits brought
PiRAT when nodes have a low duty cycle. We assume
here that each node is periodically active and inactive.
The activity period of nodes are independent and chosen

@ @& @ 99 randomly at the beginning of the simulation, as in [14].
We assume that each node knows the activity cycle of
e its neighbors, that is, each node can predict when any
. of its neighbors is going to be active or inactive. This
@@ G O G O can be achieved by having each node broadcasting to its
@ & Cor Coe (o neighbors its own activity schedule, initially. An example
with a low duty cycle of 0.5 is shown on Fig. 10, which
® @ G G G G depicts the activity (in solid plain rectangles) and inacti
, ity (in striped rectangles) of three nodes. As it can be seen,
® ® & G O the activity periods of the nodes are independent. For
@ @ (y (s (O instance, the time during which node 1 can communicate
,,,,, with node 2, denoted as<$2, is smaller than the whole
@ G G O activity period of node 1.
oglc, G G O -
| node 1
@ @ @ 6 6 O €] : : _
L : : time
Figure 8. Node usage with the shortcut tree routing protocol — ‘ --
node 2
] R o time
node 3
P < — time
1<3 23 12

Figure 10. In low duty cycles, the activity periods of nodee a
independent (which does not require synchronization).

Based on these assumptions, we adapt the MAC sub-
layer in the following way. When the MAC sublayer
examines a frame in the frame queue, it checks whether
the next hop for this frame is active or not. If it is
active, the MAC sublayer sends the frame to the selected
neighbor. Otherwise, the MAC sublayer examines the next
frame in the queue. The rationale behind this is that the
next hop for the second frame in queue might be different
Figure 9. Node usage with PiRAT protocol. from the next hop of the first frame in queue, and it might

correspond to an active neighbor. If none of the frames

As we can see on Figure 8, the path from the PANof the queue can be forwarded, the MAC sublayer waits
coordinator (node45) to the sink (node99) via the until any next hop becomes active again. This approach
intermediate node$6, 86, and 97 is overloaded. This is a case of cross-layering, which is a commonly used
is due to the fact that all the packets converge to théechnique in WSNs to improve performance [15]-[17].
same path. However, as it can be seen on Figure 9, the When an emergency situation occurs, several messages
nodes used by the shortcut protocol are less solicitedre generated for the same destination. In the case of the
to route packet when PiRAT is used. With PiRAT, newshortcut protocol, when a node has several frames in its
nodes participate in the routing process; the traffic loadjueue, all of these frames have the same next hop. Thus,
is reduced for each node. Indeed, because of the diversitur adaptation of the MAC sublayer has no effect on the
in routing, node45 sends packets to node§ and 75  shortcut protocol. However, for PiRAT, a node might have
and does not use the wireless li(ds — 66). Then, node frames for different pivot nodes in its queue. Instead of
86 receives less packets from more nod&s 68,83,84)  being blocked because the next hop of the first frame is
than on Figure 8. However, since the destination is alwaymactive, the node might be able to send another frame to
the same (nod@9), the destination is always overloaded an active neighbor.




In order to measure the benefits of this improvement, VI. CONCLUSIONS

we evaluated by simulation the average waiting time \yhen a WSN is used for a monitoring application,
before a neighbor becomes active. We varied the numbgfe presence of an emergency situation might be detected
of neighbors, and we activated the nodes independentlyimyitaneously by several sensor nodes within a limited
Each node is activated periodically every 2 seconds, fofagion, which results into high data rate, bursty traffic
50% to 100% of the time. Thus, the duty cycle of nodessharing several links. We described the PiRAT protocol,
varies from 0.5 to 1. With this setup, the sender is alwaygyhich uses pivot nodes in order to avoid the congested
able to be active at the same time as any of its neighborgrea by balancing the load over multiple nodes. PiRAT is
We computed the waiting time before the activation ofaple to compete with the current state-of-the art protocols
the selected neighbor (which is O if both nodes ar§yhen all the nodes are active simultaneously. The per-

active at the same time). Values are averaged over 10,0§frmance improvement brought by PiRAT is maximized

repetitions.

when the energy constraint of the WSN requires that

Figure 11 shows the average waiting time as a functioensor nodes have low duty cycles.

of the duty cycle. As expected, the average waiting time
decreases as the duty cycle of nodes increases. It can be
noticed that this delay is not negligible, as it can reach
0.25 seconds for an duty cycle of 0.5. The main result
depicted on the figure is the gain brought by allowing
a node to consider two or three neighbors, rather tha
only one (as shortcut does). When the duty cycle is 0.5,
considering two neighbors instead of only one reduces
the delay by 68%. Similarly, considering three neighbors[1]
instead of one reduces the delay by 88%.

0.25
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Figure 11. The average waiting time is greatly reduced wiexersl (7]

neighbors are considered.

Reducing the average waiting time is critical for a [8]
routing protocol in a low duty cycle WSN. Indeed, each
node of the path delays the packet by this time (on
average), as each node has to wait for the next hop tqg]
be active. This delay negatively impacts all the packets in
the queue, as packets are usually processed sequentiaﬁly?.]
PIiRAT, however, is less subject to this phenomenon
than other protocols, due to two main reasons: (i) As
PIRAT uses several intermediate pivots, the packets ir[|11]
the queue of a node can have different next hops, and
PIiRAT can thus send one of those packets as soon as tHé
corresponding neighbor becomes active. (i) As PiRAT
balances the load on several links rather than using onl3]
a few links, it can maintain a high throughput even if the[14]
link availability is reduced due to the low duty cycle of
nodes. On the contrary, a protocol which uses few links
requires many packets to be sent on each link. If the IinIﬁS]
availability is reduced, a larger time is required, which
decreases the overall throughput.
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