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Abstract

Most wireless sensor networks are used for monitoring mepowhere some nodes sense the environment
and forward their measurements to an entity called the siddes around the sink tend to have their energy
depleted faster than other nodes in the network, as theythaveurden of forwarding the measurements from
all the nodes. Thus, the current trend in wireless senseranks is to consider networks with several sinks. In
this context, anycast communications are important: eade producing traffic has to send its measurements
to any available sink, generally to the closer one.

In this chapter, we aim at reducing the congestion in the &zhetwork by jointly selecting sinks and routes
from sources to sinks. We show that considering the two problseparately results into low performance.
After proving that the joint sink and route selection prables NP-hard, we propose a mixed integer linear
program in order to obtain optimal solutions. Then, we psapa centralized mechanism that selects sinks and
routes packets with reasonable performance (comparecetoptimal solutions) and control overhead. Our
approach contributes to balance the generated traffic ingheork by considering special nodes called pivots.
Our mechanism is validated by extensive simulations on menetwork topologies. Then, we show how this
mechanism can be distributed, using only a limited knowdedg

1 Introduction

In the past few years, wireless sensor networks (WSNs) hese bsed in several monitoring (He et al., 2004) and
tracking (Juang et al., 2002) applications. WSNs are coegba$ cheap battery-powered devices that are able
to sense the environment, to collect the measurementspaseht the collected data in a hop-to-hop wireless
manner to a data-gathering station, called the sink. THeusnally has a large memory capacity, and sometimes
does not even have energy limitations, contrarily to thessenodes. The sink has several roles: it can store
historical data, analyze the data to detect discrepanciemergency situations, or act as a gateway providing
connectivity with a wired network.

In a typical monitoring application (such as in forest moriitg), a WSN is deployed over a large area.
Sensor nodes sense the environment periodically and rdmartmeasurements to one sink. High contention is
likely to occur around the sink, as it is where the paths frachesource converge. In such a scenario, the network
might experience high latency and high packet loss rate;iwmisinot acceptable in an emergency scenario. Thus,
it is very important to design communication protocols tbah reduce the latency and the loss rate. Addition-
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ally, high loss rate might yield to a large number of retraissions, which causes congestion. Minimizing the
congestion is therefore an important issue.

As the traffic converges to the sink, nodes close to the sinkwme their energy faster than farther nodes. If
the nodes close to the sink have their energy depleted rtkéssiot able to receive any data and gets disconnected
from the network. A solution to this problem is to deploy sedeinks. When the traffic is balanced among several
sinks, the network lifetime can be significantly increased.

The paradigm of anycast communications, also termed asmary communications, becomes very im-
portant in a network with multiple sinks: when a sensor noadglpces data, it has to send them to any available
sink. An example of a strategy is to route data to the closekt #Assuming that the sources and the sinks are
uniformly distributed in the network, this is expected tdamee the energy consumption. Another example of a
sink selection strategy is to choose for each source a rasdtn

In this chapter, we focus on optimizing the selection of timks by considering them jointly with the
routes. We propose a mechanism which is able to minimizefarences and to reduce the congestion areas
between the different paths. This mechanism is first desdrés centralized (El Rachkidy et al., 2010), and then
as distributed. Figure 1 shows an example of a topology withdources; ands, and two destinationd; and
d,, according to three sink selection strategies. On partf(#)eofigure, each source is connected to the closest
sink, which generates contention around sipkOn part (b), each source is connected to a different sinkdaro
to balance the sink load. However, some nodes of the netveseken the two pathés;, d;) and(s,,d;), which
yields to contention on the wireless medium around thoseso®n part (c), the two patlis;,d;) and(s,,d;)
are distant from each other. The traffic transmitted on oitle Ipas little impact on the traffic transmitted on the
other path. This third sink selection strategy can only d@ea®d when considering the sink selection and the
routing process simultaneously.
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Figure 1: To minimize interferences and reduce congestion on thesgadim each source to a sink,
sinks and paths have to be considered jointly.

The remainder of this chapter is as follows. In Section 2, escdbe the related work and some existing
sink selection strategies. Section 3 defines the problenmdiinig distant paths for a set of anycast communica-
tions. We prove that this problem is NP-hard, and we propaosiateger linear formulation in order to obtain
optimal solutions. Section 4 gives details on the centdlizersion of our mechanism. Section 5 describes the
simulation environment and settings, and provides the Isitiom results we obtained. Section 6 describes how
the mechanism can be distributed. Finally, we conclude arkin Section 7.
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2 State of the art

In this section, we focus on four main topics related to thiskw the deployment of multiple sinks, the anycast
paradigm where sources can send data to any sink, the usdtgfaths in wireless routing protocols, and some
existing sink selection strategies.

2.1 Multi-sink deployment

Recently, interest is emerging towards deployments witltiptel sinks in order to improve the network life-
time and to ensure a fair delivery of data among sinks (Kim.e2805; Oyman & Ersoy, 2004), where each
sink has identical functional capabilities. Deploying el sinks in the network helps in balancing the traf-
fic among nodes, and the congestion around each sink is mdtice nodes surrounding the sinks are less
overloaded and less used, their energy is less quickly tiblend thus, the network lifetime is extended.
Another advantage of deploying multiple sinks is to imprdke data gathering by reducing the communi-
cation delay from sources to sinks (Chang & Tassiulas, 2@Qifatti et al., 2006) or the total communication
cost (Kalantari & Shayman, 2006). Indeed, a network withnglsi sink might yield to large delays since some
nodes are used by most of the paths, and thus several comdgjekEemight appear in the network. These con-
gested links cause an increase in the loss rate, and retissiens become required. A network with several sinks
allows to build disjoint paths from sources to sinks, andisedcongestion.

2.2 Anycast communications

Anycast is a one-to-any communication paradigm where aceaiammunicates with a single sink, chosen among
a set of possible sinks. It has been shown that the lifetinele WSN can be increased by deploying several sinks,
and accessing them using an anycast protocol (Hu et al.,, Z0@%pvilojanapong et al., 2005). Indeed, anycast
communications can lead to significant energy savings inpeoison to traditional protocols (such as Direct
Diffusion (Intanagonwiwat et al., 2003)), improve the netlw scalability, and handle moderate sink mobility.
In (Kim et al., 2008), the authors showed that anycast fodimgr schemes can substantially reduce the one-hop
delay over traditional schemes, especially when nodes are dedsgloyed, as is the case for many WSN
applications. However, the reduction in the one-hop delay not necessarily lead to a reduction in the expected
end-to-end delay experienced by a packet, because thedirdidate node that wakes up may not have a small
end-to-end delay to the sink.

2.3 Multipath routing

Multipath routing is a feature that enables a source to senllgis to a destination through multiple paths at the
same time. The main advantage of this feature is to impravediability of the packet delivery: even if one path
becomes blocked or delayed due to a node failure for insfaimeelestination is still able to receive packets from
the source as long as at least one path is active. Using mithitgdso helps balancing the energy consumption
among the nodes of the network, and therefore extends retifigirme. Most of the multipath routing protocols
are based on classic on-demand single path routing methMadsé & Das, 2001; Lee & Gerla, 2001).

Disjoint multipath routing methods try to determine disjopaths,i.e., paths that do not have nodes or
links in common. As stated in (Pearlman et al., 2000), usiisgpuht multipaths does not remove the poten-
tial for collisions, and may therefore result into large ketcloss rates and reduced data transmission perfor-
mance. The main reason is that wireless transmissions nmtgrfere communications between distant nodes.

1The one-hop delay is defined as the time required to transatattd a neighbor. If neighbors have their own sleeping adeed
a sender might have to wait for a neighbor to wake up befordisgrit a packet.
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In (Saha et al., 2003), the authors aim to find zone-disjomitipaths using directional antennas. A promising
approach is described in (Wang et al., 2009), where authhopped an energy efficient and collision aware dis-
joint multipath routing algorithm. The flooding requireddetermine such paths is limited to nodes close to the
main discovered route.

In this chapter, we do not use multipath to route traffic frosoarce to a sink. We rather aim to determine
a collection of paths (one per source-sink pair) that aredigrom each other. However, as shown in Section 3,
the problems of finding two disjoint multipaths between ooerse-sink pair, or two disjoint paths between two
source-sink pairs, are closely related.

In (El Rachkidy et al., 2009), we proposed a probabilisticgative routing protocol based on pivots and
called PIRAT. When an emergency situation occurs, seveadgaphically close sensors might produce alarm
messages that have to be forwarded to a sink. The paths &alby all the alarms might become congested and
several alarm packets might be dropped. By selecting ralyddistant pivot nodes for each source, PiRAT is
able to reduce the congested areas and to improve the nepedidemance in terms of delay and packet loss.
This use of multipaths allows diversity in routing and awabngested areas in the network, which contributes
to balance the traffic load and the energy consumption betwedes. Figure 2 shows the usage of links in
PIiRAT. The sources are the nine nodes at the bottom left-bantkr, and the destination is at the top right-
hand corner. The pivot nodes selected by the sources amnedadfogray. It can be noticed that routes from the
sources to the sinks avoid the central area in order to recluogestion (the shortest path uses the central area).
The probabilistic nature of PIRAT can be seen as each nodeseseral paths to reach a given destination (the
destination being either the pivot node or the sink). Altjoseveral nodes are involved in the routing process,
the amount of transmitted packet per node is small. Thissléadeduce the overloaded paths and balance the
energy consumption of the nodes. This phenomenon greatisowves the network lifetime. However, PiRAT is
not able to reduce the congestion around the sink.

2.4 Existing sink selection strategies

In the random sink selection strategy (RSSS), sinks areoratydchosen (Shukla & Menghanathan, 2005) by the
sources. Packets are routed using the shortest path frdmseacce to its selected sink. Generally, this strategy
does not perform well in terms of delay and packet loss, agestion might occur in several areas of the network.
Congestion also increases the delay due to retransmisséns.

Figure 3 shows an example of RSSS on a grid network with thoeeces(s;,s;,s3) and three sinks
(d1,dy,ds). For each source, a random sink is associated. It can beeddliat the three paths are not distant, and
some paths even intersect, which yields to a large congastedn the network. This congested area negatively
impacts the network performance in terms of loss rate and@d delay.

In the closest sink selection strategy (CSSS), each soaiomanected to its closest sink (Luo et al., 2008),
in terms of geographical distance or, more generally, hamtoNith this strategy, several sources can have the
same sink. Thus, the area around such sinks might be codgésaeing nodes in these areas to deplete their
energy faster than the other nodes in the network, and adswirgg the performance due to congestion.

Figure 4 shows an example of CSSS on the same graph. With @&a8lssource chooses its closest sink.
In this example, all the sources choose as destinationdsinKhis strategy yields to a congestion area around
d;. Note that when an event occurs, it is frequent that severates located in a limited region start producing
packets, and thus choose the same sink.
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Figure 2: Link usage with the PiRAT protocol (El Rachkidy et al., 2009)
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Figure 4: CSSS might cause congestion when several sources arealibgesame sink.

3 Mathematical model

In this section, we study the problem of determining a sinkefach source. We also study the related problem
of finding a path from each source to its assigned sink, sotltigapaths from all the sources are distant from
each other. We focus on providing a formal description ofghmk selection and routing strategy for anycast
communications.

Let us consider a set of sensdfsforming a wireless sensor netwotk= (V,E). E is defined in the
following way: if x andy can communicate directly with each other, we h@ug) € E and(y,x) € E. LetSCV
denote a set of sources, aDd- V denote a set of sinks. Let us denotehgy, y) the hop count, and bgi(x,y)
the distance, betweetandy. The minimum hop count between two pathsand p,, denoted byh(ps, p2), can
be defined as:

h(py, p2) = _min _h(x,y).

XE P1,YE P2

A similar definition can be given for the minimum distard{g,, p,) between two pathp; and p,.

Definition 1 The sink selection problem for anycast wireless commuitgtonsists in finding for each source
§ € S a destination d;) € D.

Definition 2 The routing problem for anycast wireless communicatiomssis in finding, for each pais, d;),
where g€ S and g€ D, a path pthat connects;do d.

Definition 3 The sink selection and routing problem for anycast wiret@samunications (SSRPAW) consists in
associating a destinationg, to each source;sand in finding a set of pathigy; } that connects each sourcesS
to its sink d ;) € D, such that lip;,, pi,) > & for any i # i> and for a giverd > 0.

The rationale behind the SSRPAW problem is to find a sink sielestrategy (characterized by the function
f) and a routing strategy (characterized by the choice ofpgph) that ensures that paths are distant enough
from each other to avoid contention in the medium. In thisrdiédin, the number of hops between two different
paths is at least.  depends on the propagation conditions. In a dense netwtekférence is often negligible
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after two hops, and thud is often 2. A more accurate definition would use minimum diseabetween paths
rather than minimum hops between paths, but the informatiothe actual distance between paths is usually
difficult to obtain.

In the remainder of this section, we study the decision goldssociated to SSRPAVE., the problem of
determining if there exists a set of paths such that the mimrhop count between the paths of this set is greater
thand. We show that this decision problem is NP-complete. Thenpmpose an integer linear program that
allows to find paths that are distant.

3.1 Proof of the NP-completeness

In order to prove that SSRPAW is NP-complete, let us first @edisimilar problem.

Definition 4 The set-to-set disjoint path problem takes as input a graph(@, E), a set S of k sources and a set
D of k destinations. It consists in determining if there amktually node-disjoint pathép; }, such that eachp
is a path from sto d;, for 1 <i <k and j a permutation of1,...,k}. Two mutually node-disjoint paths have no
node in common, except for the source and the destination.

Theorem 1 The set-to-set disjoint path problem is NP-complete ((Réng et al., 1994). It is similar to the
node-to-node disjoint path problem.

Theorem 2 SSRPAW is NP-complete for aby

Proof 1 The proof of the NP-completeness of SSRPAW fodan@ is by reduction to the set-to-set disjoint path
problem. We show in the following that if one is able to solIB&BAW on a specific graghin polynomial time,
one has solved the set-to-set disjoint path problem in amgégeaph G in polynomial time (which is unlikely,
unless P= NP). B

Let G= (V,E) be an arbitrary general graph. The construction®= (\7, E_) is the following. Each node
neV is also a node d¥ . Each edge e- (x,y) € E becomes a path @fedges irE, connectingx V toye V.

Let us now assume that SSRPAW can be solved in polynomiantiitie graphG. This means that there
are |§| = k paths{p;} in G, for 1 <i <k, such that each patf; connects a sourcg & S to a sink ¢ € D.
Moreover, for anyi # iz, hg(pi,, pi,) > 8, by definition of SSRPAW. By constructiorGfeach pathp in G can
be translated into a path p in G. Thus, we have k pdih$ in G such that each path; ponnects a source s S
to a sink d, € D. These paths are such thag(pi,, pi,) = hg(pi,, pi,) /0 > 8/8 = 1, which means that they are
node disjoint. Thus, we have solved the set-to-set digpaitit problem between S and D in polynomial time,
which completes the proof.

3.2 ILP formulation

The goal of this subsection is to compute optimal solutionatbinteger linear program. This program takes as
input the following parameters: a set of nodésa set of sourceS C V, a set of sink® C V, a set of binary
variabless,, representing the edges, and a set of variaist$x, y) representing the distances (in hop count or in
meters) between nodes. The objective of the integer linesgram is to find a set of pat{$s}, one per source
s € Sand to any sinkds in D, such that the paths are distant from each other and thaw#gralblength of paths
is small. Each path is defined as a set of binary variaplésy), such thatps(x,y) is equal to 1 if pattps uses
edge(x,y), and 0 otherwise. The objective function and the ILP arergive Table 1.

The objective function uses a parametéw combine the minimization of the total length of the patihw
the maximization of the average distance between the patisputed using the variable callgep).

Equation (1) states that each path has to use edges thattheegraph. Equation (2) forces every sousce
to be the start of patps. Similarly, Equation (3) forces every pagly to end in a destinatiod € D. Equation (4)
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minimize y(ZSX/ psxy> y)( > g{}gap(sl,sz)>
yE $1€S5,eS\{s;

suchthat'se SxeV,yeV Ps(X,Y) < €y

¥seS ps(s.y) — Ps(y.5)) = 1

Vse S }D (Ps(%,Y) = ps(¥;X)) = —1
y€E

Vse SxeV\D\{s} Z/( Ps(X,Y) — Ps(¥; X)) =0
Vs € S5 €S\{s},WxeV,vyeV ’

gap(s.,s) < dist(x,y) + #D.(1 — Z/psl(X,Xp)) + #D.(1 —

Ps,(¥:Yp))
Yp€

Vs €S s € S\{s},WXeV,WyeV

gap(s,s) < dist(x,y) + #D.(1 — EVpsl(xp,x)) + #D.(1 —

XpE€

Ps(Yp:Y))
Vs € S € S\{s1} ép;p(sm ;; dist(x,y). prod, s, (x,y))
Vs1 €S € S\{s1} ;Gw()
Vs € S € S\{s1},xeV Og,s,(X) < y; path, (x,y)
Vs € S € S\{s1} Bss(Y) =1
Vs €S €S\{si},yeVv ﬁl,sg(y) < EZ/ paths,(y,2)

Vs €S s € S\{s},WxeV,WyeV

prods, s, (X,y) < s, ,(X)
Vs €S s € S\{s},WxeV,vWyeV

prods, s, (X,Y) < Bs.s(Y)
Vs € S5 € S\{s},WxeV,vyeV

1— s 5(X) = Bs.5(Y) + Prods, s, (x,y) > 0

Table 1: Integer linear constraints.

(1)
()

®3)
(4)

(5)

(6)

(7)
(8)
(9)
(10)
(11)

(12)
(13)

(14)
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ensures that for every noden a pathps, the number of edges arriving ¥on ps is equal to the number of edges
leavingx on ps (apart from the sourceand the destination gd).

Variablegap(s;, s;) denotes the distance between the two pgthand ps,, which is defined as the mini-
mum distance between two nodes ps, andy € ps,. Equations (5) and (6) state thgap(s;,s;) is lower than or
equal to the distance between two nodesps, andy € ps,, where /D is the diameter of the graph. Note that if
X ¢ ps, (Orify¢ ps,), the right-hand part of the equation becomes larger tlizre#id the variablgap(s;,s;) is
thus unconstrained for this(or y). Equations (7) to (14) state that there exists a paly) such thak € ps, and
Y € ps,, and such thagap(s;,s;) > dist(x,y). Sincegap(si,s,) is lower than or equal to any distance between the
two paths, and sincgap(s;,s,) is greater than or equal to one distance between the two,Eths,;, s,) is the
minimum distance between the two paths. The fact that the(xaj) exists is determined by the fact they g, is
equal to one for a singbe and thaBs, s, is equal to one for a single Indeed, for every paifs;, s;), there is only
onex and oney such thatis, 5,(X) = 1 andfs, 5,(y) = 1, according to Equations (8) and (10). Equations (9) and
(11) ensure that € ps, and thaty € ps,. Finally, Equation (7) states thgap(s;, ;) > dist(x,y) for thisx and for
thisy, that isgap(sy,S2) > Yxev Yyev (dist(X,Y).0s s, (X).Bs.s,(¥)). Equations (12) to (14) allow us to write the
non-linear producprods, ,(X,y) = Qs s,(X).Bs, s, (Y) as a set of linear equations. When combining Equations (7)
to (14) with Equations (5) and (63ap(s1,s) contains the minimum distance between the two pathand ps,.

4 Centralized mechanism for joint sink and route selection

This section describes in details the mechanism we propaseler to reduce the congestion in the network, and
especially around the sinks. Our mechanism is called S&ifoultaneous Sink Selection Strategy (El Rachkidy et @l1C
S4 is a centralized approach combining a sink selectiotegtyavith a routing mechanism. S4 uses a greedy al-
gorithm in order to select sinks and to compute paths: eaatteas considered sequentially. For each source, a
sink and an intermediate node, called the pivot, are sele&ackets are forwarded from the source to the pivot
first, and from the pivot to the sink. The goal is to make pathdigjoint as possible with few modifications to
the routing protocol.

The sink and pivot selection is as follows. When considedrspurces, S4 considers all the nodes as
potential pivots and all the sinks as potential destinatidfor each potential pivatand potential destinatioah,
S4 determines the hop cou(s, X) betweers andx, and the hop court(x, d) betweerx andd. S4 also computes
the pathp(s,x,d) from sto d via x. S4 chooses for sourcgthe pivotx' that minimizes the number of nodes in
common betweep(s,X,d) and?. If there are several such paths, S4 chooses the one thatizésithe number
of hops inp(s,X,d). Finally, if there are still several such paths, S4 choosesal them arbitrarily. The aim of
S4 is to reduce the energy consumption since it balancesdffie in the whole network.

In order to operate S4, we consider in this section that tisemecentralized entity which knows the whole
topology and computes paths for all the sources. For eadkesithis entity has to compute the shortest paths
from s to any potential pivot (that is, to any node), and the shogaths from any pivot to any sink. The first
computation require®(n+ m) operations, whera is the number of nodes amd is the number of edges, and
the second requireS(n+ m) too (note that a single computation is performed for all s by assigning an
initial weight of O to all sinks). Then, all the nodes are ddesed as pivots and all the sinks are considered as
destinations. Thus, the overall complexityd¢|S|.(n-+m) + |S.|D|.n?).

Figure 5 shows an example of S4. We consider the same exasf@eRSSS and CSSS (see Figure 3 and
Figure 4). Each source computes the distance to each sinkibg pivot nodes as relag choosegl; as sink
and S4 stores the pafiis;, d;) in 2. Then, the second potential soussehooses to send its datadg s, builds
the pathp(s,, d;) based ornP. s, tries to avoid the nodes that are already in useibgnd verifies if the path to
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d, is distant enough fronp(s;,d;). S4 adds the nodes used pis,,d;) to P. Then,s; tries to find a sink that

is not in use yet and checks if it can sends data to this sinksingunodes that are not stored4hand that are
distant enough from the other existing paths. S4 selectgpirelding to paths that are distant enough in order
to reduce interference between paths and congestion inlibeewetwork. Paths between sources and sinks are
not necessarily shortest paths, but they are distant (vitiepassible).

5 Simulations

This section is divided into two parts. First, we comparedistance between paths computed by S4 with the
distance between paths computed using our ILP and by RSSE%88. This comparison is applied on small

network topologies of 20 nodes (in order for the ILP to findimatl solutions in a reasonable time). Second, we
compare the network performance of S4 with those of RSSS &8B8®n larger topologies.

5.1 Simulations on small topologies

Here, we compare S4 with three strategies: the ILP, RSSS &85CDue to the time required by ILP to find
optimal solutions, we only consider small topology of 20 eedandomly distributed on a 12Q00 square
meters topology. The communication range is set to 30 m. IRemste averaged over 100 repetitionss set to
one eleventh: the gap between paths (in terms of distancepiidered to be ten times more important than the
total distance of the paths.

The metric used for comparison is the average distance betpeths, defined in the following way. Each
strategy produces a set of patAsFor each patlp of the set, the distana(p) to the closest patp’ of the set
is computed. The distance between two pgihsnd p; is equal to the minimum distance between any nodes
X € p; andy € pp. Then, the average distance between paths is the averabe dfstances of all the paths,
Y per dz(p)/card P), where car@P) is the number of paths in sét. Note that if two pathg; and p; have a
node is commong(pz, p2) = 0 and thusds(p;) = 0.

Figure 6 shows the average distance between paths as asfuntthe number of sources, with as many
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sinks as sources, for the four strategies. The distancedsumed in meters. We notice that the maximum average
distance is reached when there are two sources and twoaléstis In this case, the average distance is 8 meters
for ILP, 6 meters for S4, 2 meters for CSSS, and 1.8 meters 88R For small network topologies, when the
number of sources and sinks increases, the distance bepagehdecreases as the paths cannot be distant. We
also notice that paths in S4 are only 25% less distant thabRnRSSS and CSSS both compute paths that are
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Figure 6: Average distance be- Figure 7: Average distance be-
tween paths, with as many sinks tween paths, with three sources.

as sources.

Figure 7 shows the average distance between paths as aofutthe number of sinks, for the four
strategies. The number of sources is constant and set to Botde that the average distance increases with the
number of sinks. This is due to the fact that by increasingitimaber of sinks, the possibilities of having distant
paths increase. As expected, the ILP formulation shows ¢ftefperformance. S4 is able to reach 75% of the
performance of ILP. The maximum average distance is okdaiteen the number of sinks equals to the number
of sources.

5.2 Simulations on large topologies

In this section, we describe the simulations we ran in ordezdmpare S4 with RSSS and CSSS on larger
topologies. We use version 2.31 of the NS-2 simulator. WelbE& 802.15.4 physical and MAC layers with
the non-beacon enabled mode. The propagation model is tialpitistic two ray ground model, with default
parameters. The transmission power is set to a realistieva -25 dBm, which yields a communication range
of about 25 m. The size of the nodes queue is set to 50 packets.

In the simulations, we considered topologies of 100 nodegjaomly distributed on an area of 10000
meter square. All sensors are full function devices withtirgucapabilities. The PAN coordinator is located at
the center of the area. We wait for the network to be fully agged before injecting data packets. Data packets
of 77 bytes (at the physical layer) are generated during 80rets, at a rate varying between 0.5, 1, and 2 packets
per source and per second. The routing protocol used foihtee strategies is AODV(Perkins et al., 2003).
Notice that before AODV can send packets to an unknown daggim, it has to establish a path through reply and
request messages, which introduces deléy order to have consistent results (especially for RS&S8)jlts are
averaged over 100 repetitions.

2A0DV is slightly modified in S4 in order to allow pivot nodes
3For RSSS and CSSS, AODV has to establish paths from eachestmiits assigned destination. For S4, AODV has to establish
paths from each source to its pivot, and from this pivot tosiiné.
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5.2.1 Performance metrics

Our mechanism is evaluated and compared to RSSS and CSS@iagdo the following performance met-
rics: average distance (computed as in 5.1), packet losapted as the number of received packets over
the number of generated packets), and end-to-end delayédedis the time interval between a packet trans-
mission and its reception by the sink). In the following, figsl show the metric performances by considering
100 nodes randomly spread in the network. Similar resulisodtained by considering grid networks of 49
nodes (El Rachkidy et al., 2010).

5.2.2 Average distance between paths

Figure 8 shows the average distance between paths for geedtrategies, as a function of the number of sources,
with a number of sinks equal to the number of sources. Theageedistance reaches a maximum for two
sources: as the number of sources increases, more pathsohbeecomputed, which decreases the average
distance between paths. RSSS computes paths that oftesexttevhich rapidly decreases the average distance.
S4 is able to build paths whose average distance is betweand 20 meters (with our settings), which limits
igterferences among paths, and thus improves overall yeaiace.
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Figure 8: Average distance be- Figure 9: Average distance be-
tween paths, with as many sinks tween paths, with five sources.

as sources.

Figure 9 shows the average distance between paths for & dhmategies, as a function of the number of
sinks, with five sources. None of the strategies are ablerfonpe very well with these settings, as the number
of sinks is smaller than the number of sources. The fact t&8<is able to produce paths that have an average
distance greater than zero means that, on average, one goutof the five) was assigned to its own sink. While
the distance for the four other paths might be zero, the mtistdetween the fifth path (with its own sink) and
the other paths is not zero, which makes the average distert@ero as well. S4 is only able to produce distant
paths when the number of sinks is high enough, and in our vdsm) it is equal to the number of sources.

5.2.3 Packetloss

Figure 10 and Figure 11 show the average packet loss as adioétthe number of sources and sinks, with a
data rate equals to 2 packets per source and per second. W thatt the packet loss for the three strategies
increases consistently with the number of sources, anadses with the number of sinks. When the number of
sources in the network is large, the traffic load is large twbthe medium is overloaded by the generated packets.
Also, paths cannot be as distant as when the number of sogregmll. S4 is able to significantly reduce the
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packet loss compared to RSSS and CSSS, especially wheratieareany sinks. Indeed, S4 aims to build distant
paths by selecting pivots for each source-sink pair, whattributes to balance the traffic between nodes and to
reduce congestion on the medium. When the number of souncksiiaks is small, the use of pivots increases
the length of paths, and S4 exhibits worse performance tle8SRand CSSS. However, for five sources and five
sinks, S4 reduces by approximately 25% the packet loss pildthaf RSSS and 50% the packet loss probability
of CSSS. S4 also outperforms the other two strategies whee #Hire five sources and one sink: S4 reduces by
approximately 46% the packet loss probability of RSSS an8€r five sources and one sink.
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Figure 10: Packet loss rate, with Figure 11: Packet loss rate, with
as many sinks as sources. five sources.

5.2.4 End-to-end delay

Figure 12 shows the average end-to-end delay for the thrategies, as a function of the number of sources,
with a number of sinks equal to the number of sources and withta rate equals to 2 packets per source and
per second. The number of nodes used in the network is 100RE8S, the delay increases with the number
of sources and sinks and becomes stable when there are raoréotlr sources in the network. The delay is
positively affected by the number of sinks (as the averaggdce between a source and a sink decreases) and
negatively affected by the traffic load (as the medium bemoomgested). Surprisingly, it can be noticed that
CSSS induces larger delays than RSSS. This is explainedebfath that CSSS tends to select the same sink
for several close sources, which yields to congested areas@these sinks. RSSS balances the sink usage by
choosing sinks randomly. While CSSS and RSSS have almosathe packet loss (see Figure 10 and Figure 11),
the impact on delay is significant; packets with large detaynaore likely to be dropped in RSSS, which reduces
the average packet loss for this strategy. S4 has the beatibelof the three strategies. This proves that it is
important to consider the sink selection and the route #éskabent jointly. S4 reduces the average end-to-end
delay over CSSS hy 66% and over RSSS by 48%, for five sourcefsvarsinks.

Figure 13 shows the average end-to-end delay for the thmategies, for five sources, as a function of the
number of sinks. For the three strategies, we notice thatdlsy decreases with the number of sinks. With a large
number of sinks, there are less congested areas in the ketarat thus the number of packet retransmissions
decreases (because the packet loss decreases too, seeldigus4 outperforms the two other strategies, even
with one sink: in this case, it reduces the end-to-end defayS5S and RSSS by 70%. This is achieved by
choosing pivots that force the five paths to be distant (exaethe sink where they meet), and thus reducing
interferences among these paths.
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with five sources.

Figure 12: End-to-end delay,
with as many sinks as sources.

5.3 Network performance with a varying data rate

In this subsection, we study the impact of the data rate ométrork. We always consider a network of 100
nodes randomly deployed. We set the number of source as svisieanumber of sinks to three. Then, we study
the behavior of the three strategies (CSSS, RSSS, and 3 iretwork.

Figure 14 shows the average packet loss in terms of the dataliae packet loss increases by increasing
the traffic load in the network. We notice that S4 outperfo@&SS by 60% and RSSS by 33% for a data
transmission rate of 2 packets per source and per second.lsé/@atice that even with small data rate (0.5
packet per source and per second), S4 has the best behadishaws a gain of 65% compared to CSSS and
50% compared to RSSS. Figure 15 shows the average end-tbekydas a function of the data rate for the three
strategies. As the data rate increases, the end-to-engldidaease because the packet loss becomes higher and
several packets are dropped. The packets most likely to dygpdd are those that correspond to long routes.
We also notice that S4 shows a gain of 74% (respectively 6 ¥ipared to CSSS and 60% (respectively 59%)
compared to RSSS for a data rate of 2 (respectively for a d#geequals to 0.5).
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6 Distributed version of S4

In the centralized version of S4, we made the following agsiions. First, the entity that performs the compu-
tation knows the whole topology, in order to compute the péthm any source to any destination via any pivot,
or the hop counts. Second, sources were considered seajlygmyia central entity. Third, the topology is static
and nodes do not fail.

In the following, we describe how the centralized assumnmgtican be removed in order to make S4 a
distributed protocol. The main requirements of the distiell version of S4 are the following. First, a local
computation is performed by every source. Second, eaclesdmows the set of all sinks. Note that no node is
required to know the whole topology.

The hop count between two nodes can be computed using a sigpkdling protocol, or using properties
of hierarchical addresses (such as those used in ZigBe8&gi2008) for example). Similarly, the number
of nodes in common between two paths can be computed by haweagd a first message % and a second
message vix to d. Each node on both paths can send a notification bagk tontaining the path traveled.
With this information,sis then able to count the number of common nodes. Anotheiiplitysis again to use
properties of hierarchical addresses, which allows a romedetermine the path between two nodesndb,
provided that the addressesa&ndb are known and tha has a knowledge of the network parameters (such as
maximum number of child routers per node, maximum numbehdfien per node, and maximum depth). We
assume that hierarchical addresses are used, which akieidsé¢ of additional control messages.

Sources advertise themselves to other neighbor souréeg,alémited flooding protocol. Ignoring sources
that are far away might be suboptimal when considering satel sinks, but generally, it is better to avoid very
long paths, even if they are distant to other paths. Onceceslnow their neighbor sources, they schedule their
pivot and sink selection according to any order (which cgvede on their address, for instance). Once a source
has computed its own pivot and sink, it broadcasts this méiion to all neighbor sources. Then, the next sources
in the order compute their own pivots and sinks, until allsberces have performed this task.

The determination of pivots by a source is achieved by usiimgited flooding (common to each potential
sink). The flooding is restricted to nodes that are close dostiortest path from the source to one of the sink.
Indeed, it is not efficient to consider pivots that are toodary from the shortest path from the source to one
sink.

To summarize, each source sends the three following messageder to compute its pivot and sink.
First, the source identifies neighbor sources by using aifigdimited to the region around the source. Second,
the source identifies potential pivots by using a floodingtkchto the nodes that are close to the shortest path
from the source to one of the sink. Third, the source informesrteighbor sources of its selected pivot and sink
by using a flooding, limited to the region around the source.

When the topology changes, the routing protocol upon whitlis®uilt detects the change and modifies
the routes. Such changes can cause initially distant reaitescome closer or even to overlap. Such overlaps can
reduce the performance of S4. To avoid this problem, it isartgnt for each source to recompute periodically the
set of potential pivots. However, a trade-off has to be madeéen the control overhead caused by determining
pivots, and the performance reduction caused by keepitficieat pivots in case of topology changes.

Additionally, the failure of pivots has a negative impact®#, as packets are routed to pivots before being
routed to the sink. A pivot failure has to be reported to therse by the routing protocol (using notifications
indicating a failure to deliver to the pivot) or by the sinkHieh stops receiving messages from the source). Upon
receiving this report, the source can choose another piwot the set of previously computed potential pivot. If
this set is empty, the source has to initiate another pivigtaien.
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7 Conclusion

In this chapter, we showed that it is important to performmilgi sink selection and route computation in an
anycast, multi-sink deployment. We showed that determgidistant paths from sources to sinks is an NP-
hard problem, and we proposed an integer linear programctiraputes optimal solutions, using the global
knowledge of the topology and heavy processing power. Thenproposed an heuristic called S4 based on
realistic assumptions. S4 is an approach that selectsaimkpivots to provide distant paths between source-sink
pairs, in order to reduce congestion in the network. Sintatesults showed that S4 outperforms the existing
strategies in terms of delay (which is reduced by up to 50%umsgsenarios) and packet loss (which is reduced
by up to 41% in our scenarios). S4 is also shown to producespladth are on average distant from each other. We
conclude this work by proposing a method to distribute S4clwhequires a limited amount of control messages
and a partial vision of the topology.
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