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Abstract—Wireless sensor networks (WSNs) are increasingly a low energy consumption. Our mechanism is to remove
used in order to monitor the environment. It is important to  the synchronization constraint of the IEEE 802.15.4 beacon
ensure that protocols for WSNs are scalable (as WSNs can enabled mode by having devices use independent duty cy-

be composed of hundreds of devices) and energy-efficient (as . . . -
they are designed to operate for years). In this paper, we sho cles. Our approach improves the connectivity as devicels wil

that in synchronized MAC protocols, synchronization requres €ventually (with high probability) share a common activity
a lot of energy, and in unsynchronized MAC protocols, it is period and be able to communicate, even though they are not

difficult for neighbor nodes to communicate together in an synchronized. Similarly, our approach improves the sdkityab
energy-efficient manner (as they are not synchronized). Wese 55 gynchronization is no longer necessary when nodes wake

a mathematical model to quantify the average communication Note that hani b d n ntial
delay for unsynchronized MAC protocols, and to compute the up. Note that our mechanism can be used as an essenta

average probability that this delay is infinite. Then, we prpose building block of a MAC protocol.
a distributed MAC mechanism, based on the beacon-enabled The paper is organized as follows. Section Il gives a detaile
mode of IEEE 802.15.4, without the synchronization mechasm. explanation of the IEEE 802.15.4 standard, which is thesbasi
Our mechanism greatly reduces the probability that the com- ¢ s \york. Section 11l presents how independent duty egcl
munication delay is infinite, allows nodes to communicate wh . s s
their neighbors periodically (but not systematically), ard ensures can improve the _ConneCt'V't_y and_ scalability of the network
that the energy consumption is constant. Finally, we evalua the Section IV describes our simulation results, and shows that
performance of our mechanism by simulation, and conclude tat we are able to achieve a similar energy efficiency as IEEE
it can be integrated into a scalable MAC protocol. 802.15.4. Section V discusses how our proposition can be
implemented as a distributed mechanism. Finally, Sectibn V
summarizes our work.

Wireless sensor networks (WSNs) are composed of cheap
devices that can sense the environment, perform some com- Il. STATE OF THE ART
putations, and communicate together using wireless links.Most energy-efficient MAC protocols are based on a peri-
These advantages allow them to be used to monitor variasttic sequence of activities and inactivities, called dutgle.
environments, such as volcanoes [1], bridges [2], fields [lodes communicate during the activity period, and can sleep
and bird nests [4]. These applications often require a lardearing the inactivity period, which spares energy. ThoseQVA
number of network devices, and they have to run for a longotocols can be divided into two categories, depending on
period (usually, several years). whether they are synchronized or not.

The IEEE 802.15.4 standard [5] has been proposed to )
enable low-power communications in personal area networks Synchronized MAC protocols
including wireless sensor networks. It has two operational The IEEE 802.15.4 protocol [5] in beacon-enabled mode
modes: the non beacon-enabled mode and the beacon-enaleshe of the most common energy-efficient MAC protocols.
mode. In the non beacon-enabled mode, most devices waach full-function device (FFD) sends a beacon regulariy) w
up only when they have data to transmit, and go back #operiod calledBI (for beacon interval). When a reduced-
sleep afterwards. This requires some devices to alwaysimeminction device (RFD) receives a beacon, it starts its #gtiv
awake in order to receive data, which consumes a lot of energgriod for a duration calledD (for superframe duration).
In the beacon-enabled mode, all devices are synchronizeyl: tThe ratio SD/BI defines the duty cycle of the protocol.
all wake up at the same time in order to communicate, aibte that all nodes share the same activity period, as they
go back to sleep at the same time in order to save energse synchronized by the beacon reception. The medium is
However, the synchronization of devices is often difficalt taccessed using the slotted CSMA/CA (carrier-sense mailtipl
achieve, and does not scale well. access with collision avoidance) algorithm.

In this paper, we propose a distributed MAC mechanism In D-MAC [6], nodes are synchronized according to their
for WSNs which aims at improving the connectivity andlepth on a collection tree. When nodes of degthre in a
the scalability of the IEEE 802.15.4 standard, while havingansmission slot, nodes of depth+ 1 are in a reception

I. INTRODUCTION



slot. In Z-MAC [7], a TDMA (time-division multiple access) preamble. WiseMAC [15], RI-MAC [16], ADB [17], PW-
approach is used to synchronize nodes. A slot is assigndd toMAC [18], and EM-MAC [19] focus on a receiver-initiated
nodes in the configuration phase, and is used in case of happroach. In WiseMAC, preambles are used, but their lengths
contention. In case of low contention, all nodes access tisereduced by allowing the sender to wake up before the
channel simultaneously, with a contention access meamanideginning of the activity period of the receiver. In RI-MAtDge
In G-MAC [8], time is divided into three periods: a colleatio receiver initiates the communication. RI-MAC is based om lo
period (where the medium is accessed by CSMA/CA), a peripdwer probing, where the receiver sends a beacon to express
of traffic indication (whose role is to maintain synchroriaa its ability to receive data packets. RI-MAC reduces channel
between nodes) and a distribution period (where the mediwocupation (as it does not require nodes to send preambles),
is accessed by TDMA). All nodes have simultaneous actwitidut generates high energy consumption. The same authors
during the first and the second periods, and non-simultanequoposed the protocol ADB, to provide essentially a broatica
activities during the third period. In S-MAC [9], each nodeservice in RI-MAC protocol. And PW-MAC for reduce the
propagates periodically its time schedule to its neightd®ash listening time of the sender in RI-MAC, by having each node
node adapts its activity to the first schedule it receivesisTh compute its awakening times according to a pseudo-random
nodes can determine when to be active or inactive, dependimgnber generator rather than according to a fixed schedule.
on whether they have to communicate with a given neighb®he drawback of PW-MAC is that sending the beacons before
or not. In [10], the authors show that higher performangeacket transmission generates overhead, and introduegaya d
can be achieved when different wireless personal area nshen listening the channel. As PW-MAC in EM-MAC, a node
works have disjoint activity periods. However, ensuringtth computing its moments of awakening using a pseudo-random
activity periods are disjoint requires synchronizationMC- generator. A node independently decides its wake-up tinde an
LMAC [11] nodes are synchronized but, use multiple channedxchange channel. The wake-up channel is not necessarily
dynamically. MC-LMAC is based on the single-channel protdhe same as the channel for exchanging data. In EM-MAC,
col LMAC [12]. MC-LMAC maximizes throughput of LMAC the sender also knows the parameters of the pseudo-random
by using a plurality of channels for transmission. The dplec  generator and receiver wake-up channel. EM-MAC inherits th
in MC-LMAC is as follows, firstly, nodes try to find time slotsshortcomings of PW-MAC, and more, in EM-MAC, each node
following the rule of LMAC. Second, the nodes that have natvokes twice a pseudo-random generator, hence, generatio
been able to find time slots invite their free neighbors ttefis of additional overhead.
on an agreed channel. The problem with MC-LMAC is that
most of the difficulties of synchronizing all MAC protocols!!l- | MPROVING THE ENERGY EFFICIENCY OF A LOW DUTY
duty cycle synchronous, dynamic scheduling interface ghan CYCLE MAC PROTOCOL
requires the generation of a large number of control messageWe identified two main issues in IEEE 802.15.4. First, when
the non beacon-enabled mode is used, several nodes cannot
sleep and the energy consumption is high. Second, when the
The IEEE 802.15.4 protocol in non beacon-enabled mobdeacon-enabled mode is used, the required synchronization
allows nodes to communicate without requiring a synchrds difficult to achieve for a large number of nodes, and the
nization mechanism. When an RFD has to send data to faet that all nodes share the same activity cycle reduces the
FFD, it simply wakes up and transmits the data. This requirggerformance of the MAC protocol (since they all compete for
however, the FFDs to be active all the time, which cornthe medium at the same time).
sumes energy. The medium is accessed using the non-slottelth the following, we show additional drawbacks of the
CSMA/CA algorithm. Although the non beacon-enabled modsxisting approaches. Even in the case where nodes start thei
allows nodes to have non-simultaneous activities, it cabeo activity at different times (which increases the perforecanf
used in practice due to its energy requirements. the MAC protocol), some nodes might never have a shared
In B-MAC [13], nodes are not synchronized but wakectivity, which is detrimental for the network. We also stud
up periodically for a short duration. When a sender nodbe delay a node has to wait, on average, to meet another node.
has to communicate to a receiver node, the sender node B o
sends a long preamble before its frame (which makes 8: Study of the probability of shared activities
MAC a sender-initiated protocol). When the receiver wakes Let us suppose that nodes have the same beacon interval
up, it detects the preamble and stays active until the ehdt start randomly within the beacon interval. Let us denote
of the preamble and the reception of the frame. While thisy n;, each nodeB1I the duration of the beacon interval, and
approach yields good performance, nodes have to stay awake [0; 1] the duty cycle (that is, each node is active during
frequently in order to receive frames, and therefore thegsne SD = «.BI). Without loss of generality, we can assume that
consumption of B-MAC relies heavily on the traffic. In X-n, starts at the beginning of its beacon interval (in this case,
MAC [14], the same approach as B-MAC is used. Instead finishes its activity atv. BI).
of using a long preamble, each sender sends several smaklirst, we compute the probabilitdy;s;in: thatn; andn,
frames, which allows the receiver to go back to sleep as sdoave disjoint activities. Ifoe > 1/2, Piisjoint = 0 as nodes
as it has received the frame, rather than having to wait fer thre active during more than half of their beacon intervat. Le

B. Not-synchronized MAC protocols



us now consider thate < 1/2. Pusjoint 1S €qual to the Fig. 1, we have:
probability thatn. starts its activity duration aftes; finishes

a.BI a.BI—-1
its own, and that, finishes its activity duration before; di =
; . . 1 = )+ 0
starts its next one. ThuSy;s;joint is the probability that, a?.BI? 312 Z ; I;y
starts injo. BI; BI — «. BI[. This interval always exists since (a.BI + 1)(a.B[ +2)
a < 1/2 yields to a.BI < BI — a.BI. As we assume = 60 BI

that the starting time ofi, is uniformly distributed, we have ) _
Puisjoint = (BI —20.BI)/BI, that is Py joins = 1—2a. For Let d» be the average delay for Case 2. Again, according

instance, whenv = 1/4, Pyisjoint = 1 —1/2 = 1/2. When to Fig. 1, we have:

a = 1/8, Puisjoint = 1 —1/4 = 3/4. When the duty cycle 1 BI-1 y+a.BI-BI
is low, the probability that some nodes never share a common dy = 2B Z < Z 0
activity is high, which is an important drawback of existing : y=BI—a.BI =0
methods. «.BI-1
Second, we compute the probabilfy; that there is a time + Z (BI —x)
whenn nodes are active simultaneously. Recall that all nodes r=y+a.BI-BI
have activity periods starting randomly (except fai). Since (200 — 3).BI? — 3.BI — 2
these activities are independently chosen, we can conifyute = - 60 BI
as The average delay is thus:
Puy =[] P(ni is activg = [[a = o™ g Gitde  (@.BI+1).(4+3.BI - a.BI)
‘ ‘ 2 12a.BI '
For instance, whemx = 1/2 andn = 3, P,; = 1/8. When
a=1/2andn = 4, P,; = 1/16. It can be seen that when the o
number of nodes is large, the probability that all nodes share e
a common activity is very low, which is also an importantPelay (in secongs)
drawback of existing methods. i3

B. Study of the delay before a shared activity

It is important to know the delay before two nodes can
have a shared activity, in addition to knowing that they will
eventually meet. We define the average delay between Wigure 2. Numerical value of the delayas a function ofBI anda.
nodesn; andn, as the average duration between any instant
whenn; is active, and the first instant wheny and n, are Figure 2 shows the delay as a function ofBI anda. It
active. Note that sometimes,; and ny, never meet: these can be noticed that even when the delay is not infinite, the
cases are not taken into account in the average delay, butdeéay is relatively large. It reaches up to 70 s for = 256
probability that this occurs i€y oint- and o = 6.25%.

To compute thg average delay, we examine two casgs Description of our proposition
that are equally likely to occur. Case 1 is whep starts . . o
within [0; a.BI[, and Case 2 is when, starts within[B1 Our proposition can be summarized by the following items:
o.BI; BI[. These two cases are depicted on Fig. 1. Notice allowing nodes to start their activity at a random time
that it is not possible fom, to start at other times, as this ~ Within the beacon interval,

would cause an infinite delay. « forcing nodes to have different beacon intervals while
maintaining a given duty cycle,

noden,. [ noden,. [ « removing the constraint that all the nodes of the network

have to agree on when to send their beacons.

7102 o
05756 Bl (in seconds)

Z, 2, L
noden,, | [ noden,. [l | The f_lrst item ensures thgt all nodes are not always ac-
: tive simultaneously, which improves the performance of the
(Case 1) (Case 2) MAC protocol. The second item ensures that nodes have a

high probability to meet while maintaining the same energy-

efficiency as the beacon-enabled mode. The third item allows

our mechanism to be independent of the number of nodes in
Let d; be the average delay for Case 1. Let us denote bythe network, which enables its integration into a scalabbfoM

the instant within the activity of:; (over which the average protocol. In this way, our proposition benefits from the gyer

is performed), and by the starting time of,. According to efficiency of the beacon-enabled mode (as each node keeps the

Figure 1. Two cases that can occur when two nadesand ne meet.



same duty cycle), without having the drawbacks of a global« the probability that a node is isolated from the other nodes
synchronization (as each node keeps its own time schedule). in range is low (Se&;sjoint),

Figure 3 shows the activities of three nodes as a functions as few nodes are active simultaneously on average,
of time, with a duty cycle of 25% and when nodes start contention access MAC protocols can achieve higher

their activities randomly within the beacon interval. Tosea performance,
the description, we made two simplifying assumptions:eher o there are times when all nodes are active, which enables
are only 8 backoff periods per cycle (that B/ = 8), and to broadcast frames efficiently.

the backoff periods are synchronized for all the nodes. In
general, the number of backoff periods per cycle is much
larger: for a beacon interval @ x 15.36 ms, which is about In order to evaluate the performance of our proposition,
one second, there are 3072 backoff periods of 380each. we ran some simulations using a set of Perl scripts. As a
Backoff periods cannot be synchronized for all the nodesswhbasis for our comparison, we use a model similar to the one
there is no global synchronization, but the desynchroitimat depicted on Fig. 3:BI has a constant value d28 backoff
only impacts one backoff period at most, out of all the batkoperiods, and each node chooses randomly the beginning of its
periods of the beacon interval. Periodically, nodgsandn, activity within the period. Our proposition, depicted orgF4,
share a common activity period (at the end of the activigllocates a randonB?/ to each node, such that eadh is
of n; and at the beginning of the activity af,). However, in within [64; 256] and is a multiple of 4. The activity duration in
the example depicted here; never shares a common activityour case varies for each node, but the duty cycle is constant f
with neithern; nor ns. all nodes. Again, each node chooses randomly the beginning
of its activity within its period. Each simulation lasts ird

noden; ‘ - _ . global periodicity is obtained (which happens after a numbe

IV. SIMULATION RESULTS

B% of backoff periods equal to the least common multiple of all
noden, . [N the BIs). Note that all nodes are in range (that is, they are in
BI the same cell). In the following plots, each point is avethge

-~

noden&l_t_t_t_t_tﬂ_t_t_t_t_t_m_t_t_t_t_t_m_) over 500 repetltlons

BI Figure 5 shows the average probability for all the nodes

of a cell to be active simultaneously, as a function of the

F]igzugs/ 3. é’*ctit\]/ities (;'f t?ree ?Otties %S alfunC_:ir?n gti?e'wduﬁy Iflyco:e number of nodes. We evaluate two duty cycles: 50% and
of 2576, and when activities start randomly within the beagtarval. Node - 5504 and we compare the probability whBd's are constant

n3 never shares a common activity period with nor ns. T .

’ P ? (which is denoted byBI is not random) and whe/s are
. I .different for each node (which is denoted By is random).

Figure 4 shows the activities of three nodes as a functlgra)r a given duty cycle, the probability that all nodes are

of time, for our proposition. Notice that for each node, thective simultaneously decreases with the number of nodes,

. 0 . : -
duty cycle 'S 25/0 (even if the beacon interval is d|ffer(_entgs expected. However, whdg/s are random, the probability
Common activities between two nodes are no longer periodic:

they appear depending on the beacon interval of each node.'lgomUCh higher than whe/s are constant, and decreases

instancep; shares a common activity witt, at the beginning “?eeiggyam;tj?ﬁ ﬁ,f iﬁ?on?ongftl)li)l/i.t Intr?gnciﬁgsyst(;ltjé Tﬂtﬁ“g art
of the first activity period ofn;, and at the end of its third y 9 b y :

i 1 0,
activity period. Nodens shares a common activity with, at For instance, when the duty cycle is equal to 50% and for

the beginning of its first activity period, and a common zitiv four nodes in a cell, the probability that they have a common

: . - >, activity is only 5% (out of active duration of nodes, which
with bothn; andny at the end of its second activity perlod.iS only 50% of the time) wherB/s are the same, while it

node e e . exceeds 40% wheBIs are random.
m I Figure 6 shows the average probability for several nodes

| BI : : .
! in a cell to be active simultaneously, when the total number

”Odemwm of nodes in the cell is seven. For instance, the probabhiay t

—BL . P three nodes (out of seven) are active simultaneously fotty du
nodensl S i > cycle of 50% is about 60% wheR s are constant, and about
Bl 80% whenBIs are random. The probability that six nodes

Figure 4. Activities of three nodes as a function of time,wat duty cycle (Ol(j)t 9f seven) aroe active simultaneously for a duty CyCIeOOf
of 25%, for our proposition. All possibilities of shared isittes (n; andn,, 0% iS about 10% whem s are constant, and about 40%
n1 andng, nz andng, and all three nodes together) happen in this showhen BIs are random. With our proposition, the probability
example. that several nodes are active simultaneously decreasely.slo
) N ) Figure 7 shows the average delay (in backoff periods) as
The main advantages of our proposition are the following; function of the number of nodes in the cell. We compute
« it does not require synchronization, here only the delay until two nodes are active simultangpusl
« the duration of the activity period is never exceeded, without considering the MAC delay required for two active
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) ) Number of nodes in the cell
Number of simultaneously active nodes
Figure 7. Average delay for two nodes in a cell to be activeuttsneously.
Figure 5. Average probability for all nodes in a cell to beiacsimultane- When BI is chosen randomly for each node, the average delay is approx
ously. WhenBI is chosen randomly for each node, the probability that almately twice higher than whei is not random. However, wheBI is
nodes in a cell are active simultaneously at a given timegh hnd decreases chosen randomly, the probability that delays are infiniteeis/ low.
slowly.

1 T T T T I Algorithm 1 presents our protocol. Note that all nodes share
BI I3 pot 53238%“: 28(%’—? the following valuesA is a duration (generally largeRIs are
08+ BI is not random, 25%-%-- | chosen randomly withifiminBI; mazBI], anddutyCycle is
E Bl is random, 25% 1 - the fixed duty cyB(/:Ie forrheﬂ;ch node. We Lssume here that nodes
2 o6k Xl _ start randomly and independently. Initially, each nodeosles
3 X, XN its own BI in [minBI; maxBI] according to our proposition,
= 04l el _ and operates according to thid/. After A backoff periods,
g o . ‘_\\ﬂ """" the node determines whether it has met any neighbor or not.
g 02k x | If it has not, it draws a newB! and starts again. Otherwise,
z it keeps the same value fd@?1.
0 1 ‘2 ‘3 4 5 *6 7 . Algorithm 1 Scalable protocol using independent duty cycles.
Number of simultaneously active nodes Require: A, minBI, maxBI and dutyCycle are global
constants
Figure 6. Average probability for several nodes to be activeultaneously, neighbors < 0

for a total of seven nodes in a cell. Whé#! is chosen randomly for each
node, the probability that several nodes are active simettasly decreases epeat

slowly with the number of active nodes. BI + 4.|randminBI,maxBI)/4|
SD + dutyCycle.BI
repeat
nodes to communicate. The delay is averaged over all pairs of  node is active duringgD backoff periods
nodes, but does not take into account the infinite valuescilot new <number of new neighbors discovered
that the percentage of infinite delays is very high whHgh neighbors < neighbors + new
is not random, and very low wheRBI is random. For a duty node is inactive during3I — SD backoff periods

cycle of 50%, the percentage of infinite delays varies betwee until A backoff periods have passed
0.5% and 1% whem/ is not random, and is always 0% when until neighbors # 0
BI is random (for our 500 repetitions). For a duty cycle of while true do
25%, the percentage of infinite delays varies between 50% and node is active duringgD backoff periods
51% whenBI is not random (which is very high), and varies node is inactive during3/ — SD backoff periods
between 1.5% and 2% wheRI is random (which is very  end while
low). When BI is constant and the duty cycle is low, a largé
number of delays are infinite and are therefore omitted fromyynen the first node joins the network, it keeps changing its
the computation. Whei3/s are random, the delay is higherpy a5 it does not meet any neighbor. When the second node
on average but only a small percentage of infinite delays gggns the network, it is very likely that it will eventually eet
omitted. the first (according to the results shown on Fig. 5). Even if it
does not meet the first node with the curréht, the second
node will eventually draw a ne# /. The process continues in

In this section, we describe how to build a distributed arttie same way for all nodes. The probability that two disjoint
scalable protocol from our proposition. networks are created in the same cell is very low, as it would

V. IMPLEMENTATION AS A DISTRIBUTED PROTOCOL



require all the nodes of a sé¥; to have disjoint activities [14] M. Buettner, V. Y. Gary, E. Anderson, and R. Han, “X-MA®: short
with all the nodes of a sev,.

Our protocol is scalable and distributed, as it does nQk;

preamble MAC protocol for duty-cycled wireless sensor meks,” in
ACM SensysBoulder, Colorado, USA, November 2006.
A. El-Hoiydil, J.-D. Decotigniel, and J. Hernandez, #%&MAC: An ultra

require any knowledge about other nodes, or a large overhead low power MAC protocol for multi-hop wireless sensor netkat in

in terms of control messages. However, its convergence can
be slow, depending on the value 4f and on the number of ;¢

nodes in range.

In WSNSs, it is difficult to synchronize many nodes in
an energy-efficient manner. Without synchronization, MAC

VI. CONCLUSION

protocols often require some nodes to remain active (whi
consumes energy) or to have disjoint activities (which iidsb

common activities (with a high probability) while having

an energy consumption similar to the one of synchronized
MAC protocols, but without the synchronization overhead.
Our simulation results show that our mechanism achieves
good performance in terms of percentage of shared actvitie
On average, the delay for our mechanism is larger than the
delay of other protocols, but our mechanism has a very

low probability of having infinite delays, contrarily to ath

protocols. Finally, our mechanism can be used as an edsentia

building block of a MAC protocol.
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