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ABSTRACT 
Reverberation has always been considered of primary importance in order to improve the realism, externalisation 
and immersiveness of binaurally spatialised sounds. Different techniques exist for implementing reverberation in 
a binaural context, each with a different level of computational complexity and spatial accuracy. A perceptual 
study has been performed in order to compare between the realism and localization accuracy achieved using 5 
different binaural reverberation techniques. These included multichannel Ambisonic-based, stereo and mono 
reverberation methods. A custom web-based application has been developed implementing the testing 
procedures, and allowing participants to take the test remotely. Initial results with 54 participants show that no 
major difference in terms of perceived level of realism and spatialisation accuracy could be found between four 
of the five proposed reverberation methods, suggesting that a high level of complexity in the reverberation 
process does not always correspond to improved perceptual attributes. 

1 Introduction 
Reverberation has always been considered of 
primary importance in order to improve the realism, 
externalisation and immersiveness of binaurally 
spatialised sounds. Different techniques exist for 
implementing reverberation in a binaural context.  

Room reverberation plays a major role in auditory 
space reproduction, increasing distance perception 
[1, 2], externalisation [3, 4, 5, 6], and localisation 
accuracy [7] compared to a dry binaural 
spatialisation. Room reverb can be either designed 
with the aim of achieving a reverb physically and 
perceptually close from the targeted environment [8, 
9, 10], or with the aim of having a ‘good sounding 
room’, i.e. purely based on subjective assessment 
[11]. 

The use of Binaural Room Impulse Responses 
(BRIRs) is one of the most common methods for 
implementing reverberation in a binaural context. It 
consists in measuring a Head Related Transfer 
Function (HRTF) in a reverberant room instead of in 
an anechoic chamber [12]. Spatialisation is then 
obtained by convolving an anechoic sound with the 
BRIR corresponding to the specific location in 
which the sound needs to be spatialised. Although 
the quality of the reverberation is very high, this 
technique can become rather heavy from a 
computational point of view when a large number of 
sources need to be spatialised simultaneously. 

Other methods for producing reverberation for 
binaural spatialisation in a more flexible and less 
computationally expensive manner exist, and are the 
object of the current study. While the computational 
complexity of such methods can be easily estimated, 
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the differences in terms of perceptual attributes can 
be assessed only through a study involving 
comparative perceptual evaluation between the 
various techniques.  

Assuming that the binaural spatialisation of the 
direct signal is performed using anechoic HRTFs, 
which binaural reverberation method achieves the 
highest level of realism, externalisation and 
immersiveness? Which level of complexity, in terms 
of spatial resolution (e.g. Ambisonic order), is 
needed in order to achieve a realistic, externalised 
and immersive binaural spatialisation? 

2 Reverberation methods 
 
Five different artificial reverberation methods have 
been implemented for the current study. Each 
method has been used to produce a ‘wet’ (i.e. 100% 
reverb, without direct path) audio signal, which has 
then been summed with a ‘dry’ signal (spatialised 
using anechoic HRTFs), both with equal 
weights/levels.  

Each reverberation method is implemented by 
convolving the original non-spatialised mono signal 
with one or more Room Impulse Responses (RIR), 
synthesised from a geometrical acoustic model 
created using CATT Acoustic (http://catt.se/). The 
same model was used for each reverb method. The 
simulated space is a 10m*10m*4m room with an 
estimated Sabine T30 of approximately 3s. Walls 
and ceiling were slightly tilted so as to avoid any 
flutter effect in the simulated RIRs. 

The first two methods, namely ‘ABIR 20’ and 
‘ABIR 6’, are based on the virtual-Ambisonic 
approach [10, 13]. This approach consists of 
encoding sound sources in the Ambisonic domain, 
then decoding the Ambisonic channels in a set of 
speaker channels, each of which are finally 
converted to binaural by convolving them with the 
HRIRs corresponding to their position. By using 
BRIRs (synthesised from the CATT Acoustic model 
described earlier) instead of HRIRs, the acoustics of 
different environments can be simulated. This 
method allows for a certain amount of flexibility 
(e.g. the complexity of the rendering can be 
reduced/increased by modifying the Ambisonic 

order and the number of speakers used for the 
decoding). Furthermore, thanks to Ambisonic 
encoding being a relatively simple operation, its 
computational weight is not as impacted by the 
number of spatialised sources as the binaural 
rendering method. 

The ABIR 20 method was implemented by encoding 
the sound source in the 3rd Order Ambisonic domain, 
and decoding it over a spherical array of 20 virtual 
loudspeakers around the listener (regular 
dodecahedron). Each speaker channel has then been 
convolved with a BRIR synthesised from the CATT 
Acoustic virtual room model. The ABIR 6 method 
followed the same implementation, using only 1st 
Order Ambisonic and 6 virtual loudspeakers around 
the listener (4 in the horizontal plane, 1 above, 1 
below). 

A further processing optimisation was performed for 
the Ambisonic-based reverberation methods by 
calculating the direct transfer function between each 
Ambisonic channel and the left and right binaural 
channels, and creating Ambisonic-to-Binaural 
Impulse Responses (ABIR). This allowed to reduce 
the number of convolutions needed for performing 
the auralisation from 40 to 32 for ABIR 20, and 
from 12 to 8 for ABIR 6. More information about 
this optimisation can be found in [13]. 

In order to compare these two methods with simpler 
ones, two types of mono reverberations have been 
implemented. In the MONO D (Mono Diotic) the 
reverb was created by synthesizing a mono IR in the 
CATT Acoustic model, which was then convolved 
with the signal and summed with the anechoic 
spatialised sound without any panning (i.e. same 
level at both ears - diotic). The MONO P (Mono 
Panned) implementation differed simply by the fact 
that the ‘wet’ reverb signal was summed to the 
original non-spatialised mono sound, and then 
spatialised in one single position. Using this method, 
both direct sound and reverb came from one position 
only. 

Finally, a STEREO reverb was implemented by 
using only the omni (W) and left/right (Y) channels 
of the 1st Order ABIR 6 reverb implementation.  
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The following list summarises the different 
reverberation methods considered in this study: 

• ABIR 20. 3rd Order virtual-Ambisonic 
decoded on 20 virtual loudspeakers. 

• ABIR 6. 1st Order virtual-Ambisonic 
decoded on 6 virtual loudspeakers. 

• MONO D. Mono IR presented diotically 
(same signal at both ears) 

• MONO P. Mono IR panned together with 
the anechoic source. 

• STEREO. Ambisonic-based stereo IR. 

Considering that the test platform had to be 
accessible on the web (see Section 3), all processing 
was done offline, and only binaural (stereo) audio 
files were used during the test. The signal processing 
for creating the files (i.e. convolution with IR and 
HRIRs, binaural spatialisation, etc.) was performed 
using Matlab and the IRCAM SPAT [14]. The 
binaural spatialisation (both HRIR and BRIR) was 
done using the IRC_1008 HRTF set from the 
IRCAM Listen database [15]. 

3 Procedure and test platform 
The procedure used for the test had to be particularly 
simple, in order to allow for a web-based, 
unsupervised experiment, targeting a large number 
of subjects. 

As exposed in [16] the sound material used for 
evaluations on spatial hearing perception impacts on 
subjects preference for ‘multi-dimensional spatial 
audio reproduction’. Our material has been carefully 
(yet arbitrarily) chosen to avoid favouring any of the 
studied reverb methods. A sound scene, composed 
of a single human speaker slowly moving around the 
listener, was created using each of the reverberation 
methods described in the previous section. A female 
voice was used as the sound source, together with 
step noise (one each 50cm, approx. every second) 
positioned 160cm below the voice source. 

At the beginning of the test, participants were 
instructed about the task, and were given a visual 
reconstruction of the virtual room (see Figure 1), 
together with written information about the position 

and movements of the sound source. After an initial 
level calibration, participants were presented with 
the sound scene, and were allowed to change in real-
time between two of the five reverb methods (blind 
AB comparison). The selection of a different reverb 
method did not cause the audio to stop and restart, 
therefore participants could perform a very rapid and 
effective comparison.  

Within the same page, participants were then asked 
the following two questions: 

• Which example do you find more 
convincing? 

• Which example gives a better impression of 
the direction and distance? 

For each of the question, they could answer with one 
of the following statements: 

• Definitely A 
• Slightly A 
• Both equally 
• Slightly B 
• Definitely B 

In order to be able to test twice each possible pair 
between the five different reverb methods, each 
participant had to repeat the task 10 times. AB pairs 
were presented in a randomised order. 

 

Figure 1. Visual rendering (Blender Cycles) of the 
virtual room used for creating the artificial 

reverberation. 

A custom web-based application was developed, 
implementing the test procedure (http://www.3d-
tune-in.eu/reverb-survey). The reverb survey 
website was implemented as a single-page 
application, built using JavaScript, HTML and CSS 
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languages (see screenshot in Figure 2). The survey 
would take participants through the entire process in 
a unidirectional navigation flow, controlled using 
‘Next’ buttons (with varying labels), and – as from 
the concepts of a single-page application – carried 
out using seamless transitions between views 
without any page reloads.  All audio samples used in 
the survey were WAVE PCM files to ensure lossless 
audio encoding. Their total file size amounted to 
around 125Mb, pre-loaded during the instruction 
phase of the test.  The ten one-to-one AB pairings 
were randomly created every time the survey was 
loaded, i.e. on every page reload. Results were 
stored as JSON objects and submitted to the 
Firebase cloud database service.  

 

Figure 2. A screenshot of the custom web-based 
application used for the test (http://www.3d-tune-

in.eu/reverb-survey). 

4 Early results 
In this short paper, an initial analysis of the results 
after the first 54 subjects took the test is presented.  

Scores have been assigned to every reverb method 
following this scheme: 

• Definitely A: +2 points for method A and -
2 for method B 

• Slightly A: +1 point for method A and -1 
for method B 

• Both equally: 0 points to both methods 

Considering the first question (‘Which example do 
you find more convincing?’), the mean scores for 

each reverb method are reported in Table 1, and the 
boxplot displaying the data distribution, median and 
means is reported in Figure 3. 

These results show that the MONO P reverb method 
achieved sensibly lower mean score (-1.04, 
StDev=0.89) than the other methods. After verifying 
the normal distribution of the data, a One-Way 
ANOVA was performed, confirming that the mean 
score for the MONO P reverb is significantly 
different from the mean scores achieved by the other 
reverb methods (F[4, 275]=33.58; p<0.000). No 
significant difference could be found between each 
of the other reverb methods. 

Reverb method Mean StDev 

ABIR 20 0.10 0.74 

ABIR 6 0.21 0.81 

MONO D 0.40 0.63 

MONO P -1.04 0.89 

STEREO 0.33 0.73 

Table 1. Mean scores and standard deviations for 
each reverb method related with the question ‘Which 

example do you find more convincing?’ 

 
Figure 3. Scores (means reported in the green 

diamonds) for each reverb method related with the 
question ‘Which example do you find more 

convincing?’ 
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Considering the second question (‘Which example 
gives a better impression of the direction and 
distance?’), the mean scores for each reverb method 
are reported in Table 2, and the boxplot displaying 
the data distribution, median and means is reported 
in Figure 4. 

Once again the MONO P reverb method achieved 
the lowest mean score (-0.39, StDev=1.04) when 
compared with the other methods, although this time 
the difference is not as large as for the first question. 

After verifying the normal distribution of the data 
also for this second dataset, the One-Way ANOVA 
inferential statistics reported that the MONO P 
reverb method achieved a significantly lower mean 
score when compared to the other reverb methods 
(F[4, 275]=4.84; p=0.009), except for ABIR 20, 
whose mean does not differ significantly from the 
means achieved by any of the other reverb methods. 

 
Reverb method Mean StDev 

ABIR 20 0    0.68     

ABIR 6 0.06    0.68     

MONO D 0.12    0.75     

MONO P -0.39     1.04     

STEREO 0.21 0.78 

Table 2. Mean scores and standard deviations for 
each reverb method related with the question ‘Which 

example gives a better impression of the direction 
and distance?’ 

 
Figure 4. Scores (means reported in the green 

diamonds) for each reverb method related with the 
question ‘Which example gives a better impression 

of the direction and distance?’ 

These initial results seem to suggest that, while the 
MONO P reverb is clearly being perceived as the 
worst both in terms of realism and direction/distance 
impression, the MONO D and STEREO reverb 
methods are perceived as very similar to the much 
more complex Ambisonic-based renderings (ABIR 
20 and ABIR 6). Furthermore, no significant 
difference could be found between the scores 
achieved by the two Ambisonic-based methods, 
despite these having a rather different complexity 
(e.g. 3rd Order and 20 virtual speakers for one, 1st 
Order and 6 virtual speakers for the other). 

In terms of computational complexity, the two mono 
reverbs required a single convolution to be 
performed for the auralisation. The STEREO reverb 
required 4 convolutions (2 Ambisonic channels for 
each ear), the ABIR 6 a total of 8 convolutions (1st 
order ABIR: 4 per ear), and 32 convolutions (3rd 
order ABIR: 16 per ear) for the ABIR 20 method. 
Even if we consider that for all methods the direct 
path signal was spatialised using the same procedure 
(i.e. convolution with HRIR), it is still surprising 
that, from a perceptual point of view, no significant 
differences seem to be present between 4 of the 5 
proposed methods. 

It is, however, important to consider that the test was 
carried out on a web-based platform, unsupervised, 
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and with participants using non-controlled hardware 
(headphones, DAC, etc.). Factors such as quality 
(and familiarity) with the playback system, use of 
different audio content, and good understanding of 
the questions asked, could have an effect on the 
result of similar evaluations. 

5 Conclusions and future works 
In this short paper, an initial analysis of the results 
after the first 54 subjects took the test is presented. 
The test is still open, and a publication presenting 
the final test results, with a more in-depth analysis 
will be soon published. This will include: 

• Analysis of additional factors regarding the 
participants (e.g. type of headphones used, 
familiarity with spatial audio tests, etc.) 

• More in-depth analysis of the pairwise 
comparisons.  

• Larger population (the target is >100 
participants) 

 
The impact of such research could be extremely 
important for the 3D audio community, both in the 
research and industry domains. It is in fact true that 
if these initial findings are ultimately confirmed, the 
need for extremely complex binaural reverberation 
algorithms could become unjustifiable from a 
perceptual point of view in certain conditions, e.g. in 
unsupervised participants with non-controlled 
hardware. 
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