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ABSTRACT

We describe the algorithm used to select the Emission Line Galaxy (ELG) sample at z ∼ 0.85
for the extended Baryon Oscillation Spectroscopic Survey of the Sloan Digital Sky Survey IV,
using photometric data from the DECam Legacy Survey. Our selection is based on a selection
box in the g − r vs. r − z colour-colour space and a cut on the g-band magnitude, to favour
galaxies in the desired redshift range with strong [OII] emission. It provides a target density
of 200 deg−2 on the North Galactic Cap (NGC) and of 240 deg−2 on the South Galactic Cap
(SGC), where we use a larger selection box because of deeper imaging. We demonstrate that this
selection passes the eBOSS requirements in terms of homogeneity. About 50,000 ELGs have
been observed since the observations have started in 2016, September. These roughly match the
expected redshift distribution, though the measured efficiency is slightly lower than expected.
The efficiency can be increased by enlarging the redshift range and with incoming pipeline
improvement. The cosmological forecast based on these first data predict σDV

/DV = 0.023,
in agreement with previous forecasts. Lastly, we present the stellar population properties of
the ELG SGC sample. Once observations are completed, this sample will be suited to provide
a cosmological analysis at z ∼ 0.85, and will pave the way for the next decade of massive
spectroscopic cosmological surveys, which heavily rely on ELGs. The target catalogue over
the SGC will be released along with DR14.

Key words: cosmology: observations – galaxies: distances and redshifts – galaxies: general
– galaxies: photometry – galaxies: stellar content – methods: data analysis
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1 INTRODUCTION

It is now well-established that the star-formation density of the Uni-
verse is increasing with redshift, from z ∼ 0 to z ∼ 2 (e.g., Lilly et al.
1996; Madau et al. 1998; Madau & Dickinson 2014). This implies
that a typical galaxy at z ∼ 0.5-2 will present emission lines in
its spectrum (e.g., Moustakas et al. 2006), the most characteristic
ones being the [OII] doublet (emitted at (λ3727, λ3729) Å and
observed in the optical) and the Hα emission line (emitted at λ6563
Å and observed in the near-infrared). These emission lines allow
one to measure the spectroscopic redshift zspec of a z ∼ 0.5-2 galaxy
within an optimised amount of observing time, without requiring a
detection of the continuum at a signicant level. Those two observa-
tional facts – a high density and a rapid zspec measurement – make
such star-forming galaxies the ideal tracer at 0.5 . zspec . 2 for
massive spectroscopic cosmological surveys, which aim to measure
a large number (105-107) of zspec within the minimum of observing
time.

The WiggleZ experiment (2006–2011, Drinkwater et al. 2010)
was the first survey to use such Emission Line Galaxies (ELGs),
with the observation of ∼ 200,000 ELGs at z ∼ 0.6 over 800 deg2 .
Future massive spectroscopic cosmological surveys heavily rely on
the ELGs in the 0.5 . z . 2 range: PFS1 (2019, Sugai et al. 2012;
Takada et al. 2014) will target 4 millions ELGs at 0.8 < z < 2.4
over 1400 deg2, DESI2 (2019, DESI Collaboration et al. 2016a,b)
will target 28 millions ELGs at 0.6 < z < 1.6 over 14,000 deg2 ,
4MOST3 (2021, de Jong et al. 2014) will target 7 millions ELGs
at 0.7 < z < 1.1 over 5000 deg2; and Euclid (2020, Laureijs et al.
2011) will obtain 50 millions redshifts form ELGs at 0.8 < z < 1.8
over 15,000 deg2 , based on their Hα emission line.

The Extended Baryon Oscillation Spectroscopic Survey
(eBOSS, 2014–2020, Dawson et al. 2016) program of the fourth
generation of the Sloan Digital Sky Survey (SDSS, York et al. 2000)
experiment will pave the way for those next generations surveys, as
it will also use ELGs as tracers at z ∼ 0.8. Since its beginning,
the SDSS experiment has been constraining the nature of dark en-
ergy through the measurement of the Baryon Acoustic Oscillations
(BAOs) signal in the two-point clustering of galaxies at different
redshifts. SDSS I-II (Abazajian et al. 2009) measured at z = 0.35
the distance-redshift relation with a 5% precision (Eisenstein et al.
2005) through the observation of 45,000 Luminous Red Galaxies
(LRGs, Eisenstein et al. 2001), making the first BAO detection along
with the 2dF Galaxy Redshift Survey (Colless et al. 2003; Cole et al.
2005). The Baryon Oscillation Spectroscopic Survey (BOSS, 2008–
2014, Dawson et al. 2013) from the SDSS-III (Eisenstein et al.
2011) observed 1.5 million galaxies and 160,000 quasars, which
led to 1%-2% precision measurements of the cosmological dis-
tance scale for redshifts z < 0.6 and z = 2.5 (Ross et al. 2017;
Delubac et al. 2015).

eBOSS is one of three surveys from the SDSS-IV exper-
iment (Blanton et al. tted): it will use one million objects di-
vided in four different tracers to expand the volume covered by
BOSS focussing on the redshift range 0.6 < z < 2.2. The four
eBOSS tracers are LRGs at z ∼ 0.7 (Prakash et al. 2016), ELGs
at z ∼ 0.8, "CORE" quasars at 0.9 < z < 3.54 (Myers et al.
2015) supplemented by variability-selected (2.1 < z < 3.5)
quasars (Palanque-Delabrouille et al. 2016); the quasars at z < 2.2
are used as direct probes of large-scale structure, and those at

1 Prime Focus Spectrograph: http://sumire.ipmu.jp/en/2652/
2 Dark Energy Spectroscopic Instrument: http://desi.lbl.gov/ cdr/
3 4-meter Multi-Object Spectroscopic Telescope: https://www.4most.eu/

2.1 < z < 3.5 are used to trace Lyman-α absorbers along their
line-of-sight. Regarding the ELGs, 300 plates are dedicated to the
observation of 255,000 ELG targets with the BOSS spectrograph
(Smee et al. 2013), in order to produce a 2% precision distance es-
timate (Zhao et al. 2016). The Figure 1 illustrates how the eBOSS
programs combine with the previous SDSS BAO programs, thus
probing the universe over more than 70% of its history. The top
panel shows the observed tracers, color-coded by programs, while
the bottom panel displays the Universe rate of expansion as a func-
tion of redshift, along with the redshift range used for each tracer
for the BAO measurement

We present in this paper the final target selection for the
eBOSS/ELG program, for which observations started in 2016,
September. The target selection is a key step in such cosmolog-
ical experiments, as it will define the data sample used for the
cosmological analysis. It has to fulfill requirements with respect to
the subsequent cosmological analysis (number of redshifts, area,
homogeneity), but also with respect to the observational constraints
(availability of sufficiently wide and deep imaging survey, reliable
zspec measurement with the instrument in the available observing
time). According to previous experience with BOSS and cosmolog-
ical forecast, the ELG target selection should fulfill the following
criteria (Dawson et al. 2016): (1) a surface density >170 deg−2;
(2) an absolute variation in expected density <15% with respect
to imaging depth, Galactic extinction, and stellar density; (3) an
absolute variation in expected density <15% with respect to the
estimated uncertainties in the imaging zeropoint; (4) reliable zspec

measurements, i.e. with a precision better than 300 km.s−1; (5)
an ELG sample used for cosmology at z ∼ 0.85 >190,000, i.e.
>74% of the observed targets with a reliable zspec measurement
with 0.7 < zspec < 1.1; (6) <1% of this sample with a catastrophic
zspec measurement (redshift error exceeding 1000 km.s−1).

Though the SDSS has more than a decade experience in tar-
get selection for cosmological surveys, the ELG target selection
required a significant testing phase before the start of the program,
because it is the very first time this tracer is used in the SDSS
and because the targeted redshift is challenging for a 1-1.5 hour
observation with the BOSS spectrograph. In a preliminary work,
Comparat et al. (2013) studied the feasibility of an ELG program
with the BOSS spectrograph, concluding positively. They demon-
strated that a sufficiently high density of ELGs could be selected
from optical photometry and that their zspec could be efficiently
measured with the BOSS spectrograph. Comparat et al. (2016) led
a detailed study of the zspec measurement of ELGs with the BOSS
spectrograph, using pilot surveys of different target selections. They
demonstrated the reliability of the zspec measurement, and devel-
oped a posteriori flags which ensure the rate of catastrophic mea-
surement is <1%. Then Raichoor et al. (2016) presented a possible
target selection based on the SDSS imaging, with a target density of
180 deg−2: thanks to public data and dedicated test plates observed
with the BOSS spectrograph, they showed that ∼70% of this selec-
tion has 0.6 < zspec < 1.0, with an expected catastrophic rate of
∼1%. Delubac et al. (2017) demonstrated that this selection passed
the density homogeneity requirements.

However, the recent advent of the DECam Legacy Survey4

(Dey et al., in preparation) provided an opportunity to design
a further ELG target selection, which presented the noteworthy
advantage of being at higher redshift than the one presented in
Raichoor et al. (2016) and Delubac et al. (2017). This one, based

4 http://legacysurvey.org/
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Figure 1. Compilation of the SDSS BAO surveys in the Fat Stripe 82 (see
Section 2.1). The LRG program from SDSS I-II is in green. The LOWZ,
CMASS, and Lyman-α programs from BOSS are in pink, yellow, and brown,
respectively. The LRG, ELG, QSO+Lyman-α programs from eBOSS are in
red, blue, and gray, respectively; for eBOSS, we report the data observed
between 2014 and 2016. For BOSS and eBOSS, the density in the 0◦ <

R.A. < 45◦ is higher than in −45◦ < R.A. < 0◦, because the included range
in declination is higher (−5◦ < Dec < 5◦ vs. −2◦ < Dec < 2◦). Top panel:
sector view of observed targets. Bottom panel: Universe rate of expansion
as a function of redshift, along with the redshift range used for each tracer
for the BAO measurement.

on the DECaLS imaging, was chosen by the eBOSS team, and is
the one we present hereafter. We present in Section 2 the DECam
observations and DECaLS photometric catalogs, which are used
to define the target selection. Section 3 details the target selection
algorithm. We demonstrate in Section 4 that the selection passes
the homogeneity requirements. Section 5 presents the first months
of observations, which have started in 2016, September, the redshift
distribution and the cosmological forecast based on these observed

plates. Those first observations are then used to present in Section
6 the mean photometric, spectroscopic, and structural properties of
the ELG sample. We conclude in Section 7.

We consider a standard cosmology with H0 = 70
km.s−1.Mpc−1, Ωm = 0.30, and ΩΛ = 0.70, except in Section 5.4,
where the Planck cosmology (Planck Collaboration et al. 2016) is
assumed for the cosmological forecast. All magnitudes are in the AB
system (Oke & Gunn 1983) and have been corrected for Galactic
extinction using the maps of Schlegel et al. (1998).

2 IMAGING AND PHOTOMETRY

The eBOSS/ELG target selection is based on the DECaLS data,
processed independently by us, but using the same pipeline
and software. Thorough tests have been conducted to design
the eBOSS/ELG target selection. Raichoor et al. (2016) and
Delubac et al. (2017) have presented a target selection based on
the SDSS imaging, which passed the eBOSS requirements. Though
the SDSS imaging has the great advantage of being highly homo-
geneous and understood, its shallowness limits the target selection
performance, degrading the median redshift and the efficiency. The
deeper imaging of the DECaLS survey allows one to design a tar-
get selection with higher redshift and higher efficiency, even with
current observations not reaching yet the nominal depth.

The DECam Legacy Survey (DECaLS; co-P.I.s: A.Dey &
D.J.Schlegel) is an on-going imaging survey covering 6700 deg2

of the extragalactic sky that lies in the region −20◦ < Dec. < +30◦

to depths of g = 24.7, r = 23.9, and z = 23.0 mag (5σ point-
source). In addition, the DECaLS program also processes any public
DECam observations in the DESI footprint, the largest component
being the DES survey. The DECaLS data and processing pipeline
are public, with a release every six months. DECaLS will be used
as the main imaging for the DESI target selection, which will ob-
serve ∼35 millions targets, of which ∼28 millions will be ELGs
(DESI Collaboration et al. 2016a).

2.1 ELG footprint over the SGC and the NGC

The eBOSS/ELG footprint is divided in two regions (see Figure 2):

• ∼620 deg2 over the Fat Stripe 82 in the SGC, covered by
DES observations; the boundaries are: (317◦ < R.A. < 360◦ and
−2◦ < Dec. < 2◦) or (0◦ < R.A. < 45◦ and −5◦ < Dec. < 5◦);
• ∼600 deg2 over the NGC, covered by DECaLS observations;

the boundaries are: 126◦ < R.A. < 169◦ and 14◦ < Dec. < 29◦.

The exact footprint over the NGC may be updated when the
plates position and targets fiber assignment are set (tiling), as the
DECaLS observations in this region are not yet complete (see Sec-
tion 2.2 below).

2.2 Imaging observations

The eBOSS/ELG target selection is based on the imaging included in
the Data Release 3 (DR3), the third public data release of images and
catalogues for the DECaLS. DECaLS/DR3 includes DECaLS grz-
band observations (co-P.I.s: A.Dey & D.J.Schlegel; NOAO Proposal
# 2014B-0404) from August 2014 through March 2016, and DECam
data from a range of non-DECaLS surveys, including observations
that were conducted from September 2012 to March 2016. For
the currently tiled part of the eBOSS/ELG NGC footprint, we also
included 28 DECaLS exposures from 2016, April 08-10. Figure

MNRAS 000, 1–18 (2017)
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Figure 2. Survey footprints: eBOSS/ELG footprint (black lines; SGC is on
the left, NGC is on the right), SDSS/BOSS footprint (light green shaded
regions), DES footprint (blue hatched), and DECaLS/DR3 regions with
grz-imaging (orange dots).

2 displays the 4200 deg2 of DECaLS/DR3 observed in all three
grz-bands.

All observations included in DECaLS/DR3 are made with the
DECam camera (Flaugher et al. 2015) mounted at the prime focus of
the Victor M. Blanco 4m telescope on Cerro Tololo near La Serena,
Chile. The DECam camera has a 3 deg2 field-of-view covered by 62
2k×4k CCDs for imaging, with a resolution of 0.263 arcsec/pixel.

DECaLS observations follow a 3-pass tiling strategy, with
nominal exposure times of [tg, tr, tz] = [70, 50, 100] sec; those nom-
inal exposure times are dynamically adjusted during the observa-
tions in order to optimise the observing efficiency (see Burleigh et
al. 2017 for details). DECaLS observations over the eBOSS/ELG
NGC footprint are still on-going: the part of eBOSS/ELG NGC
footprint not covered with grz-bands in DR3 (∼170 deg2, see Fig-
ure 2) will be observed in the first semester of 2017; we will include
all DECaLS/post-DR3 observations available over the footprint be-
fore the final tiling. Note that those data will be processed with the
very same DR3 pipeline, which has been used already for the data
presented in this paper.

The Dark Energy Survey5 (DES, 2013-2018; P.I.: J. Frieman)
is an on-going grizY -imaging survey over 5000 deg2, down to
i ∼ 4.1 mag (10σ, extended source). At the end of the 5 years of ob-
servations, DES will have observed each region with ten individual
exposures, with typical exposure times of 90 s for the grz-bands.

Imaging properties over the eBOSS/ELG footprint are sum-
marised in Table 1, and the imaging depths over this footprint are
displayed in Figure 3. Over the NGC, the DECam imaging is about
one magnitude deeper than the SDSS imaging in the g- and r-band,
and about two magnitudes deeper in the z-band. Over the SGC, the
DECam imaging is about two magnitudes deeper than the SDSS
imaging in the g- and r-band, and about three magnitudes deeper
in the z-band; when compared to the DECam NGC imaging, the
DECam SGC imaging is about 0.8 magnitude deeper.

2.3 Data processing and photometry

We processed the images with the DECaLS/DR3 pipeline6, which
is based on the Tractor7 (Lang et al. in prep.). Apart from source de-
tection that uses on stacked images, all measurements are based on

5 http://www.darkenergysurvey.org
6 for a more detailed description, please see:
http://legacysurvey.org/dr3/description/
7 https://github.com/dstndstn/tractor

Figure 3. DECam imaging depths over our ELG footprint (SGC in cyan,
NGC in pink). We report the SDSS (green) to illustrate the improvement
brought by DECaLS.

Region Area Observing filter nexp texp seeing depth
[deg2] program [s] [arcsec] [mag]

SGC ∼620 DES
g 4 360 1.6 24.7
r 3 270 1.2 24.5
z 3 270 1.1 23.3

NGC ∼600 DECaLS
g 2 140 1.4 24.0
r 2 100 1.3 23.6
z 1 120 1.2 22.6

Table 1. Imaging properties over the eBOSS/ELG footprint. We report the
median values. The depth is 5σ point-source depth. The NGC numbers
are for the DECaLS/DR3 imaging covering our footprint in the grz-band,
described in Section 2.2.

individual exposures. Astrometric calibration is tied to Pan-Starrs1
measurements (Kaiser et al. 2010), as is the photometric calibration,
with the use of a color correction term to transform the PS1 magni-
tudes into a DECam-based system. Each source is modeled with a
simple analytic profile (point-source, exponential, de Vaucouleurs,
or composite) and a model image is generated for each exposure.
Increasingly more complex profiles are allowed for sources detected
with higher signal-to-noise ratio. The source properties (position,
shape, flux) are measured through a likelihood optimisation (χ2

minimisation) of the set of model images covering the considered
region. For our purpose, this approach has the advantage to pro-
vide accurate colours, based on the same profile for all bands and
accounting for the Point-Spread Function (PSF).

We processed the data independently of the DECaLS team for
the two following reasons. First, because the target catalogues were
required for the tiling before the public release of DECaLS/DR3.
Second, as the DECaLS imaging over our ELG NGC footprint is
not yet finished, we will later on process any new DECaLS imag-
ing in our ELG NGC footprint, thus using the very same pipeline
version. A posteriori comparison with the publicly released DE-
CaLS/DR3 catalogues has shown that source detections and flux
measurements in regions processing the same imaging dataset were
virtually similar, resulting in identical target catalogues.

3 TARGET SELECTION ALGORITHM

The eBOSS/ELG target selection is based on three criteria: i) clean
photometry, using catalogue flags, and masking bright stars/objects
neighbourhoods; ii) favouring [OII] emitters, through a cut in the

MNRAS 000, 1–18 (2017)
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g-band magnitude (see Comparat et al. 2015); iii) selecting galaxies
in the desired redshift range, through a box cut in the g − r vs. r − z

colour-colour diagram (grz-diagram, hereafter). The corresponding
cuts, detailed in Table 2, have been fine-tuned with thorough tests,
using various photometric and spectroscopic public catalogues and
dedicated observations with the BOSS spectrographs. A coding
error in the target selection scripts 8 translates to an additional
rejection mask for the ∼400 deg2 already tiled in the NGC (chunk
eboss23 chunk, see Section 5.1). The effect of this mask is to
reject ∼15% of the targets in the NGC, which explains why we
select objects slightly fainter in the g-band in the NGC to reach our
target density of 200 deg−2.

In order to profit from the DES imaging depth over the
eBOSS/ELG SGC footprint, our selection has a higher density in
the SGC than in the NGC. The deeper, hence less scattered, DES
photometry allows us to enlarge our selection box in the grz-space
towards blue r − z colour, with keeping a low contamination level
from lower-redshift galaxies.

Figure 4 illustrates the cuts in the grz-space. This figure is for
illustration purpose only: it allows one to visually identify the ex-
pected redshift and [OII] loci over the eBOSS/ELG SGC and NGC
areas, showing the impact of the imaging depth on the grz-band.
We consider the CFHTLS/W4 region (∼20 deg2 at R.A=333◦ and
Dec.=2◦, Gwyn 2012), which is covered by DES deep observations.
The redshift information is taken from the CFHTLS photometric
redshifts (Ilbert et al. 2006; Coupon et al. 2009) and the [OII] flux
is measured from the VIPERS survey spectra (Guzzo et al. 2014;
Scodeggio et al. 2016). The displayed photometry is the origi-
nal DECaLS/DR3 photometry, degraded to the depths over the
eBOSS/ELG SGC and NGC footprints. To do so, for each of the gr z-
band, we add in quadrature random noise to the original photometry
in order to reproduce the magnitude error-magnitude relation (see
Sect.3.1 of Raichoor et al. 2016). Also, as our selection is based on a
cut on the g-band magnitude, we randomly remove objects to repro-
duce the incompleteness in source detection for faint sources in the
typical NGC/SGC data. The eBOSS/ELG NGC area has an imaging
depth ∼0.8 magnitude shallower than the eBOSS/ELG SGC area:
this implies a larger scatter on the photometry and, as a conse-
quence, less well-defined loci in terms of redshift. Restricting to a
smaller colour-colour box in the grz-diagram for the eBOSS/ELG
selection over the NGC prevents our target selection to be contami-
nated by z < 0.7 objects: as those objects have a higher density than
the 0.7 < z < 1.1 objects, the scattering due to shallow photome-
try would imply more z < 0.7 objects entering our selection than
0.7 < z < 1.1 objects exiting our selection.

8 At the step of rejecting areas with shallow depths in the NGC, we read the
depth brick images (0.25◦ × 0.25◦) to obtain the depth at a target position:
we took the (x,y) position instead of the (y,x) position. This results for
∼15% of the targets in reading the depth at a position without imaging
coverage because of the CCD gaps, hence a rejection. The main consequence
is that objects which should have been observed are not observed. The
∼0.5% of observed objects, which should have not been observed, can be a

posteriori rejected when making the cosmological analysis, using minimum
depth_ivar values of 62.79, 30.05, and 11.00 for the g-, r-, and z-band
respectively. This error is fully reproducible, hence can be accounted for in
the clustering analysis, especially at the step of random generation.

4 SYSTEMATICS

To ensure that our clustering analysis and cosmological measure-
ments will be limited by statistical uncertainties, the target density
should pass a list of homogeneity requirements, mainly derived from
knowledge of the BOSS survey. As stated in the Section 1, the target
density should have a <15% variation with respect to imaging PSF
and depth, Galactic extinction, and stellar density; and it also should
have a <15% variation with respect to the estimated uncertainties
in the imaging zeropoint.

In this Section we present a thorough analysis on the den-
sity variation over the footprint, similar to that presented in
Ross et al. (2011), Myers et al. (2015), Prakash et al. (2016), and
Delubac et al. (2017) for other samples, to which we refer the reader
for the details.

4.1 Dependency over the observational parameters

As a first step, we use the whole DECaLS/DR3 footprint to construct
a map of the potential sources of systematic error in target selection
due to variations in stellar density, Galactic extinction, grz PSF,
and depth: those maps are displayed on the left column panels in
Figures 5-7. We divide our maps into equal-area pixels of ∼0.05
deg2 (corresponding to HEALPIX10 nside = 256), and compute the
target density in each pixel, for both SGC and NGC selections. For
both footprints (SGC and NGC), we measure how the target density
varies with each of these sytematics.

The lower panels in the right column of Figures 5-7 show
those dependencies. The selections over the SGC and the NGC
have very similar behaviour, which is expected given that they are
based on very similar cuts. These curves are computed for the full
DECaLS/DR3 footprint: the upper panels in the right column plots
of Figures 5-7 display the cumulative histograms of the systematics
over the eBOSS/ELG SGC and NGC footprint. The histograms thus
indicate the relevant systematics range for each selection. Cumu-
lative histograms over the full DECaLS/DR3 footprint are also re-
ported in black. For instance, the g-band depth over the eBOSS/ELG
SGC and the NGC footprints are distributed differently: 90% of the
SGC footprint has a g-band imaging deeper than 24.4 mag, whereas
the corresponding depth for the NGC footprint is 23.7 mag. Overall,
the target density variations over the SGC and NGC footprints are
satisfactory. For each observational parameter, the variation in tar-
get density is always smaller than 12% over the range including the
10%-90% of the cumulative histograms; the only exception being
for the z-band depth for the NGC selection, where the variation in
the target density is ∼20%.

Some of the dependencies can be explained as follows. The
target density decreases with increasing stellar density: it has been
shown in Ross et al. (2011) and Delubac et al. (2017) that this can
be understood as resulting from the low stellar contamination of
our selections plus the fact that each star masks a small area of
the sky, preventing the selection of targets in that area. However,
we underline that the stellar density over the ELG footprint has
limitedimpact as the density is generally low: for instance, 90%
of the ELG footprint have nstarsg < 2000 deg2. The target density
also decreases with increasing Galactic extinction: this is expected
because of the luminosity function shape, as the faintest objects in g-
band, removed from our selection by a high Galactic extinction value
are overwhelmingly more numerous than the brightest ones which

10 http://healpix.jpl.nasa.gov/
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Criterion eBOSS/ELG SGC eBOSS/ELG NGC
[240 deg−2] [200 deg−2]

Clean photometry
SDSS bright object mask9 and 0 mag < V < 11.5 mag Tycho2 stars mask
BRICK_PRIMARY and decam_anymask[grz]=0 and tycho2inblob==False

Custom mask† [chunk eboss23 only]

[OII] emitters 21.825 < g < 22.825 21.825 < g < 22.9

Redshift range
−0.068 × (r − z) + 0.457 < g − r < 0.112 × (r − z) + 0.773 −0.068 × (r − z) + 0.457 < g − r < 0.112 × (r − z) + 0.773
0.218 × (g − r) + 0.571 < r − z < −0.555 × (g − r) + 1.901 0.637 × (g − r) + 0.399 < r − z < −0.555 × (g − r) + 1.901

Table 2. eBOSS/ELG target selection over the SGC and the NGC footprints. The reported densities are computed with the plate covered areas (i.e.
not accounting for the masked regions). The DECaLS catalogue quantities BRICK_PRIMARY, decam_anymask, and tycho2inblob are described here:
http://legacysurvey.org/dr3/catalogs/. †: this custom mask is used because of a bug in the target selection scripts, and is relevant for the chunk eboss23 only.

Figure 4. eBOSS/ELG selection in the grz-colour space for the CFHTLS/W4 field. Our grz-selection over the eBOSS/ELG SGC area (NGC area, respectively)
is displayed as the cyan (pink, respectively) box. We display objects after applying the "clean photometry" and "[OII] emitters" cuts (see Table 2). Left: photometry
from DECaLS/DR3 over the CFHTLS/W4 (DES observations), degraded down to DECaLS/DR3 depths over the eBOSS/ELG SGC footprint. Right: photometry
from DECaLS/DR3 over the CFHTLS/W4 (DES observations), degraded down to DECaLS/DR3 depths over the eBOSS/ELG NGC footprint. Top panels:
Photometric redshifts are taken from the CFHTLS survey: stars are displayed as beige crosses, 0 < zphot < 0.7 objects as blue circles, 0.7 < zphot < 1.1 objects
as black circles, and 1.1 < zphot objects as red circles. Bottom Panels: we only display objects in common with the VIPERS survey with 0.6 < zspec < 1.1;
[OII] fluxes are measured from the VIPERS survey spectra.

enter our selection. Additionaly, there is also a correlation between
the stellar density and the Galactic extinction. The target density
has a clear dependence on the g-band depth, with an increase for
deeper imaging. This can be explained by the fact that our selections

are based on a g-band magnitude cut and that deep imaging will
provide more detected objects.
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Figure 5. Target selection dependency on the stellar density (top) and the Galactic extinction (bottom). Left: maps of the observational parameters Right:
evolution of the normalized average number density (n/n) as a function of each observational parameter. Cyan curves are for the eBOSS/ELG SGC selection
and pink curves are for the eBOSS/ELG NGC selection. In each panel on the right, the top curve shows the fractional area of the survey which has a value of
the parameter lower than or equal to the x-axis value; the black dashed line stands for the full DECaLS/DR3 footprint. In the bottom panels, the solid lines
correspond to the uncorrected density fluctuations, while the dashed curves represent the fluctuations remaining after applying the weights defined in Section .

4.2 Modelling the systematic effects

We then simultaneously model the effect of those systematics us-
ing a multivariate regression,as in Delubac et al. (2017). We use a
quadratic dependence as a function of the Galactic extinction, the
g- and z-band PSF, the r- and z-band depth, which exhibit explicit
non-linear behaviour, and a linear dependence as a function of all
other systematics.

Figures 5-7 show that applying the correction defined in
Delubac et al. (2017) to the pixel densities reduces the systematic
effects (dashed lines): the fluctuations of the reduced average num-
ber density are now consistent with zero given the uncertainties
computed as the root mean square in the bin. Note that, once the
spectroscopic ELG observations are complete, that weights will be
re-computed using the ELG cosmological sample.

Once we have modelled how the target selection depends on
the systematics, we can compute the predicted density of the se-
lections in the absence of shot noise and cosmic variance given
the value of the systematics. We present Figure 8 the maps of this
predicted densities (top and middle panels), along with their dis-

tribution (bottom panels); note this quantity is different from the
measured pixel densities. In the histogram panel, we emphasize two
regions corresponding to a ±7.5% fluctuation around 234 and 190
deg−2. The choice of the central values is somewhat arbitrary, but
they broadly correspond to the maximum of the distribution of the
two selections, i.e. they are close to maximizing the surface of the
footprint passing the homogeneity requirements. With these central
values, 84.5% deg2 of the SGC footprint and 72.2% deg2 of the
NGC footprint pass the homogeneity requirement.

4.3 Zero-point fluctuations

We test the zeropoint-requirement for each photometric band in-
dividually, following an approach similar to the one presented in
Dawson et al. (2016) and Myers et al. (2015) and Prakash et al.
(2016). We add ±0.01 mag to each photometric band used and then

re-run the target selection algorithm to estimate δN0.01 =
|∆N |
N

, the
change in target density due to this ±0.01 mag shift. In the g-, r-,
and z-bands, we find for δN0.01 values of 3.6%, 4.3%, and 2.9%,
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Figure 6. As Figure 5 but for the DECaLS imaging depth in the g-, r-, and z-band (from top to bottom.).

respectively for the SGC, and of 3.4%, 4.0%, and 2.9%, respectively
for the NGC.

We quantify the fraction of the footprint area which passes the
±7.5% uniformity requirement as in Dawson et al. (2016). Let it
be σzp, the expected rms error in the photometric calibration of the
considered band. We use the σzp error estimates of Finkbeiner et al.

(2016) for the SDSS bands (summarised in Table 3): those have
been estimated for the SDSS with Pan-Starrs1, which is the very
same survey used by DECaLS for its zeropoint calibration. For a
given band, uniformity with 15% peak-to-peak amplitude occurs
in regions where the zeropoint is in error by less than ±0.01 ×

7.5
δN0.01

. Using the σzp error estimates of Finkbeiner et al. (2016)

MNRAS 000, 1–18 (2017)



eBOSS ELG 9

Figure 7. As Figure 5 but for the DECaLS imaging PSF in the g-, r-, and z-band (from top to bottom.).

and assuming Gaussian errors for the zeropoints, this happens for
>97.9% of the footprint in all bands (see Table 3). The selections
are robust against variation of the imaging zero-points.

Another way to consider this is that the expected rms vari-
ation in target density due to shifts of the imaging zero-point is
δN0.01
0.01 × σzp (Myers et al. 2015; Prakash et al. 2016). Assuming

Gaussian errors for the zeropoints, 95% of our footprint lies within
a ±2σzp variation from the expected zero-point of any given pho-
tometric band, meaning that 95% of our footprint has a variation in
target number density lower than 4 × σzp ×

δN0.01
0.01 . The resulting

fluctuations for each photometric band are given in Table 3. Both se-
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SGC selection NGC selection
Band σzp δN0.01 Fraction Fluctuation over δN0.01 Fraction Fluctuation over

passing ±7.5% 95% of the area passing ±7.5% 95% of the area
[mmag] [%] [%] [%] [%] [%] [%]

g 9 3.6 97.9 13.0 3.4 98.6 12.2
r 7 4.3 98.7 12.0 4.0 99.3 11.2
z 8 2.9 99.9 9.3 2.9 99.9 9.3

Table 3. Impact of fluctuations in imaging zeropoints on the number densities of the selections. The 2nd column is the expected rms error in the photometric

calibration (σzp). The 3rd and 6th columns are the change in target density due to a ±0.01 mag shift in the zeropoint (δN0.01 =
|∆N |
N

). The 4th and 7th columns
are the fraction of the footprint passing the ±7.5% uniformity requirement. The 5th and 8th columns are the fluctuations in density over 95% of the footprint.

lections have fluctuations of 9%-13%, below the 15% requirements,
thus confirming that the selections pass the zeropoint-requirement.

4.4 Catalog public release

The target catalogue over the SGC footprint will be publicly released
in mid-2017, as a Value-Added Catalog from the SDSS DR14 re-
lease (http://www.sdss.org/dr14/data_access/vac/). It will contain
the DECaLS brickname, the (R.A., Dec.) coordinates, the grz-
band magnitudes and magnitude errors, along with the systematic
weights fitted in Section 5.

5 FIRST MONTHS OF OBSERVATIONS

We describe here preliminary results from the first months of ob-
servations (57656 6 MJD 6 57787). The general procedure for the
spectroscopic observations are described in detail in the eBOSS
overview paper (Dawson et al. 2016): we only report here a brief
summary, and items specific to the ELG program. The spectroscopic
observations are conducted with the BOSS spectrograph at the 2.5
m aperture Sloan Foundation Telescope at Apache Point Observa-
tory in New Mexico Gunn et al. (2006). From the first data we are
able to determine the actual efficiency, which we define as the per-
centage of observed ELG targets having a reliable zspec estimation
(Eq.1) and 0.7 < zspec < 1.1.

5.1 Tiling, plate design, and exposure time

Once the target catalog is built from the photometric catalog, one
has to define the plate tiling and which targets are assigned a
fiber. For the SGC, the tiling has been designed in two chunks,
46 plates at 317◦ < R.A. < 360.0◦ (eboss21) and 121 plates at
0◦ < R.A. < 45◦ (eboss22). For the moment, only ∼400 deg2

of the NGC footprint is tiled (eboss23, 87 plates): the rest of
the footprint will be tiled in the second semester of 2017, based
on the DECaLS imaging available at that time. Figure 9 shows
the plate tiling, along with the tiling completeness, defined as the
fraction of targets that were assigned a fiber. For a typical ELG
observed plate, the 1000 fibers available are used as follows: ∼100
fibers are used for calibration targets (as for all eBOSS plates), ∼50
fibers are dedicated for the Time Domain Spectroscopic Survey
(TDSS; Morganson et al. 2015; Dawson et al. 2016) program, and
∼850 fibers are dedicated to ELG targets. For both footprints, the
tiling completeness is∼98% in plate overlapping regions and ∼87%
where there is only one plate covering. The overall tiling efficiency
is 95.1% in the SGC and 91.5% in the NGC.

During the plate design, the assigned targets celestial coordi-
nates are converted to the coordinate system of the telescope focal
plane. The ELG targets are centered on the focal plane at a posi-
tion (LAMBDA_EFF) corresponding to the focus of 7500 Å light: this
choice optimises the signal, as it broadly corresponds to the location
of the [OII] emission at redshift 1.

The exposure time is dynamically adapted every 15 minutes
at the telescope to obtain a homogeneous sample with a redshift
success rate as constant as possible. After each exposure, the median
squared signal-to-noise ratio in the red camera (rSN2; masked from
the sky OH lines) is measured: the observers then decide wether or
not the observed plate requires more exposure to reach the nominal
rSN2. During the first month of operations (57656 6 MJD 6 57711,
19 plates), the plates were exposed longer, so that those data can be
used to optimise the exposure time. To sample at most the explored
parameters space, we re-reduce the data for some plates, including
only a subsample of the individual exposures. Figure 10 illustrates
the obtained results. From this plot it is clear that, when the rSN2

is low, the pipeline is unable to provide a reliable redshift at an
efficient rate. For example, the efficiency is only ∼50% when a plate
is exposed to a depth of rSN2 = 10. In addition, the efficiency of the
pipeline in producing reliable redshifts begins to approach a plateau
in the range of 20 < rSN2 < 30. For example, the efficiency only
increases from 63% at rSN2 = 20 to 70% at rSN2 = 30. Given that
rSN2 scales linearly with exposure time, more tracers are classified
by investing the time toward a new plate than to increase the signal
by this amount. Accounting for those measurements and for the
expected available time to run the ELG program, we established
a threshold of rSN2 > 22 for all ELG exposures, which broadly
corresponds to an average of 4.5 15 minutes exposures per plate.

5.2 zspec reliability

The results presented in this paper used version v5_10_2 of the
idlspec2d data reduction pipeline to extract and flux-calibrate the
ELG spectra. This version of the eBOSS pipeline includes several
improvements over version v5_9_0 that was used to compute the
spectra in DR13 (SDSS Collaboration et al. 2016), including direct
corrections for differential atmospheric refraction as documented
in Jensen et al. (2016) and a new methodology for co-addition of
multiple exposures as documented in Hutchinson et al. (2016). A
nearly identical version of the pipeline will be used for all data
taken through May 11, 2016 to be released as DR14. Although
these ELG spectra will not be in that public sample, they will be
publicly released in 2019 with a new version of the data reduction
pipeline that is expected to have a better sky subtraction algorithm.

Spectroscopic redshifts estimations are then a posteriori
flagged reliable, using values of signal-to-noise ratio in emission
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Figure 8. Predicted pixel densities for both selections. Top panel: map of the
predicted densities for the SGC. Middle panel: map of the predicted densities
for the NGC. Bottom panel: histogram of the predicted densities; the dashed
vertical lines mark a ±7.5% fluctuation around 234 and 190 deg−2, broadly
corresponding to the maximum of the distribution of the two selections.

lines (zQ flag) and in the continuum (zCont flag). We have slightly
refined the method discussed Comparat et al. (2016) as follows. The
emission line flags are the same, but the continuum flag changed.

For the continuum flag, we consider the spectrum in 3500 <
λ[Å]/(1 + zspec) < 3800 and apply a 15 Å [OII] mask from
3726 − 15 < λ[Å]/(1 + zspec) < 3728 + 15. We set zCont = 0
(1 and 2.5, respectively) if the ratio of the median flux observed
to the standard deviation of the flux is in 6 3 (in ]3, 8] and > 8,

respectively); in this, way the selection criterion of reliable redshifts
with the flags remains simillar to the one defined in the Eq.(2) of
Comparat et al. (2016):

zQ > 2 or (zQ > 1 and zCont > 0) or (zQ > 0 and zCont > 2.5).

(1)

This update was correlated with inspection of two plates that allow
an estimation of the catastrophic assignment rate of 1.6%.

The redmonstermethod (Hutchinson et al. 2016), which cur-
rently provides eBOSS LRG redshift, will eventually be ported to
ELG to improve the redshift efficiency, thanks to the use of more
physically meaningful spectral templates.

5.3 Redshift distribution and selection efficiency

Figure 11 and Tables 4 and 5 detail the redshift distribution n(z)

when considering only observed targets with a reliable zspec (Eq.1).
We compute the surface densities (Table 4) correcting for the tiling
incompleteness and using the plate covered areas (i.e. not accounting
for the masked regions). We normalise the total target density to the
mean density over chunks eboss21 and eboss22 for the SGC, and
over chunk eboss23 for the NGC. The volume densities (Table
5) are computed from the surface densities reported in Table 4,
assuming a 95% tiling completeness, and our standard cosmology
(H0 = 70 km.s−1.Mpc−1, Ωm = 0.30, and ΩΛ = 0.70).

For the SGC, we split the sample between plates observed
with a longer exposure time (57656 6 MJD 6 57711, 19 plates)
and plates observed with a nominal exposure time (57712 6 MJD 6

57749, 32 plates). The former have better statistics than the latter, as
less galaxies are rejected because of unreliable zspec measurement.
The sample with longer exposure times has 71.9% of the observed
targets with a reliable zspec with 0.7 < zspec < 1.1, versus 68.0%
for the sample with nominal exposure times. The 57656 6 MJD 6

57711 sample has 19.3% of unreliable zspec, whereas the 57712 6

MJD 6 57749 sample has 15.2% unreliable zspec.
When comparing the n(z) between the SGC and the NGC, we

see that the two selections have overall a similar redshift distribution
shape (median zspec of 0.84) and are efficient at removing stars
and zspec < 0.6 objects. However, the NGC sample has a lower
efficiency, with 63.1% of the observed targets with a reliable zspec
with 0.7 < zspec < 1.1.

Though those efficiencies are lower than the goal of 74%, there
are several ways to increase them: 1) consider 0.6 < zspec < 1.1
instead of 0.7 < zspec < 1.1: this adds∼5% to the efficiency, without
changing the percentage of catastrophic zspec; 2) refine the redshift
quality flags zQ and zCont: visual inspection has shown that about
∼50% of the rejected objects with 0.7 < zspec < 1.1 have a reliable
zspec (Comparat et al. 2016): including these objects in the final
sample would add∼4% to the efficiency; 3) improve the pipeline
reduction (e.g., using redmonster, improving the sky subtraction),
as we currently reject 15-20% of the observations because of the
zspec reliability criterion.

5.4 Cosmological forecast

We compare here the cosmological forecast using the redshift distri-
butions presented in Section 5.3, with that presented in Zhao et al.
(2016). Except for the n(z) and the areas, the forecast is performed

10 http://data.sdss3.org/sas/dr10/boss/lss/reject_mask/
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Figure 9. Tiling completeness for the ELG plates. The full SGC tiling is presented is the top left (chunk eboss21, 46 plates) and bottom left (chunk eboss22,
121 plates) panels. The currently tiled NGC area is presented in the right panel (chunk eboss23, 87 plates). The percentage of photometric targets being assigned
a fiber is colour-coded for each sector defined by the plates overlaps. Observed plates are circled in black; plates observed between 57656 6 MJD 6 57711 with
exposure times longer than nominal are circled in thick black; the gray rectangle in the left panels shows the CS82 imaging survey footprint.

Figure 10. Efficiency as a function of rSN2 for the ELG plates observed
in the SGC with longer exposure time (57656 6 MJD 6 57711). For each
plate, the final reduction with all observed individual exposures is displayed
as a filled square. A given plate can have several reductions with different
exposures subsets: in this case, those are displayed as empty circles and
linked by a thin line of a given colour to the final reduction square. Plates
observed after having set the nominal rSN2 (57712 6 MJD 6 57749) are
displayed as stars.

using exactly the same methods and assumptions as in Zhao et al.
(2016): the Planck cosmology (Planck Collaboration et al. 2016), a
bias of b(z) = 1.0G(0)/G(z), where G(z) is the linear growth factor
at redshift z (b(zeff) ∼ 1.5 at the effective redshift zeff = 0.84),
an assumption of 50% sample reconstruction. We present in Ta-
ble 6 and Figure 12 the predicted precision of the BAO distance
DV . The quantity DV , defined as DV = [d2

A
(z)czH−1(z)]1/3, is a

combination of the angular diameter distance dA(z) and the Hubble
parameter H(z). It is the best constrained distance with the BAO
probe for an isotropic distribution of pairs, as it is composed of
two transverse dimensions (d2

A
(z)) and one line of sight dimension

(czH−1(z)) (Eisenstein et al. 2005).
First we observe that the predicted σDV

/DV is very similar
for the two SGC cases (longer and nominal), and these differ little
from the prediction for the NGC. Figure 12 shows that the predicted
σDV

/DV for the combined SGC+NGC sample is in broad agree-
ment with the values predicted in Zhao et al. (2016) for the two then
tested ELG selections (DECam low over 1400 deg2 and DECam
high over 1100 deg2). The forecasts at the effective redshift confirm

Figure 11. ELG n(z) for the ELG plates observed between 57656 6 MJD 6

57787. We consider only objects with a reliable zspec, i.e. passing the Eq.(1).
For the SGC, we split the sample between the plates observed with 57656 6

MJD 6 57711 (longer exposure times), and the plates observed with 57712 6

MJD 6 57749 (nominal, shorter exposure times). Top panel: distribution per
surface density. Bottom panel: distribution per volume density.
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Redshift SGC SGC NGC
longer nominal

Unreliable 36.4 46.4 43.2
Star 1.2 1.2 1.4
0.0 < z < 0.1 0.3 0.2 0.3
0.1 < z < 0.2 1.1 1.1 1.1
0.2 < z < 0.3 2.1 2.0 2.6
0.3 < z < 0.4 1.9 1.9 2.6
0.4 < z < 0.5 1.3 1.1 1.7
0.5 < z < 0.6 1.3 1.4 2.2
0.6 < z < 0.7 9.3 9.2 10.3
0.7 < z < 0.8 59.8 56.6 42.0

0.8 < z < 0.9 66.2 61.6 48.5

0.9 < z < 1.0 31.6 31.6 26.3

1.0 < z < 1.1 14.9 13.4 12.0

1.1 < z < 1.2 6.3 6.4 5.4
1.2 < z < 1.3 3.2 2.9 2.5
1.3 < z < 1.4 1.3 1.5 0.9
1.4 < z < 1.5 0.9 0.7 0.4
1.5 < z < 10.0 0.7 0.6 0.5

Total targets 240.0 240.0 204.0
Total tracers 172.6 163.3 128.8

Table 4. Measured surface density for the ELG plates (in deg−2). The zspec

is considered as reliable if it passes the Eq.(1). The densities are corrected
for tiling incompleteness. Densities for within the 0.7 < zspec < 1.1 are
reported in bold, and their summed density is reported in the last line of the
Table. For the SGC, we split the sample between the plates observed with
57656 6 MJD 6 57711 (longer exposure times), and the plates observed
with 57712 6 MJD 6 57749 (nominal, shorter exposure times).

Redshift SGC SGC NGC
longer nominal

0.0 < z < 0.1 1.281 0.915 0.939
0.1 < z < 0.2 0.625 0.663 0.662
0.2 < z < 0.3 0.493 0.478 0.611
0.3 < z < 0.4 0.255 0.256 0.344
0.4 < z < 0.5 0.120 0.101 0.154
0.5 < z < 0.6 0.089 0.094 0.153
0.6 < z < 0.7 0.509 0.504 0.566
0.7 < z < 0.8 2.753 2.604 1.932

0.8 < z < 0.9 2.657 2.473 1.947

0.9 < z < 1.0 1.136 1.137 0.944

1.0 < z < 1.1 0.489 0.440 0.394

1.1 < z < 1.2 0.191 0.195 0.164
1.2 < z < 1.3 0.093 0.085 0.071
1.3 < z < 1.4 0.036 0.041 0.026
1.4 < z < 1.5 0.023 0.019 0.011
1.5 < z < 10.0 0.000 0.000 0.000

Table 5. Measured volume densities for the ELG plates (in 10−4 h3Mpc−3).
The densities correspond to the densities per area reported in Table 4,
assuming a 95% tiling completeness, and our standard cosmology (H0 = 70
km.s−1.Mpc−1,Ωm = 0.30, andΩΛ = 0.70) Densities within 0.7 < zspec <

1.1 are reported in bold. For the SGC, we split the sample between the
plates observed with 57656 6 MJD 6 57711 (longer exposure times), and
the plates observed with 57712 6 MJD 6 57749 (nominal, shorter exposure
times).

Redshift SGC SGC NGC NGC and SGC
longer nominal nominal

0.6 < z < 0.7 0.162 0.163 0.153 0.112
0.7 < z < 0.8 0.059 0.060 0.069 0.045
0.8 < z < 0.9 0.053 0.054 0.060 0.040
0.9 < z < 1.0 0.071 0.071 0.079 0.053
1.0 < z < 1.1 0.112 0.121 0.135 0.090
1.1 < z < 1.2 0.224 0.221 0.259 0.168

zeff = 0.84 0.030 0.031 0.035 0.023

Table 6. Predicted σDV
/DV , the 68% confidence level error on the BAO

distance DV , based on the n(z) of Table 5. For the SGC, we split the sample
between the plates observed with 57656 6 MJD 6 57711 (longer exposure
times), and the plates observed with 57712 6 MJD 6 57749 (nominal,
shorter exposure times). The assumed areas are 620 deg2 for the SGC and
600 deg2 for the NGC. The last line displays the forecast at the effective
redshift.

Figure 12. Predicted σDV
/DV , the 68% confidence level error of the BAO

distance DV , based on the n(z) of Table 5. For the comparison, we report
the values predicted in Zhao et al. (2016) for the two ELG selections used
in that paper, DECam low and DECam high.

this: in Zhao et al. (2016), both ELG DECam selections provided
a constraint of σDV

/DV = 0.022 at the effective redshift; for the
values reported in this paper, the forecast is σDV

/DV = 0.023 at
the effective redshift for the combined SGC and NGC samples. In
addition, there is an improvement on the precision of BAO distance
in the 0.6 < z < 0.7 redshift bin.

6 MEAN PROPERTIES OF THE ELGS OBSERVED IN

THE SGC

In this section we characterise the spectral properties, the structural
properties, and the stellar mass of the observed ELGs in the SGC.
This analysis is based on the first months of observations (57656 6

MJD 6 57787), i.e. on ∼43,000 observed ELGs, amongst which
∼30,000 have a reliable zspec estimation with 0.7 < zspec < 1.1.
This sample is already large enough to properly characterise the
average properties of our ELGs.
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6.1 Spectral properties from stacked spectra

The spectral properties are studied through stacked spectra, in order
to maximise the signal-to-noise ratio of the typical features. Indeed,
the average signal-to-noise ratio per pixel in the continuum region
of the individual ELG spectra is low (see Figure 3 of Raichoor et al.
2016). The stacking is done as follows: the spectra are shifted to
the rest-frame and then median-stacked. We display in Figure 13
the stacked spectrum obtained using all the ELGs with a reliable
0.7 < zspec < 1.1 (top panel) and when stacking by redshift bins,
g-band magnitude bins, and [OII] flux bins (bottom panels).

The full stacked spectrum (top panel) nicely displays the
features typical from star-forming galaxies (e.g., Kennicutt 1992;
Moustakas & Kennicutt 2006). Those are detailed in Zhu et al.
(2015), which presents a similar stacked spectrum, though at a
lower signal-to-noise ratio, as built from three times less individual
spectra. When looking at the bottom panels, on the one hand, the
spectra stacked by redshift bins are similar between them – the only
difference being that the median flux is slightly decreasing with
increasing redshift – indicating that we select ELGs with similar
properties through the 0.7 < zspec < 1.1 range. The same conclu-
sion holds when stacking by g-band magnitude bins. On the other
hand, when stacking by [OII] flux bins, we see differences in the
shape of the spectra, as expected: the stellar absorption features
around the 4000 Å break are stronger and the near-ultraviolet flux
is weaker for low [OII] emitters.

6.2 Structural properties from the CS82 imaging

We here take advantage of the CFHT/MegaCam Stripe 82 Survey
survey (CS82; P.I.: J.-P. Kneib; Erben et al., in prep.), which is an
i-band imaging survey overlapping our ELG SGC footprint (see Fig-
ure 9). The rest-frame wavelength probed by the i-band at redshift
0.7 (0.8,0.9, and 1.1, respectively) is ∼4400 Å (∼4150 Å, ∼3950 Å,
and ∼3600 Å, respectively; see Figure 13). CS82 covers ∼170 deg2

down to i ∼ 24.0 mag (5σ limiting magnitude in a 2′′diameter
aperture); its depth and excellent seeing (median value of 0.6′′)
makes this dataset ideal to properly estimate the structural proper-
ties of the ELGs. There are ∼5000 observed ELGs with a reliable
0.7 < zspec < 1.1 covered by CS82. We use images processed in a
similar fashion to the CFHTLenS dataset (Erben et al. 2013).

For each ELG, we cut out a 40′′×40′′ stamp image, masked
neighbouring objects, and used the Galfit software (v3.0.5,
Peng et al. 2010) to fit the surface brightness distribution with a
Sersic (1968) profile I(r) = Ie × exp{−κ[(r/re)

1/nser − 1]}, where
I(r) is the surface brightness at r, and Ie is the surface brightness
at the effective radius re, which is the radius which encloses half
of the emitted light. The Sérsic index nser translates the shape of
the profile, with a higher value corresponding to a profile more
peaked at the centre and with larger wings: nser = 4 corresponds
to a de Vaucouleurs (1948) profile, which is typical of early-type
galaxies, while nser = 1 corresponds to an exponential profile, typ-
ical of late-type galaxies. Wuyts et al. (2011) have shown that, for
0.1 < zspec < 2.5, typical passive galaxies have nser ∼ 4, while
typical star-forming galaxies have nser ∼ 1-2.

The initial parameter values (position, magnitude, size axis
ratio, position angle) are set to the SExtractor (Bertin & Arnouts
1996) measurements. The sky is fixed during the fit, to the median
value of the (masked) stamp. For each CFHT pointing, we use ∼50
bright, unsaturated (18 6 iAB 6 21) SDSS spectroscopic stars
(Alam et al. 2015) to create a PSF stamp. The DECaLS pipeline
also provides some size estimation, with fitting a nser = 1 and a

nser = 4 profile. When restricting to objects classified as exponen-
tial by DECaLS and with |nser − 1| < 0.3 in our measurements,
the estimated sizes are in agreement (median of 0.01′′for ∼1000
objects); there are not enough objects classified as de Vaucouleurs
by DECaLS and with |nser − 4| < 0.3 in our measurements to do a
proper comparison (<20 objects).

6.3 Stellar masses

Additionally, we take advantage of the availability of near-infrared
photometry in the DECaLS catalogues to estimate the stellar mass
of the ELGs. The DECaLS pipeline also processes the Wide-field
Infrared Survey Explorer data (WISE, Wright et al. 2010). WISE

– and its extension NEOWISE (Mainzer et al. 2011) – is an all-
sky survey in four bands centered at 3.4, 4.6, 12 and 22 µm (W1,
W2, W3 and W4). The DECaLS team re-processed the WISE im-
ages (Meisner et al. 2017) and use them to do forced-photometry
(Lang et al. 2016): the profiles corresponding to the sources de-
tected in the DECam imaging are convolved with the WISE PSF
and the flux is fitted to the WISE imaging. This results in accu-
rate colour measurements, with accounting for the PSF difference
(∼1.5′′for DECam and ∼6′′for WISE).

We build the spectral energy distribution of the ELGs from the
DECam/grz- and WISE/W1W2-bands, and fit it with the FAST code
(Kriek et al. 2009). We use the default settings: Bruzual & Charlot
(2003) stellar population models with solar metallicity and a
Chabrier (2003) Initial Mass Function (IMF) to build delayed
exponentially declining star-formation history models (SFR(t) ∝

t×e−t/τ , with 8.5 <log10(τ/Gyr) < 10). During the fit, the redshift
is fixed at zspec and dust is allowed to follow the Kriek & Conroy
(2013) law. The model is fitted to the data through a χ2 minimisa-
tion.

To validate our stellar mass estimate, we use the COSMOS2015
catalogue (Laigle et al. 2016). Laigle et al. (2016) use extremely ac-
curate photometric redshifts and very deep optical and near-infrared
imaging in more than 30 bands to estimate the stellar masses with
Bruzual & Charlot (2003) models with a Chabrier (2003) IMF, re-
sulting in very well constrained stellar masses. We select the ∼500
galaxies passing our ELG/SGC cuts in the ∼2deg2 of the COSMOS
field, fix the redshift to the photometric redshift, and apply our fit-
ting procedure. For the ∼300 galaxies with 0.7 < zphot < 1.1, we
find a difference of 0.05±0.21 dex between our stellar masses and
those from Laigle et al. (2016), showing good agreement, given that
the photometry is different and the settings are not exactly similar.

6.4 Properties overview

We present an overview of the properties of our ELG sam-
ple: photometric, spectroscopic, structural properties, and stellar
masses. We only consider here galaxies with a reliable zspec within
0.7 < zspec < 1.1 and covered by the CS82 imaging. The matrix plot
in Figure 14 compares the following quantities: zspec, log10(F[OII]),
g-band magnitude, r − z, g − r, and r − W1 colours, the stellar
mass log10(M⋆), the CS82 i-band magnitude, re, and nser. As the
log10(F[OII]) is a key quantity for our ELG sample, we also split the
data in bins of [OII]. We comment below only some of the informa-
tion that can be read in this plot. Additionaly, we provide in Table
7 the median and standard deviation for those quantities; we also
provide those numbers when splitting this sample by bins of zspec,
g-band magnitude, and log10(F[OII]).

As already presented above (Figure 4), the r−z and g−r colours
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Figure 13. Median-stacked spectra, built from the currently 51 ELG plates observed in the SGC. Top panel: stacked spectrum obtained using all the ELGs
with a reliable zspec within 0.7 < zspec < 1.1; the thick black line shows the rest-frame wavelength probed by the CS82 i-band at 0.7 < zspec < 1.1. Bottom

panels: stacked spectra from the same sample, when binning by zspec (left), g-band magnitude (middle), and log10(F[OII]) (right).

are correlated with zspec and log10(F[OII]): this motivated the use
of the grz-diagram for the ELG selection. By construction, as our
sample is selected in g-band, the g-band magnitude is not correlated
with the r − z and g − r colours; however a natural outcome of this
construction is that the i-band magnitude is correlated with these
colours, in that ELGs blue in r − z or g − r colours are faint in the
i-band. As a consequence, the i-band magnitude is anticorrelated
with log10(F[OII]). Regarding the structural parameters: our ELGs
have on average sizes re = 5.6 ± 1.93 and nser = 0.7 ± 1.0. The
measured Sersic indexes are typical for star-forming galaxies. We
also note a strong correlation between the i-band magnitude and
the size re (fainter objects are smaller). We also see a trend that
strong [OII] emitters have a smaller nser, however it is difficult
to exclude that this is not a consequence of the aforementioned
correlations. The stellar mass displays some tight correlations with
the r − z and r − W1 colours. More massive galaxies will tend to
be older, thus having a redder r − z colour, which brackets the 4000
Å break; they will also tend to form less stars, as can be seen from
the mild correlation between stellar mass and [OII] flux. The tight
correlation with the r − W1 colour is expected, as the WISE W1
filter probes the rest-frame H-band, dominated by emission from
the low-mass stars constituting the bulk of a galaxy stellar mass.

To summarise from the [OII] emission point of view, in our
ELG sample, the strong [OII] emitters have on average a slightly
higher zspec, bluer r − z and g − r colours, smaller stellar masses
log10(M⋆), fainter i-band magnitudes, smaller sizes, slightly lower
nser, and lower stellar masses.

7 CONCLUSION

We have presented the final target selection and first observations
of the eBOSS/ELG program. This program will observe ∼255,000
ELGs over ∼1220 deg2 with the goal of measuring the BAO scale at

z ∼ 0.85 with a ∼2% precision. Three hundred plates are dedicated
to this program, split between the SGC and the NGC, the obser-
vation of which will last two years. Observations started in 2016,
September, with 51 plates observed in the SGC and 8 plates in the
NGC (57656 6 MJD 6 57787) to date.

According to previous experience with BOSS and cosmolog-
ical forecast, the target selection should fulfill the following cri-
teria: (1) a surface density >170 deg−2; (2) an absolute variation
in expected density <15% with respect to imaging depth, Galac-
tic extinction, and stellar density; (3) an absolute variation in ex-
pected density <15% with respect to the estimated uncertainties in
the imaging zeropoint; (4) reliable zspec measurements, i.e. with
a precision better than 300 km.s−1; (5) an ELG sample used for
cosmology at z ∼ 0.85 >190,000, i.e. >74% of the observed targets
with a reliable zspec measurement with 0.7 < zspec < 1.1; (6) <1%
of this sample with a catastrophic zspec measurement (redshift error
exceeding 1000 km.s−1).

The ELG target selection is based on the DECaLS grz-band
imaging, requiring: clean photometry, favouring [OII] emitters
through a cut in the g-band magnitude, and selecting galaxies in
the desired redshift range, through a box cut in the grz-space. The
ELG footprint is split in two parts, one of 620 deg2 over the SGC
and one of 600 deg2 over the NGC. To take advantage of the deeper
DES observations over the SGC, the grz-selection box is larger for
the SGC, resulting in a target density higher than in the NGC (240
deg−2 vs. 200 deg−2).

We led a thorough analysis on the density variation over the
footprint, similar to that presented in Delubac et al. (2017), and
demonstrated that the ELG target selection passes the requirements
on the target density variations. We use dedicated zspec reliability
flags (zQ, zCont): visual inspections on two plates reduced with the
latest pipeline version show that those flags secure a catastrophic
failure rate of 1.4%±0.5%. Results from the 51 plates already ob-
served in the SGC provide a median zspec of 0.84 and an efficiency
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Figure 14. Matrix plot comparing the various properties of our ELG SGC sample, using objects covered by CS82, with a reliable zspec and 0.7 < zspec < 1.1
cover (∼5000 objects). We plot the histogram for this sample (gray), and when splitting it by [OII] flux bins (red: log10(F[OII]) < −16.1, yellow: −16.1 <

log10(F[OII]) < −15.8, and blue: log10(F[OII]) > −15.8). The red, yellow, and blue stars in the scatter plots represent the median values for those bins in
[OII] flux. In the scatter plots, the individual log10(F[OII]) is colour-coded, with a colour scale going from -16.5 (red) to -15.5 (blue).
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Sample N zspec log10(F[OII]) g mag g − r r − z r −W1 log10(M⋆) CS82 i mag re nsersic

[log10(erg.s−1.cm−2)] [mag] [mag] [mag] [mag] [log10(M⊙)] [mag] [kpc]

All 5235 0.83 ± 0.09 −15.88 ± 0.27 22.58 ± 0.23 0.66 ± 0.13 0.94 ± 0.17 1.69 ± 0.66 10.33 ± 0.26 21.44 ± 0.38 5.56 ± 1.93 0.71 ± 1.03

0.7 < zspec < 0.8 1816 0.76 ± 0.03 −15.91 ± 0.26 22.55 ± 0.25 0.74 ± 0.11 0.86 ± 0.13 1.55 ± 0.59 10.26 ± 0.22 21.34 ± 0.36 5.34 ± 1.81 0.74 ± 0.98
0.8 < zspec < 0.9 2053 0.84 ± 0.03 −15.88 ± 0.28 22.58 ± 0.23 0.64 ± 0.13 0.95 ± 0.17 1.72 ± 0.68 10.33 ± 0.26 21.43 ± 0.37 5.61 ± 1.93 0.69 ± 0.93
0.9 < zspec < 1.1 1366 0.97 ± 0.05 −15.85 ± 0.28 22.61 ± 0.22 0.57 ± 0.12 1.04 ± 0.18 1.93 ± 0.65 10.45 ± 0.27 21.60 ± 0.39 5.81 ± 2.05 0.70 ± 1.22

21.825 < g-mag < 22.4 1404 0.82 ± 0.09 −15.84 ± 0.29 22.23 ± 0.15 0.68 ± 0.13 0.92 ± 0.17 1.75 ± 0.60 10.45 ± 0.25 21.10 ± 0.37 5.96 ± 1.97 0.76 ± 1.23
22.4 < g-mag < 22.7 2320 0.84 ± 0.09 −15.88 ± 0.27 22.57 ± 0.09 0.66 ± 0.13 0.93 ± 0.17 1.67 ± 0.66 10.31 ± 0.25 21.45 ± 0.33 5.51 ± 1.91 0.70 ± 0.95
22.7 < g-mag < 22.825 1511 0.84 ± 0.10 −15.92 ± 0.26 22.77 ± 0.04 0.65 ± 0.13 0.94 ± 0.18 1.66 ± 0.70 10.23 ± 0.25 21.63 ± 0.30 5.29 ± 1.86 0.69 ± 0.94

log10(F[OII]) < −16.1 1222 0.82 ± 0.09 −16.24 ± 0.17 22.60 ± 0.22 0.73 ± 0.13 1.06 ± 0.18 1.98 ± 0.60 10.46 ± 0.26 21.36 ± 0.40 6.31 ± 1.95 0.76 ± 1.12
−16.1 < log10(F[OII]) < −15.8 2045 0.83 ± 0.09 −15.93 ± 0.09 22.60 ± 0.23 0.69 ± 0.13 0.96 ± 0.17 1.74 ± 0.63 10.35 ± 0.25 21.42 ± 0.38 5.91 ± 1.86 0.69 ± 0.96
−15.8 < log10(F[OII]) 1968 0.84 ± 0.09 −15.67 ± 0.12 22.55 ± 0.24 0.60 ± 0.13 0.86 ± 0.14 1.52 ± 0.67 10.24 ± 0.24 21.50 ± 0.37 4.73 ± 1.76 0.70 ± 1.05

Table 7. Mean properties for the ELG SGC sample. All samples are subsamples from the sample which will be used for cosmology (i.e. 0.7 < zspec < 1.1
with a reliable zspec measurement) overlapping the CS82 imaging survey. We report the median values and the standard deviation.

of 68.0%-71.9%. Results from the 8 plates already observed in the
NGC provide a median zspec of 0.84 and an efficiency of 63.1%.
Overall, the target selection reasonably passes all the requirements,
though the efficiency is slightly lower than expected. The efficiency
can be increased by including the 0.6 < zspec < 0.7 redshift bin in
the cosmological sample and by pipeline improvements. The cosmo-
logical forecast based on those first months measurements provide
σDV

/DV = 0.023, in agreement with the forecast in Zhao et al.
(2016), which were performed before the start of the ELG observa-
tions.

Lastly, thanks to the current spectroscopic observations, com-
pleted with SED fitting using additional near-infrared photometry
from the WISE satellite and with excellent seeing imaging coverage
from the CS82 survey, we have presented a detailed view of the av-
erage properties (photometric, spectroscopic, structural properties
and stellar masses) of the ELG sample in the SGC. The typical ELG
in the SGC has a stellar mass of log(M⋆/M⊙) = 10.33 ± 0.26, a
size of re = 5.6 ± 1.93 kpc, and a Sersic index of nser = 0.7 ± 1.0.
These present the typical features of star-forming galaxies, as seen
in a composite spectrum stacking ∼30,000 ELG spectra, or with
the 2D luminosity profile (low Sersic index). These observations
will be useful in the production of realistic mocks necessary for the
cosmological anaysis, and also illustrate the legacy of such a sample
for the galaxy evolution studies. For instance, planned future work
includes fitting the stacked spectra with stellar population models,
in order to estimate precisely the average properties of those ELGs,
including mass, age, and star formation history.

The target catalogue over the SGC footprint will be publicly
released in mid-2017, as a Value-Added Catalog from the SDSS
DR14 release (http://www.sdss.org/dr14/data_access/vac/).

This ELG selection is paving the way for the future large BAO
surveys, such as DESI and 4MOST, in which ELGs will constitue a
significant part of the targets.
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