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#### Abstract

In this paper, we analyse the exterior Stokes problem with the Navier slip boundary conditions, describing the flow of a viscous and incompressible fluid past an obstacle where it is assumed that the fluid may slip at the boundary. Because the flow domain is unbounded, we set the problem in weighted spaces in order to control the behavior at infinity of the solutions. This functional framework also allows to prescribe various behaviors at infinity of the solutions (growth or decay). Existence and uniqueness of solutions are shown in a Hilbert setting which gives the tools for a possible numerical analysis of the problem. Weighted Korn's inequalities are the key point in order to study the variational problem.
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## 1 Introduction

It is well-known that the motion of a viscous and incompressible fluid past an obstacle is governed by the Navier-Stokes equations. In the stationary case, the system can be written as follows:

$$
\begin{align*}
-v \Delta \boldsymbol{u}+\boldsymbol{u} \cdot \nabla \boldsymbol{u}+\nabla \pi & =\boldsymbol{f} \tag{1.1}
\end{align*} \text { in } \quad \Omega,
$$

In (1.1), the flow domain $\Omega$ is an exterior domain, namely the complement of a bounded domain which represents the obstacle, the unkowns are $\boldsymbol{u}$ the velocity of the fluid and its pressure $\pi$ and the data are $v$ the viscosity of the fluid and $\boldsymbol{f}$ the external forces acting on the fluid.

Due to the fact that the flow domain $\Omega$ is unbounded, we need to add a condition at infinity. Here we assume that the fluid is at rest at infinity, therefore we append the following condition:

$$
\begin{equation*}
\lim _{|x| \rightarrow+\infty} \boldsymbol{u}(\boldsymbol{x})=\mathbf{0} \tag{1.2}
\end{equation*}
$$

In order to close the system, we also need a condition at the boundary $\Gamma$ of $\Omega$. Usually, the no-slip condition is prescribed for (1.1):

$$
\begin{equation*}
\boldsymbol{u}=\mathbf{0} \quad \text { on } \quad \Gamma . \tag{1.3}
\end{equation*}
$$

One essential step in order to investigate the Navier-Stokes equations is to start by studying linearized problems. Here, due to the condition at infinity (1.2), the linearization leads to the Stokes equations:

$$
\begin{align*}
-v \Delta \boldsymbol{u}+\nabla \pi=\boldsymbol{f} & \text { in } \quad \Omega  \tag{1.4}\\
\operatorname{div} \boldsymbol{u}=0 & \text { in } \quad \Omega
\end{align*}
$$

Problem (1.4)-(1.3) in three-dimensional exterior domains has been studied by many authors. Among the works, we can mention $[5,24,25,26,29,30,32,38,39,49,50]$ and references therein. Note that the approach developed in $[5,29,30,32,49,50]$ is the same as the one we use in this paper.

However, in many applications, obstacles may have rough boundaries. This is the case, for instance, for the skin of sharks ( $[22,23]$ ) or golf balls. Another application of interest can also be found for instance in aerodynamics in drag control of aircraft wings. In order to reduce the drag, small injections jets are introduced over the wings of the plane ([3]).
In the case where the obstacles have a rough boundary, the no-slip condition (1.3) is no longer valid (see for instance [47]). Therefore, another approach was introduced where it is assumed that, due to the roughness of the boundary and to the viscosity of the fluid, there is a stagnant layer of fluid close to the boundary allowing the fluid to slip (see for instance [19]). To overcome the complicate description of the problem, the Navier slip boundary conditions are commonly used. These conditions, proposed by Navier [45], can be written as

$$
\begin{equation*}
\boldsymbol{u} \cdot \boldsymbol{n}=0, \quad 2[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{u}_{\tau}=\mathbf{0} \quad \text { on } \quad \Gamma, \tag{1.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{D}(\boldsymbol{u})=\frac{1}{2}\left(\nabla \boldsymbol{u}+\nabla \boldsymbol{u}^{T}\right) \tag{1.6}
\end{equation*}
$$

denotes the rate-of-strain tensor field, $\alpha$ is a scalar friction function, $\boldsymbol{n}$ is the unit normal vector to $\Gamma$ and the notation $[\cdot]_{\tau}$ denotes the tangential component of a vector on $\Gamma$. The first condition in (1.5) is the no-penetration condition and the second condition expresses the fact that the tangential velocity, instead of being zero as in the slip condition (1.3), is proportional to the tangential stress.

The Navier slip conditions have been extensively studied, see for instance [1, 2, 12, 19, 27, 35, 36, 48] and references therein.

The purpose of this paper is to study the exterior problem composed by the Stokes equations (1.4) and the Navier slip boundary conditions (1.5), with a positive friction function $\alpha$ and where we also include the non homogeneous case. Although the Stokes problem set in bounded domains with conditions (1.5) has been well studied by various authors (see for instance [10, 13] or [11, 48] for the case $\alpha=0$ and references therein), to the best of our knowledge, it is not the case when the domain is unbounded and $\alpha>0$. We can just mention [46] where (1.5) was used for the stationary Navier-Stokes equations in exterior domains with also the assumption that the velocity tends to a non zero constant vector at infinity instead of (1.2). For the case of Navier boundary conditions without friction ( $\alpha=0$ ), let us mention [9], where the following boundary conditions (also known as Hodge boundary conditions) were used:

$$
\begin{equation*}
\boldsymbol{u} \cdot \boldsymbol{n}=0, \quad \operatorname{curl} \boldsymbol{u}=\mathbf{0} \quad \text { on } \quad \Gamma, \tag{1.7}
\end{equation*}
$$

where curl $\boldsymbol{u}$ is the vorticity field. These conditions coincide with (1.5) on flat boundaries when $\alpha=0$. They were also used in [14] for the study of the non stationary Navier-Stokes equations in half-spaces of $\mathbb{R}^{3}$. We finally refer to $[43,44]$ for the study of the non stationary problem of Navier-Stokes with mixed boundary conditions that include (1.5) without friction.

This paper is the starting point of our investigation of problem (1.4)-(1.5). The study is based on a $L^{2}-$ theory and, because the domain $\Omega$ is unbounded, we choose to set the problem in weighted spaces. The weight functions are polynomials and enable to describe the growth or the decay of functions at infinity which allows to look for solutions of (1.4)-(1.5) with various behavior at infinity and this is one of the main advantages of the weighted spaces. Moreover, a numerical method, the so-called inverted finite elements method, that uses weighted spaces as functional framework has been developed in the pioneer work [16]. Hence, this method allows to approximate the various solutions found in the weighted spaces framework. Note that the finite elements method has been efficiently applied to many elliptic problems set in unbounded domains (see for instance [15, 17, 18]).

Our analysis of problem (1.4)-(1.5) follows the same lines as in [33] for the study of the exterior Laplace problems or [32] and [29] for the exterior Stokes problem with no-slip boundary conditions: we first look for the variational solution. The key point here is the proof of variant weighted Korn's inequalities in order to get the coercivity of the bilinear form associated to the variational formulation. To establish these inequalities, we follow the approach introduced in [21], where the authors proposed another proof of Korn's inequalities in bounded domains based on the fact that symmetric tensor fields that satisfy the so-called Saint-Venant compatibility condition (see (2.22)), can be written as the rate-of-strain tensor of a vector field. Let us mention that other variant weighted Korn's inequalities can be found for instance in [37]. Next, we look for solutions that have a different behavior at infinity from the variational solution. To that end, we combine results on the Stokes problem set in the whole space to catch the behavior at infinity and results in bounded domains to take into account the boundary conditions. We start by looking for solutions that grow at infinity or decay weaker than the variational solution. But afterwards, unlike the exterior problem of Laplace with Dirichlet boundary or problem (1.4)-(1.3), duality arguments can not be applied in our context to find solutions that decay faster than the variational solution. Instead we use arguments that are similar as proving regularity results. Here, the arguments are based on adequate extensions of solutions to (1.4)-(1.5) that we already have at hand. These techniques were previoulsy applied in [33] (see also [42]) for the exterior Laplace equation with Neumann boundary condition.

The paper is organized as follows. In Section 2, we introduce the Notation, the functional framework based on weighted Hilbert spaces. We shall precise in which sense, the Navier slip boundary conditions are taken. We recall the main results on Stokes problem that we shall use and we establish the Korn's inequalities. In Section 3, we solve problem (1.4)-(1.5) by following the same lines described above.

## 2 Notation and preliminaries

### 2.1 Notation

Throughout this paper we assume that $\Omega^{\prime} \subset \mathbb{R}^{3}$ is a simply connected bounded domain that has at least a Lipschitz-continuous boundary $\Gamma$. Let $\Omega$ be the complement of $\overline{\Omega^{\prime}}$ in $\mathbb{R}^{3}$, in other words an exterior domain. We will use bold characters for vector and matrix fields. A point in $\mathbb{R}^{3}$ is denoted by $\boldsymbol{x}=\left(x_{1}, x_{2}, x_{3}\right)$ and its distance to the origin by

$$
r=|\boldsymbol{x}|=\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}
$$

Let $\mathbb{N}$ denote the set of non-negative integers and $\mathbb{Z}$ the set of all integers. For any multi-index $\boldsymbol{\lambda} \in \mathbb{N}^{3}$, we denote by $\partial^{\boldsymbol{\lambda}}$ the differential operator of order $\boldsymbol{\lambda}$,

$$
\partial^{\boldsymbol{\lambda}}=\frac{\partial^{|\boldsymbol{\lambda}|}}{\partial_{1}^{\lambda_{1}} \partial_{2}^{\lambda_{2}} \partial_{3}^{\lambda_{3}}}, \quad|\boldsymbol{\lambda}|=\lambda_{1}+\lambda_{2}+\lambda_{3} .
$$

For any $k \in \mathbb{Z}, \mathscr{P}_{k}$ stands for the space of polynomials of degree less than or equal to $k$ and $\mathscr{P}_{k}^{\Delta}$ the harmonic polynomials of $\mathscr{P}_{k}$. If $k$ is a negative integer, we set by convention $\mathscr{P}_{k}=\{0\}$. We denote by $\mathscr{D}(\Omega)$ the space of $\mathscr{C}^{\infty}$ functions with compact support in $\Omega, \mathscr{D}(\bar{\Omega})$ the restriction to $\Omega$ of functions belonging to $\mathscr{D}\left(\mathbb{R}^{3}\right)$. We recall that $\mathscr{D}^{\prime}(\Omega)$ is the well-known space of distributions defined on $\Omega$. We recall that $L^{p}(\Omega)$ is the well-known Lebesgue real space and for $m \geq 1$, we recall that $H^{m}(\Omega)$ is the wellknown Hilbert space $W^{m, 2}(\Omega)$. We shall write $u \in H_{l o c}^{m}(\Omega)$ to mean that $u \in H^{m}(\mathscr{O})$, for any bounded domain $\mathscr{O}$, with $\overline{\mathscr{O}} \subset \Omega$. For $R>0$, we denote by $B_{R}$ the open ball of radius $R$ centered at 0 . We assume that the origin of the coordinates is placed in the obstacle $\Omega^{\prime}$. We set $\Omega_{R}=\Omega \cap B_{R}$. The notation $\langle\cdot, \cdot\rangle$ will denote adequate duality pairing and will be specified when needed. If not specified, $\langle\cdot, \cdot\rangle_{\Gamma}$ will denote the duality pairing between the space $H^{-1 / 2}(\Gamma)$ and its dual space $H^{1 / 2}(\Gamma)$. Given $\boldsymbol{A}$ and $\boldsymbol{B}$ two matrix fields, such that $\boldsymbol{A}=\left(a_{i j}\right)_{1 \leqslant i, j \leqslant 3}$ and $\boldsymbol{B}=\left(b_{i j}\right)_{1 \leqslant i, j \leqslant 3}$, then we define $\boldsymbol{A}: \boldsymbol{B}=\left(a_{i j} b_{i j}\right)_{1 \leqslant i, j \leqslant 3}$. Finally, as usual, $C>0$ denotes a generic constant the value of which may change from line to line and even at the same line.

### 2.2 Weighted Hilbert spaces

We introduce the weight function

$$
\rho(\boldsymbol{x})=\left(1+r^{2}\right)^{1 / 2}
$$

For $k \in \mathbb{Z}$, we introduce

$$
W_{k}^{0}(\Omega)=\left\{u \in \mathscr{D}^{\prime}(\Omega), \rho^{k} u \in L^{2}(\Omega)\right\}
$$

which is a Hilbert space equipped with the norm:

$$
\|u\|_{W_{k}^{0}(\Omega)}=\left\|\rho^{k} u\right\|_{L^{2}(\Omega)}
$$

Let $m \geqslant 1$ be an integer. We define the weighted Hilbert space:

$$
W_{k}^{m}(\Omega)=\left\{u \in \mathscr{D}^{\prime}(\Omega) ; \forall \boldsymbol{\lambda} \in \mathbb{N}^{3}: 0 \leq|\boldsymbol{\lambda}| \leq m, \rho^{k-m+|\boldsymbol{\lambda}|} \partial^{\boldsymbol{\lambda}} u \in L^{2}(\Omega)\right\}
$$

equipped with the norm

$$
\|u\|_{W_{k}^{m}(\Omega)}=\left(\sum_{0 \leqslant|\boldsymbol{\lambda}| \leqslant m}\left\|\rho^{k-m+|\boldsymbol{\lambda}|} \partial^{\boldsymbol{\lambda}} u\right\|_{L^{2}(\Omega)}^{2}\right)^{1 / 2}
$$

We define the semi-norm

$$
|u|_{W_{k}^{m}(\Omega)}=\left(\sum_{|\boldsymbol{\lambda}|=m}\left\|\rho^{k} \partial^{\boldsymbol{\lambda}} u\right\|_{L^{2}(\Omega)}\right)^{1 / 2}
$$

Let us give an example of such space that will be often used in the remaining of the paper. For $m=1$, we have

$$
W_{k}^{1}(\Omega)=\left\{u \in \mathscr{D}^{\prime}(\Omega), \rho^{k-1} u \in L^{2}(\Omega), \rho^{k} \nabla u \in L^{2}(\Omega)\right\} .
$$

For the sake of simplicity, we have defined these spaces with integer exponents on the weight function. But naturally, these definitions can be extended to real number exponents with eventually some slight modifications (see[7] for more details).

We shall now give some basic properties of those spaces:

## Properties 2.1.

1. The space $\mathscr{D}(\bar{\Omega})$ is dense in $W_{k}^{m}(\Omega)$.
2. For any $\boldsymbol{\lambda} \in \mathbb{N}^{3}$, the mapping

$$
\begin{equation*}
u \in W_{k}^{m}(\Omega) \rightarrow \partial^{\boldsymbol{\lambda}} u \in W_{k}^{m-|\lambda|}(\Omega) \tag{2.1}
\end{equation*}
$$

is continuous.
3. For $m \in \mathbb{N} \backslash\{0\}$ and $k \in \mathbb{Z}$, we have the following continuous imbedding:

$$
\begin{equation*}
W_{k}^{m}(\Omega) \hookrightarrow W_{k-1}^{m-1}(\Omega) . \tag{2.2}
\end{equation*}
$$

4. The space $\mathscr{P}_{m-2-k}$ is the space of all polynomials included in $W_{k}^{m}(\Omega)$ and the following Poincarétype inequality holds:

$$
\begin{equation*}
\forall u \in W_{k}^{m}(\Omega), \quad \inf _{\mu \in \mathscr{P}_{j^{\prime}}}\|u+\mu\|_{W_{k}^{m}(\Omega)} \leqslant C|u|_{W_{k}^{m}(\Omega)} \tag{2.3}
\end{equation*}
$$

where $j^{\prime}=\min (m-2-k, m-1)$. In other words the semi-norm $|\cdot|_{W_{k}^{m}(\Omega)}$ is a norm on $W_{k}^{m}(\Omega) / \mathscr{P}_{j^{\prime}}$. In particular, $|\cdot|_{W_{0}^{1}(\Omega)}$ is a norm on $W_{0}^{1}(\Omega)$.

For more details on the above properties and the ones that we shall present in the following, the reader can refer to $[7,8,34,40]$ and references therein.

Note that all the local properties of the space $W_{k}^{m}(\Omega)$ coincide with those of the standard Hilbert space $H^{m}(\Omega)$. Hence, it also satisfies the usual trace theorems on the boundary $\Gamma$. Therefore, we can define the space

$$
\stackrel{\circ}{W}_{k}^{m}(\Omega)=\left\{u \in W_{k}^{m}(\Omega), \gamma_{0} u=0, \gamma_{1} u=0, \cdots, \gamma_{m-1} u=0 \text { on } \Gamma\right\} .
$$

If $\Omega$ is the whole space $\mathbb{R}^{3}$, then the spaces $\grave{W}_{k}^{m}\left(\mathbb{R}^{3}\right)$ and $W_{k}^{m}\left(\mathbb{R}^{3}\right)$ coincide. The space $\mathscr{D}(\Omega)$ is dense in $\dot{W}_{k}^{m}(\Omega)$. Therefore, the dual space of $\dot{W}_{k}^{m}(\Omega)$, denoted by $W_{-k}^{-m}(\Omega)$ is a space of distributions. For $m \in \mathbb{N}$ and $k \in \mathbb{Z}$, we have the continuous imbedding

$$
\begin{equation*}
W_{k}^{-m}(\Omega) \subset W_{k-1}^{-m-1}(\Omega) . \tag{2.4}
\end{equation*}
$$

Moreover, we have the following Poincaré-type inequality:

$$
\begin{equation*}
\forall u \in \grave{W}_{k}^{m}(\Omega), \quad\|u\|_{W_{k}^{m}(\Omega)} \leq C|u|_{W_{k}^{m}(\Omega)} \tag{2.5}
\end{equation*}
$$

We now introduce some weighted Hilbert spaces that are specific for the study of the Stokes problem (1.4) with the Navier boundary conditions (1.5). We start by introducing the following space for $k \in \mathbb{Z}$ :

$$
H_{k}(\operatorname{div} ; \Omega)=\left\{\boldsymbol{v} \in W_{k}^{0}(\Omega), \operatorname{div} \boldsymbol{v} \in W_{k+1}^{0}(\Omega)\right\} .
$$

This space is endowed with the norm

$$
\|\boldsymbol{v}\|_{H_{k}(\operatorname{div} ; \Omega)}=\left(\|\boldsymbol{v}\|_{W_{k}^{0}(\Omega)}^{2}+\|\operatorname{div} \boldsymbol{v}\|_{W_{k+1}^{0}(\Omega)}^{2}\right)^{1 / 2} .
$$

Observe that $\mathscr{D}(\bar{\Omega})$ is dense in $H_{k}(\operatorname{div} ; \Omega)$. For the proof, one can use the same arguments as for the proof of the density of $\mathscr{D}(\bar{\Omega})$ in $W_{k}^{m}(\Omega)$ (see [34]). Therefore, denoting by $\boldsymbol{n}$ the unit normal vector to the boundary $\Gamma$ pointing outside $\Omega$, if $\boldsymbol{v}$ belongs to $H_{k}(\operatorname{div} ; \Omega)$, then $\boldsymbol{v}$ has a normal trace $\boldsymbol{v} \cdot \boldsymbol{n}$ in $H^{-1 / 2}(\Gamma)$ and there exists $C>0$ such that

$$
\begin{equation*}
\forall \boldsymbol{v} \in H_{k}(\operatorname{div} ; \Omega), \quad\|\boldsymbol{v} \cdot \boldsymbol{n}\|_{H^{-1 / 2}(\Gamma)} \leq C\|\boldsymbol{v}\|_{H_{k}(\mathrm{div} ; \Omega)} . \tag{2.6}
\end{equation*}
$$

Moreover the below Green's formula holds. For any $\boldsymbol{v} \in H_{k}(\operatorname{div} ; \Omega)$ and $\varphi \in W_{-k}^{1}(\Omega)$, we have

$$
\begin{equation*}
\langle\boldsymbol{v} \cdot \boldsymbol{n}, \varphi\rangle_{\Gamma}=\int_{\Omega} \boldsymbol{v} \cdot \nabla \varphi d \boldsymbol{x}+\int_{\Omega} \varphi \operatorname{div} \boldsymbol{v} d \boldsymbol{x} \tag{2.7}
\end{equation*}
$$

The closure of $\mathscr{D}(\Omega)$ in $H_{k}(\operatorname{div} ; \Omega)$ is denoted by $\stackrel{\circ}{H}_{k}(\operatorname{div} ; \Omega)$ and can be characterized by

$$
\stackrel{\circ}{H}_{k}(\operatorname{div} ; \Omega)=\left\{\boldsymbol{v} \in H_{k}(\operatorname{div} ; \Omega), \boldsymbol{v} \cdot \boldsymbol{n}=0 \text { on } \Gamma\right\} .
$$

Its dual space is denoted by $H_{-k}^{-1}(\operatorname{div} ; \Omega)$ and is characterized by the below proposition.
Proposition 2.2. Assume that $\Omega$ is of class $\mathscr{C}^{1,1}$ and let $k \in \mathbb{Z}$. A distribution flolongs to $H_{k}^{-1}(\operatorname{div} ; \Omega)$ if and only if there exist $\boldsymbol{\psi} \in W_{k}^{0}(\Omega)$ and $\chi \in W_{k-1}^{0}(\Omega)$, such that $\boldsymbol{f}=\boldsymbol{\psi}+\nabla \chi$. Moreover

$$
\|\boldsymbol{\psi}\|_{W_{k}^{0}(\Omega)}+\|\chi\|_{W_{k-1}^{0}(\Omega)} \leq C\|\boldsymbol{f}\|_{H_{k}^{-1}(\operatorname{div} ; \Omega)}
$$

The proof of Proposition 2.2 can be found in [9, Proposition 1.3]. A consequence of this proposition and the imbedding (2.4) is that, for any $k \in \mathbb{Z}$, we have the imbedding

$$
\begin{equation*}
H_{k}^{-1}(\operatorname{div} ; \Omega) \subset W_{k-1}^{-1}(\Omega) \tag{2.8}
\end{equation*}
$$

### 2.3 The Stokes equations in the whole space $\mathbb{R}^{3}$

We recall here some basic results concerning the Stokes problem in $\mathbb{R}^{3}$ :

$$
\begin{equation*}
-\Delta \boldsymbol{u}+\nabla \pi=\boldsymbol{f} \quad \text { and } \quad \operatorname{div} \boldsymbol{u}=\chi \quad \text { in } \quad \mathbb{R}^{3} \tag{2.9}
\end{equation*}
$$

These results can be found in [28] (see also [4] for an extension to weighted $L^{p}$ spaces). Let us first introduce the kernel of the Stokes operator

$$
\mathscr{N}_{k}\left(\mathbb{R}^{3}\right)=\left\{(\boldsymbol{u}, \pi) \in W_{k}^{1}\left(\mathbb{R}^{3}\right) \times W_{k}^{0}\left(\mathbb{R}^{3}\right),-\Delta \boldsymbol{u}+\nabla \pi=\mathbf{0} \text { and } \operatorname{div} \boldsymbol{u}=0 \text { in } \mathbb{R}^{3}\right\}
$$

and the space of polynomials

$$
N_{k}=\left\{(\boldsymbol{\lambda}, \mu) \in \mathscr{P}_{k} \times \mathscr{P}_{k-1}^{\Delta},-\Delta \boldsymbol{\lambda}+\nabla \mu=\mathbf{0} \text { and } \operatorname{div} \boldsymbol{\lambda}=0\right\}
$$

Recall that by agreement on the notation $\mathscr{P}_{k}$, the space $N_{k}=\{(\mathbf{0}, 0)\}$ when $k<0$ and $N_{0}=\mathscr{P}_{0} \times\{0\}$. The next proposition characterizes the kernel of (2.9).

## Proposition 2.3.

- If $k \geqslant 0$, then $\mathscr{N}_{k}\left(\mathbb{R}^{3}\right)=\{(\mathbf{0}, 0)\}$.
- If $k<0$, then $\mathscr{N}_{k}\left(\mathbb{R}^{3}\right)=N_{-k-1}$.

The next theorem states an existence, uniqueness and regularity result for problem (2.9).
Theorem 2.4. Assume that $k \in \mathbb{Z}$. If $(\boldsymbol{f}, \chi) \in W_{k}^{-1}\left(\mathbb{R}^{3}\right) \times W_{k}^{0}\left(\mathbb{R}^{3}\right)$ satisfies the compatibility condition:

$$
\begin{equation*}
\forall(\boldsymbol{\lambda}, \mu) \in N_{k-1}, \quad\langle\boldsymbol{f}, \boldsymbol{\lambda}\rangle_{W_{k}^{-1}\left(\mathbb{R}^{3}\right) \times W_{-k}^{1}\left(\mathbb{R}^{3}\right)}-\langle\chi, \mu\rangle_{W_{k}^{0}\left(\mathbb{R}^{3}\right) \times W_{-k}^{0}\left(\mathbb{R}^{3}\right)}=0 \tag{2.10}
\end{equation*}
$$

then problem (2.9) has a solution $(\boldsymbol{u}, \pi) \in W_{k}^{1}\left(\mathbb{R}^{3}\right) \times W_{k}^{0}\left(\mathbb{R}^{3}\right)$ unique up to an element of $N_{-k-1}$ and we have the estimate

$$
\inf _{(\boldsymbol{\lambda}, \mu) \in N_{-k-1}}\left(\|\boldsymbol{u}+\boldsymbol{\lambda}\|_{W_{k}^{1}\left(\mathbb{R}^{3}\right)}+\|\boldsymbol{\pi}+\mu\|_{W_{k}^{0}\left(\mathbb{R}^{3}\right)}\right) \leqslant C\left(\|\boldsymbol{f}\|_{W_{k}^{-1}\left(\mathbb{R}^{3}\right)}+\|\chi\|_{W_{k}^{0}\left(\mathbb{R}^{3}\right)}\right)
$$

Furthermore, if $(\boldsymbol{f}, \chi) \in W_{k+1}^{0}\left(\mathbb{R}^{3}\right) \times W_{k+1}^{1}\left(\mathbb{R}^{3}\right)$, then $(\boldsymbol{u}, \pi) \in W_{k+1}^{2}\left(\mathbb{R}^{3}\right) \times W_{k+1}^{1}\left(\mathbb{R}^{3}\right)$.

### 2.4 The Navier boundary conditions and related properties

Let us introduce some notations related to the boundary. First, for any vector field $\boldsymbol{\nu}$ on $\Gamma$, we can write

$$
\begin{equation*}
\boldsymbol{v}=\boldsymbol{v}_{\tau}+(\boldsymbol{v} \cdot \boldsymbol{n}) \boldsymbol{n} \tag{2.11}
\end{equation*}
$$

where $\boldsymbol{v}_{\tau}$ is the projection of $\boldsymbol{v}$ on the tangent hyper-plan to $\Gamma$.
We need now to give a sense to the second condition in (1.5). To that end, we first introduce the spaces:

$$
\begin{equation*}
V_{\sigma, T}(\Omega)=\left\{\boldsymbol{v} \in W_{0}^{1}(\Omega), \operatorname{div} \boldsymbol{v}=0 \text { in } \Omega \text { and } \boldsymbol{v} \cdot \boldsymbol{n}=0 \text { on } \Gamma\right\} \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
E(\Omega)=\left\{\boldsymbol{v} \in W_{0}^{1}(\Omega), \Delta \boldsymbol{v} \in H_{1}^{-1}(\operatorname{div} ; \Omega)\right\} \tag{2.13}
\end{equation*}
$$

equipped with the norm of $W_{0}^{1}(\Omega)$ and

$$
\|\boldsymbol{v}\|_{E(\Omega)}=\|\boldsymbol{v}\|_{W_{0}^{1}(\Omega)}+\|\Delta \boldsymbol{v}\|_{H_{1}^{-1}(\operatorname{div} ; \Omega)}
$$

respectively. We recall that the space $\mathscr{D}(\bar{\Omega})$ is dense in $E(\Omega)$ (see [9, Lemma 5.1]). As a consequence, we obtain the following trace result.

Lemma 2.5. The linear mapping $\Theta: \boldsymbol{u} \rightarrow[\boldsymbol{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}$ defined on $\mathscr{D}(\bar{\Omega})$ can be extended to a linear and continuous mapping

$$
\Theta: E(\Omega) \rightarrow H^{-1 / 2}(\Gamma)
$$

Moreover, we have the Green formula: For any $\boldsymbol{u} \in E(\Omega)$ and $\boldsymbol{\varphi} \in V_{\sigma, T}(\Omega)$,

$$
\begin{equation*}
-\langle\Delta \boldsymbol{u}, \boldsymbol{\varphi}\rangle_{\Omega}=2 \int_{\Omega} \boldsymbol{D}(\boldsymbol{u}): \boldsymbol{D}(\boldsymbol{\varphi}) d \boldsymbol{x}-2\left\langle[\boldsymbol{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}, \boldsymbol{\varphi}\right\rangle_{\Gamma} \tag{2.14}
\end{equation*}
$$

Where $\langle\cdot, \cdot\rangle_{\Omega}$ denotes the dualities between $H_{1}^{-1}(\operatorname{div} ; \Omega)$ and $\stackrel{\circ}{H}_{-1}(\operatorname{div} ; \Omega)$.
Proof. It is a standard proof that follows the ideas of [41]. The goal is to prove that the mapping $\Theta$ defined on $\mathscr{D}(\bar{\Omega})$ is continuous for the norm of $E(\Omega)$. Let us first observe that if $\boldsymbol{u} \in \mathscr{D}(\bar{\Omega})$ and $\boldsymbol{\varphi} \in$ $W_{0}^{1}(\Omega)$ with $\boldsymbol{\varphi} \cdot \boldsymbol{n}=0$ on $\Gamma$, then thanks to the following identity

$$
\begin{equation*}
\Delta \boldsymbol{u}=2 \operatorname{div} \mathbf{D}(\boldsymbol{u})-\nabla \operatorname{div} \boldsymbol{u} \tag{2.15}
\end{equation*}
$$

and the Green formula (2.7), we have

$$
-\langle\Delta \boldsymbol{u}, \boldsymbol{\varphi}\rangle_{\Omega}=2 \int_{\Omega} \mathbf{D}(\boldsymbol{u}): \nabla \boldsymbol{\varphi} d \boldsymbol{x}-2\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}, \boldsymbol{\varphi}\rangle_{\Gamma}-\int_{\Omega} \operatorname{div} \boldsymbol{u} \operatorname{div} \boldsymbol{\varphi} d \boldsymbol{x} .
$$

Next, the fact that $\boldsymbol{\varphi} \cdot \boldsymbol{n}=0$ on $\Gamma$ also implies that

$$
\begin{equation*}
\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}, \boldsymbol{\varphi}\rangle_{\Gamma}=\left\langle([\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}] \cdot \boldsymbol{n}) \boldsymbol{n}+[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}, \boldsymbol{\varphi}\right\rangle_{\Gamma}=\left\langle[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}, \boldsymbol{\varphi}\right\rangle_{\Gamma} \tag{2.16}
\end{equation*}
$$

It follows that, for any $\boldsymbol{u} \in \mathscr{D}(\bar{\Omega})$ and $\boldsymbol{\varphi} \in V_{\sigma, T}(\Omega)$, we have

$$
-\langle\Delta \boldsymbol{u}, \boldsymbol{\varphi}\rangle_{\Omega}=2 \int_{\Omega} \mathbf{D}(\boldsymbol{u}): \nabla \boldsymbol{\varphi} d \boldsymbol{x}-2\left\langle[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}, \boldsymbol{\varphi}\right\rangle_{\Gamma}
$$

Finally, since we have

$$
\int_{\Omega} \mathbf{D}(\boldsymbol{u}): \nabla \boldsymbol{\varphi} d \boldsymbol{x}=\int_{\Omega} \mathbf{D}(\boldsymbol{u}): \mathbf{D}(\boldsymbol{\varphi}) d \boldsymbol{x}
$$

we arrive at

$$
\begin{equation*}
-\langle\Delta \boldsymbol{u}, \boldsymbol{\varphi}\rangle_{\Omega}=2 \int_{\Omega} \mathbf{D}(\boldsymbol{u}): \mathbf{D}(\boldsymbol{\varphi}) d \boldsymbol{x}-2\left\langle[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}, \boldsymbol{\varphi}\right\rangle_{\Gamma} \tag{2.17}
\end{equation*}
$$

Let now $\boldsymbol{\mu}$ be any element of $H^{1 / 2}(\Gamma)$. Then there exists an element $\boldsymbol{\varphi}$ in $W_{0}^{1}(\Omega)$ such that $\operatorname{div} \boldsymbol{\varphi}=0$ in $\Omega$ and $\boldsymbol{\varphi}=\boldsymbol{\mu}_{\tau}$ on $\Gamma$ with the estimate

$$
\begin{equation*}
\|\boldsymbol{\varphi}\|_{W_{0}^{1}(\Omega)} \leqslant C\left\|\boldsymbol{\mu}_{\tau}\right\|_{H^{1 / 2}(\Gamma)} \leqslant C\|\boldsymbol{\mu}\|_{H^{1 / 2}(\Gamma)} . \tag{2.18}
\end{equation*}
$$

Consequently, using (2.17), we can write

$$
\begin{aligned}
\left|2\left\langle[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}, \boldsymbol{\mu}\right\rangle_{\Gamma}\right| & =\left|2\left\langle[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}, \boldsymbol{\mu}_{\tau}\right\rangle_{\Gamma}\right|=\left|2\left\langle[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}, \boldsymbol{\varphi}\right\rangle_{\Gamma}\right| \\
& \leqslant\|\Delta \boldsymbol{u}\|_{H_{1}^{-1}(\operatorname{div}, \Omega)}\|\boldsymbol{\varphi}\|_{H_{-1}(\operatorname{div}, \Omega)}+2\|\mathbf{D}(\boldsymbol{u})\|_{L^{2}(\Omega)}\|\mathbf{D}(\boldsymbol{\varphi})\|_{L^{2}(\Omega)} \\
& \leqslant\left(\|\Delta \boldsymbol{u}\|_{H_{1}^{-1}(\operatorname{div}, \Omega)}^{2}+2\|\mathbf{D}(\boldsymbol{u})\|_{L^{2}(\Omega)}^{2}\right)^{1 / 2} \times\left(\|\boldsymbol{\varphi}\|_{W_{0}^{1}(\Omega)}^{2}+2\|\mathbf{D}(\boldsymbol{\varphi})\|_{L^{2}(\Omega)}^{2}\right)^{1 / 2} \\
& \leqslant C\|\boldsymbol{u}\|_{E(\Omega)}\|\boldsymbol{\varphi}\|_{W_{0}^{1}(\Omega)} .
\end{aligned}
$$

Using inequalities (2.18) we deduce that

$$
\left|2\left\langle[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}, \boldsymbol{\mu}\right\rangle_{\Gamma}\right| \leqslant C\|\boldsymbol{u}\|_{E(\Omega)}\|\boldsymbol{\mu}\|_{H^{1 / 2}(\Gamma)}
$$

which implies that

$$
\left\|[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}\right\|_{H^{-1 / 2}(\Gamma)} \leqslant C\|\boldsymbol{u}\|_{E(\Omega)}
$$

Therefore, the linear mapping $\Theta: \boldsymbol{u} \rightarrow[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}$ defined in $\mathscr{D}(\bar{\Omega})$ is continuous for the norm of $E(\Omega)$. Since $\mathscr{D}(\bar{\Omega})$ is dense in $E(\Omega)$, $\Theta$ can be extended by continuity to a mapping still called $\Theta$ defined on $E(\Omega)$ to $H^{-1 / 2}(\Gamma)$ and formula (2.14) holds for all $\boldsymbol{u} \in E(\Omega)$ and $\varphi \in V_{\sigma, T}(\Omega)$.

### 2.5 Weighted Korn's inequalities

This part is devoted to the proof of weighted Korn's inequalities by following the approach proposed by Ciarlet and Ciarlet in [21]. Let us first introduce some notations. For any vector fields $\boldsymbol{u}$ and $\boldsymbol{v}$ of $\mathbb{R}^{3}$, we define

$$
\boldsymbol{u} \times \boldsymbol{v}=\left(u_{2} v_{3}-v_{3} u_{2}, u_{3} v_{1}-u_{1} v_{3}, u_{1} v_{2}-u_{2} v_{1}\right)^{T}
$$

and

$$
\operatorname{curl} \boldsymbol{u}=\nabla \times \boldsymbol{u}
$$

We start with a first lemma on a specific existence of vector potential.
Lemma 2.6. Suppose that $\Omega$ is of class $\mathscr{C}^{1,1}$ and let $k \in \mathbb{Z}$. Assume that $\boldsymbol{u}$ belongs to $\dot{W}_{k}^{1}(\Omega)$ and satisfies $\operatorname{div} \boldsymbol{u}=0$ in $\Omega$. Then, there exists $\boldsymbol{\psi} \in \mathscr{W}_{k}^{2}(\Omega)$ satisfying

$$
\boldsymbol{u}=\operatorname{curl} \boldsymbol{\psi} \quad \text { in } \Omega
$$

Proof. Denote by $\widetilde{\boldsymbol{u}}$ the extension of $\boldsymbol{u}$ by zero in $\Omega^{\prime}$. Then $\widetilde{\boldsymbol{u}}$ belongs to $W_{k}^{1}\left(\mathbb{R}^{3}\right)$ and satisfies $\operatorname{div} \widetilde{\boldsymbol{u}}=0$ in $\mathbb{R}^{3}$. Thanks to [28, Theorems 3.2 and 3.5 ] there exists $\widetilde{\boldsymbol{w}}$ that belongs to $W_{k}^{2}\left(\mathbb{R}^{3}\right)$ such that

$$
\widetilde{\boldsymbol{u}}=\operatorname{curl} \widetilde{\boldsymbol{w}} \text { in } \mathbb{R}^{3} .
$$

Denote now by $\boldsymbol{w}^{\prime}$ the restriction of $\widetilde{\boldsymbol{w}}$ on $\Omega^{\prime}$. Then curl $\boldsymbol{w}^{\prime}=\mathbf{0}$ in $\Omega^{\prime}$ and as a consequence $\boldsymbol{w}^{\prime}=\nabla \Phi^{\prime}$, where $\Phi^{\prime} \in H^{3}\left(\Omega^{\prime}\right)$ (see for instance [31]). Let $\widetilde{\Phi} \in W_{k}^{3}\left(\mathbb{R}^{3}\right)$ be an extension of $\Phi^{\prime}$ in the whole space $\mathbb{R}^{3}$ and let $\widetilde{\boldsymbol{\psi}} \in W_{k}^{2}\left(\mathbb{R}^{3}\right)$ be defined by $\widetilde{\boldsymbol{\psi}}=\widetilde{\boldsymbol{w}}-\nabla \widetilde{\Phi}$. We have

$$
\begin{equation*}
\widetilde{\boldsymbol{\psi}}_{\left.\right|_{\Omega^{\prime}}}=\widetilde{\boldsymbol{w}}_{\left.\right|_{\Omega^{\prime}}}-\nabla \Phi^{\prime}=\boldsymbol{w}^{\prime}-\nabla \Phi^{\prime}=\mathbf{0} \tag{2.19}
\end{equation*}
$$

As a consequence, denoting by $\boldsymbol{\psi}$ the restriction of $\tilde{\boldsymbol{\psi}}$ to $\Omega$, then $\boldsymbol{\psi}$ belongs to $\dot{W}_{k}^{2}(\Omega)$. Furthermore, in view of (2.19), we have

$$
\operatorname{curl} \widetilde{\boldsymbol{\psi}}=\operatorname{curl} \widetilde{\boldsymbol{w}}=\widetilde{\boldsymbol{u}} \text { in } \mathbb{R}^{3},
$$

which implies that

$$
\boldsymbol{u}=\operatorname{curl} \boldsymbol{\psi} \quad \text { in } \quad \Omega .
$$

The second lemma is a result on a variant of de Rham's theorem.
Lemma 2.7. Suppose that $\Omega$ is of class $\mathscr{C}^{1,1}$ and let $k \in \mathbb{Z}$. Assume that $\boldsymbol{f}$ belongs to $W_{k}^{-1}(\Omega)$ and satisfies

$$
\begin{equation*}
\boldsymbol{c u r l} \boldsymbol{f}=\mathbf{0} \text { in } \Omega . \tag{2.20}
\end{equation*}
$$

Then, there exists $p \in W_{k}^{0}(\Omega)$ such that $\boldsymbol{f}=\nabla p$.
Proof. Let us introduce the space

$$
\begin{equation*}
\mathscr{D}_{\sigma}(\Omega)=\{\boldsymbol{\varphi} \in \mathscr{D}(\Omega), \operatorname{div} \boldsymbol{\varphi}=0\} . \tag{2.21}
\end{equation*}
$$

It is clear that if $\boldsymbol{\varphi}$ is in $\mathscr{D}_{\sigma}(\Omega)$, then it also belongs to $\dot{W}_{-k}^{1}(\Omega)$. Thus, according to Lemma 2.6, there exists $\boldsymbol{\psi} \in \dot{W}_{-k}^{2}(\Omega)$ such that $\boldsymbol{\varphi}=\operatorname{curl} \boldsymbol{\psi}$. We can now write

$$
\langle\boldsymbol{f}, \boldsymbol{\varphi}\rangle_{W_{k}^{-1}(\Omega) \times W_{-k}^{1}(\Omega)}=\langle\boldsymbol{f}, \operatorname{curl} \boldsymbol{\psi}\rangle_{W_{k}^{-1}(\Omega) \times \mathscr{W}_{-k}^{1}(\Omega)}=\langle\mathbf{c u r l} \boldsymbol{f}, \boldsymbol{\psi}\rangle_{W_{k}^{-2}(\Omega) \times \dot{W}_{-k}^{2}(\Omega)}=0 .
$$

Hence, thanks to de Rham's theorem, there exists $q \in \mathscr{D}^{\prime}(\Omega)$ such that $\boldsymbol{f}=\nabla q$. It follows from [29, Theorem 2.7] that there exists a constant c such that $p=q+c \in W_{k}^{0}(\Omega)$ which ends the proof.
Let us now introduce the spaces

$$
W_{k}^{0}(\operatorname{sym} ; \Omega)=\left\{\boldsymbol{e}=\left(e_{i j}\right) \in W_{k}^{0}(\Omega), e_{i j}=e_{j i} \text { in } \Omega\right\}
$$

and

$$
\mathscr{K}(\Omega)=\left\{\boldsymbol{v} \in \mathscr{P}_{1}, \boldsymbol{v}(\boldsymbol{x})=\boldsymbol{a}+\boldsymbol{b} \times \boldsymbol{x}, \boldsymbol{a}, \boldsymbol{b} \in \mathbb{R}^{3}\right\} .
$$

The theorem below gives conditions that have to satisfy symmetric matrix fields to be identified as the rate-of-strain tensor of a vector field.

Theorem 2.8. Suppose that $\Omega$ is of class $\mathscr{C}^{1,1}$ and let $k \in \mathbb{Z}$. Assume that e belongs to $W_{k}^{0}($ sym $; \Omega)$ and satisfies the so-called Saint-Venant compatibility conditions

$$
\begin{equation*}
\forall i, j, k, \ell=1,2,3, \quad \mathscr{R}_{i j k \ell}(\boldsymbol{e})=\partial_{\ell j} e_{i k}+\partial_{k i} e_{j \ell}-\partial_{\ell i} e_{j k}-\partial_{k j} e_{i \ell}=0 . \tag{2.22}
\end{equation*}
$$

Then, there exists $\boldsymbol{v} \in W_{k}^{1}(\Omega)$ such that $\boldsymbol{e}=\boldsymbol{D}(\boldsymbol{\nu})$. The vector field $\boldsymbol{v}$ is unique if $k \geq 0$ and unique up to a an element of $\mathcal{K}(\Omega)$ if $k \leq-1$.

## Proof.

- Uniqueness : If $\boldsymbol{v}$ belongs to $\mathscr{D}^{\prime}(\Omega)$ and satisfies $\mathbf{D}(\boldsymbol{v})=\mathbf{0}$, then $\boldsymbol{v}$ belongs to $\mathscr{K}(\Omega)$ (see for instance [20]). If in addition $\boldsymbol{v}$ belongs to $W_{k}^{1}(\Omega)$ with $k \geq 0$, then necessarily $\boldsymbol{v}=\mathbf{0}$ because in this case, there are no polynomials in the space $W_{k}^{1}(\Omega)$ (see Proposition 2.1). Observe that if $k=-1$, then the space $\mathcal{K}(\Omega)$ is reduced to $\mathscr{P}_{0}$.
- Existence: Let $\boldsymbol{e}$ be in $W_{k}^{0}(\operatorname{sym} ; \Omega)$ and for any $i, j=1,2,3$, let $\boldsymbol{f}_{i j}$ be defined by

$$
f_{i j k}=\partial_{j} e_{i k}-\partial_{i} e_{j k}, \quad \forall k=1,2,3 .
$$

Then clearly $\boldsymbol{f}_{i j}$ belongs to $W_{k}^{-1}(\Omega)$ and one can observe that we have curl $\boldsymbol{f}_{i j}=\mathbf{0}$ in $\Omega$. Thanks to Lemma 2.7, there exists $p_{i j} \in W_{k}^{0}(\Omega)$ such that $\boldsymbol{f}_{i j}=\nabla p_{i j}$. Observe also that $\nabla\left(p_{i j}+p_{j i}\right)=\mathbf{0}$ with $p_{i j}+p_{j i} \in W_{k}^{0}(\Omega)$. We deduce that, if $k \geq-1, p_{i j}+p_{j i}=0$ and if $k \leq-2$, there exists a unique constant $c_{i j}$ such that $p_{i j}+p_{j i}=c_{i j}$ and so we can choose the functions $p_{i j}$ such that $p_{i j}+p_{j i}=0$. Set now $q_{i j}=e_{i j}+p_{i j} \in W_{k}^{0}(\Omega) \subset W_{k-1}^{-1}(\Omega)$. One can verify that curl $\boldsymbol{q}_{i}=\mathbf{0}$. Therefore, using again Lemma 2.7, there exists $\nu_{i}$ that belongs to $W_{k-1}^{0}(\Omega)$ such that $\boldsymbol{q}_{i}=\nabla \nu_{i}$. This shows that $\nabla v_{i}$ belongs to $W_{k}^{0}(\Omega)$. Consequently $v_{i}$ belongs to $W_{k}^{1}(\Omega)$. Besides, since $p_{i j}+p_{j i}=0$, we have

$$
\frac{1}{2}\left(\partial_{j} v_{i}+\partial_{i} v_{j}\right)=\frac{1}{2}\left(q_{i j}+q_{j i}\right)=e_{i j}+\frac{1}{2}\left(p_{i j}+p_{i j}\right)=e_{i j}
$$

which shows that $\boldsymbol{e}=\mathbf{D}(\boldsymbol{v})$.

We are now in a position to state variant weighted Korn's inequalities.
Theorem 2.9. Suppose that $\Omega$ is of class $\mathscr{C}^{1,1}$ and let $k \geq 0$ be an integer. Then, there exists $C>0$ such that

$$
\begin{equation*}
\forall \boldsymbol{v} \in W_{k}^{1}(\Omega), \quad\|\boldsymbol{v}\|_{W_{k}^{1}(\Omega)} \leq C\|\boldsymbol{D}(\boldsymbol{v})\|_{W_{k}^{0}(\Omega)} . \tag{2.23}
\end{equation*}
$$

Proof. Let us introduce the space

$$
\mathscr{E}_{k}(\Omega)=\left\{\boldsymbol{e} \in W_{k}^{0}(\operatorname{sym} ; \Omega), \mathscr{R}_{i j k \ell}(\boldsymbol{e})=0\right\} .
$$

Theorem 2.8 allows to introduce the following linear mapping

$$
\mathscr{F}: \mathscr{E}_{k}(\Omega) \mapsto W_{k}^{1}(\Omega)
$$

defined for each $\boldsymbol{e} \in \mathscr{E}_{k}(\Omega)$ by $\mathscr{F}(\boldsymbol{e})=\boldsymbol{v}$ the unique element of $W_{k}^{1}(\Omega)$ that satisfies $\boldsymbol{e}=\mathbf{D}(\boldsymbol{v})$.
The mapping $\mathscr{F}$ is injective since $\mathscr{F}(\boldsymbol{e})=\mathbf{0}$ implies that $\boldsymbol{v}=\mathbf{0}$ which implies that $\boldsymbol{e}=\mathbf{D}(\mathbf{0})=\mathbf{0}$. Next, for any $\boldsymbol{v} \in W_{k}^{1}(\Omega)$, then clearly $\mathbf{D}(\boldsymbol{v})$ belongs to $\mathscr{E}_{k}(\Omega)$ and this implies that the mapping $\mathscr{F}$ is onto. Finally the inverse mapping $\mathscr{F}^{-1}: W_{k}^{1}(\Omega) \mapsto \mathscr{E}_{k}(\Omega)$ defined for each $\boldsymbol{v} \in W_{k}^{1}(\Omega)$ by $\mathscr{F}^{-1}(\boldsymbol{v})=\mathbf{D}(\boldsymbol{v})$, is clearly continuous. Hence from the closed Range Theorem of Banach, the mapping $\mathscr{F}$ is an isomorphism. As a consequence, there exists a constant $C>0$ such that

$$
\forall \boldsymbol{e} \in \mathscr{E}_{k}(\Omega), \quad\|\mathscr{F}(\boldsymbol{e})\|_{W_{k}^{1}(\Omega)} \leq C\|\boldsymbol{e}\|_{W_{k}^{0}(\Omega)},
$$

which imples (2.23).
When $k \leq-1$, we have similar result in a quotient space because the uniqueness of the vector field $\boldsymbol{v}$ in Theorem 2.8 is up to an element of $\mathscr{K}(\Omega)$.

Theorem 2.10. Suppose that $\Omega$ is of class $\mathscr{C}^{1,1}$ and let $k \leq-1$ be an integer. Then, there exists $C>0$ such that

$$
\begin{equation*}
\forall \boldsymbol{v} \in W_{k}^{1}(\Omega), \quad \inf _{\boldsymbol{q} \in \mathcal{K}(\Omega)}\|\boldsymbol{v}+\boldsymbol{q}\|_{W_{k}^{1}(\Omega)} \leq C\|\boldsymbol{D}(\boldsymbol{v})\|_{W_{k}^{0}(\Omega)} . \tag{2.24}
\end{equation*}
$$

## 3 The exterior Stokes problem with Navier boundary conditions

In this section we consider the Stokes problem with Navier slip boundary conditions:

$$
\left(\mathscr{S}_{T}\right)\left\{\begin{array}{l}
-\Delta \boldsymbol{u}+\nabla \pi=\boldsymbol{f} \quad \text { and } \quad \operatorname{div} \boldsymbol{u}=\chi \quad \text { in } \quad \Omega, \\
\boldsymbol{u} \cdot \boldsymbol{n}=g \quad \text { and } \quad 2[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{u}_{\tau}=\boldsymbol{h} \quad \text { on } \quad \Gamma .
\end{array}\right.
$$

Our aim is to investigate the existence and the uniqueness of a solution $(\boldsymbol{u}, \pi)$ to $\left(\mathscr{S}_{T}\right)$ that belongs at least to $W_{k}^{1}(\Omega) \times W_{k}^{0}(\Omega)$. We begin by looking for the variational solution which corresponds to the case $k=0$. From now on, we assume that $\alpha$ is a positive function that belongs to $L^{\infty}(\Gamma)$.

### 3.1 Variational solution

As usual the existence and the uniqueness of a variational solution to $\left(\mathscr{S}_{T}\right)$ rely on the Lax-Milgram theorem. The proposition below gives a variational formulation for $\left(\mathscr{S}_{T}\right)$.

Proposition 3.1. Suppose that $\Omega$ is of class $\mathscr{C}^{1,1}$. Assume that $\chi=g=0$, let $\boldsymbol{f} \in H_{1}^{-1}(\operatorname{div} ; \Omega)$ and $\boldsymbol{h} \in$ $H^{-1 / 2}(\Gamma)$ such that

$$
\begin{equation*}
\boldsymbol{h} \cdot \boldsymbol{n}=0 \quad \text { on } \quad \Gamma . \tag{3.1}
\end{equation*}
$$

Then, finding $(\boldsymbol{u}, \pi) \in W_{0}^{1}(\Omega) \times L^{2}(\Omega)$ satisfying $\left(\mathscr{S}_{T}\right)$ in the sense of distributions, is equivalent to the problem:

$$
\left\{\begin{array}{l}
\text { find } \boldsymbol{u} \in V_{\sigma, T}(\Omega) \text { such that, }  \tag{3.2}\\
\quad 2 \int_{\Omega} \boldsymbol{D}(\boldsymbol{u}): \mathbf{D}(\boldsymbol{\varphi}) d \boldsymbol{x}+\alpha\left\langle\boldsymbol{u}_{\tau}, \boldsymbol{\varphi}\right\rangle_{\Gamma}=\langle\boldsymbol{f}, \boldsymbol{\varphi}\rangle_{\Omega}+\langle\boldsymbol{h}, \boldsymbol{\varphi}\rangle_{\Gamma}, \quad \forall \boldsymbol{\varphi} \in V_{\sigma, T}(\Omega),
\end{array}\right.
$$

where we recall that the space $V_{\sigma, T}(\Omega)$ is defined in (2.12).
Proof. Let $(\boldsymbol{u}, \pi) \in W_{0}^{1}(\Omega) \times L^{2}(\Omega)$ be a solution of $\left(\mathscr{S}_{T}\right)$. Thanks to the characterization given in Proposition 2.2, $-\Delta \boldsymbol{u}=\boldsymbol{f}-\nabla \pi$ belongs to $H_{1}^{-1}(\operatorname{div} ; \Omega)$ and thus, $\boldsymbol{u}$ is in the space $E(\Omega)$ defined in (2.13). Then we can write

$$
\begin{equation*}
\forall \boldsymbol{\varphi} \in V_{\sigma, T}(\Omega) \subset \stackrel{\circ}{H}_{-1}(\operatorname{div} ; \Omega), \quad\langle-\Delta \boldsymbol{u}+\nabla \pi, \boldsymbol{\varphi}\rangle_{\Omega}=\langle-\Delta \boldsymbol{u}, \boldsymbol{\varphi}\rangle_{\Omega}+\langle\nabla \pi, \boldsymbol{\varphi}\rangle_{\Omega}=\langle\boldsymbol{f}, \boldsymbol{\varphi}\rangle_{\Omega} \tag{3.3}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle_{\Omega}$ denotes the dualities between $H_{1}^{-1}(\operatorname{div} ; \Omega)$ and $\stackrel{\circ}{H}_{-1}(\operatorname{div} ; \Omega)$. Due to the density of $\mathscr{D}(\Omega)$ in $\stackrel{\circ}{H}_{-1}(\operatorname{div} ; \Omega)$, we have

$$
\langle\nabla \pi, \boldsymbol{\varphi}\rangle_{\Omega}=-\int_{\Omega} \pi \operatorname{div} \boldsymbol{\varphi} d \boldsymbol{x}, \quad \forall \boldsymbol{\varphi} \in \stackrel{\circ}{H}_{-1}(\operatorname{div} ; \Omega)
$$

Particularly

$$
\langle\nabla \pi, \boldsymbol{\varphi}\rangle_{\Omega}=0 \quad \text { if } \quad \boldsymbol{\varphi} \in V_{\sigma, T}(\Omega) .
$$

Now using the Green formula (2.14) in (3.3), we deduce that every solution of ( $\mathscr{S}_{T}$ ) also solves (3.2).
Conversely, let $\boldsymbol{u} \in V_{\sigma, T}(\Omega)$ be a solution of (3.2). Then for all $\boldsymbol{\varphi} \in \mathscr{D}_{\sigma}(\Omega)$ (defined in (2.21)), we have on the one hand

$$
2 \int_{\Omega} \mathbf{D}(\boldsymbol{u}): \mathbf{D}(\boldsymbol{\varphi}) d \boldsymbol{x}=\langle\boldsymbol{f}, \boldsymbol{\varphi}\rangle_{\mathscr{D}^{\prime}(\Omega) \times \mathscr{D}(\Omega)}
$$

and on the other hand

$$
2 \int_{\Omega} \mathbf{D}(\boldsymbol{u}): \mathbf{D}(\boldsymbol{\varphi}) d \boldsymbol{x}=-\langle\Delta \boldsymbol{u}, \boldsymbol{\varphi}\rangle_{\mathscr{D}^{\prime}(\Omega) \times \mathscr{D}(\Omega)}
$$

As a consequence, we obtain

$$
\langle-\Delta \boldsymbol{u}-\boldsymbol{f}, \boldsymbol{\varphi}\rangle_{\mathscr{D}^{\prime}(\Omega) \times \mathscr{D}(\Omega)}=0, \quad \forall \boldsymbol{\varphi} \in \mathscr{D}_{\sigma}(\Omega) .
$$

Hence, by de Rham's theorem, there exists $q \in \mathscr{D}^{\prime}(\Omega)$ such that

$$
\begin{equation*}
-\Delta \boldsymbol{u}-\boldsymbol{f}=\nabla q \quad \text { in } \quad \Omega \tag{3.4}
\end{equation*}
$$

Thanks to (2.8), we have $\boldsymbol{f} \in H_{1}^{-1}(\operatorname{div} ; \Omega) \subset W_{0}^{-1}(\Omega)$ and thus $-\Delta \boldsymbol{u}-\boldsymbol{f} \in W_{0}^{-1}(\Omega)$. It follows from [29, Theorem 2.7], that there exists a constant $c$ such that $\pi=q+c \in L^{2}(\Omega)$. Because $\boldsymbol{u}$ belongs to $V_{\sigma, T}(\Omega)$, we have $\operatorname{div} \boldsymbol{u}=0$ in $\Omega$ and $\boldsymbol{u} \cdot \boldsymbol{n}=0$ on $\Gamma$.

It remains to prove that the second boundary condition $2[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{u}_{\tau}=\boldsymbol{h}$ on $\Gamma$ holds. To that end, let us multiply (3.4) by $\boldsymbol{\varphi} \in V_{\sigma, T}(\Omega) \subset \stackrel{\circ}{H}_{-1}(\operatorname{div} ; \Omega)$. This yields

$$
\langle-\Delta \boldsymbol{u}+\nabla \pi, \boldsymbol{\varphi}\rangle_{\Omega}=\langle\boldsymbol{f}, \boldsymbol{\varphi}\rangle_{\Omega} .
$$

Observe now that $\boldsymbol{u}$ also belongs to $E(\Omega)$. Hence, using the Green formula (2.14), we obtain:

$$
\begin{equation*}
2 \int_{\Omega} \mathbf{D}(\boldsymbol{u}): \mathbf{D}(\boldsymbol{\varphi}) d \boldsymbol{x}-\left\langle 2[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}, \boldsymbol{\varphi}\right\rangle_{\Gamma}=\langle\boldsymbol{f}, \boldsymbol{\varphi}\rangle_{\Omega} \tag{3.5}
\end{equation*}
$$

Therefore, from (3.2) and (3.5) we deduce that

$$
\forall \boldsymbol{\varphi} \in V_{\sigma, T}(\Omega), \quad\left\langle 2[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{u}_{\tau}, \boldsymbol{\varphi}\right\rangle_{\Gamma}=\langle\boldsymbol{h}, \boldsymbol{\varphi}\rangle_{\Gamma} .
$$

Let now $\boldsymbol{\mu}$ be any element of the space $H^{1 / 2}(\Gamma)$. So, there exists $\boldsymbol{\varphi} \in W_{0}^{1}(\Omega)$ such as $\operatorname{div} \boldsymbol{\varphi}=0$ in $\Omega$ and $\boldsymbol{\varphi}=\boldsymbol{\mu}_{\boldsymbol{\tau}}$ on $\Gamma$. It is clear that $\boldsymbol{\varphi} \in V_{\sigma, T}(\Omega)$ and

$$
\begin{aligned}
\left\langle 2[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{u}_{\tau}-\boldsymbol{h}, \boldsymbol{\mu}\right\rangle_{\Gamma} & =\left\langle 2[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{u}_{\tau}-\boldsymbol{h}, \boldsymbol{\mu}_{\boldsymbol{\tau}}\right\rangle_{\Gamma} \\
& =\left\langle 2[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{u}_{\tau}-\boldsymbol{h}, \boldsymbol{\varphi}\right\rangle_{\Gamma} \\
& =0 .
\end{aligned}
$$

This implies that

$$
2[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{u}_{\tau}=\boldsymbol{h} \text { on } \Gamma .
$$

Proposition 3.2. Suppose that $\Omega$ is of class $\mathscr{C}^{1,1}$. Assume that $\chi=g=0$ and let $\boldsymbol{f} \in H_{1}^{-1}(\operatorname{div}, \Omega)$ and $\boldsymbol{h} \in$ $H^{-1 / 2}(\Gamma)$ satisfying (3.1). Then, the Stokes problem $\left(\mathscr{S}_{T}\right)$ has a unique solution $(\boldsymbol{u}, \pi) \in W_{0}^{1}(\Omega) \times L^{2}(\Omega)$. In addition, we have the following estimate:

$$
\begin{equation*}
\|\boldsymbol{u}\|_{W_{0}^{1}(\Omega)}+\|\pi\|_{L^{2}(\Omega)} \leqslant C\left(\|\boldsymbol{f}\|_{H_{1}^{-1}(\operatorname{div} ; \Omega)}+\|\boldsymbol{h}\|_{H^{-1 / 2}(\Gamma)}\right) . \tag{3.6}
\end{equation*}
$$

Proof. Due to the equivalence between problem $\left(\mathscr{S}_{T}\right)$ and the variational formulation (3.2), it is enough to solve (3.2). This is done by the use of Lax-Milgram's theorem. Consider the bilinear form

$$
\mathscr{A}: V_{\sigma, T}(\Omega) \times V_{\sigma, T}(\Omega) \rightarrow \mathbb{R}
$$

defined by

$$
\mathscr{A}(\boldsymbol{u}, \boldsymbol{v})=\int_{\Omega} \mathbf{D}(\boldsymbol{u}): \mathbf{D}(\boldsymbol{v}) d \boldsymbol{x}+\alpha\left\langle\boldsymbol{u}_{\tau}, \boldsymbol{v}_{\tau}\right\rangle_{\Gamma}
$$

The mapping $\mathscr{A}(\cdot, \cdot)$ is clearly continuous and thanks to the Korn's inequality (2.23), it is also coercive in $V_{\sigma, T}(\Omega)$. Moreover, the linear form $\ell: V_{\sigma, T}(\Omega) \rightarrow \mathbb{R}$, defined by

$$
\ell(\boldsymbol{v})=\langle\boldsymbol{f}, \boldsymbol{u}\rangle_{\Omega}+\langle\boldsymbol{h}, \boldsymbol{v}\rangle_{\Gamma},
$$

is continuous on $V_{\sigma, T}(\Omega)$. Hence, using Lax-Milgram's theorem, we deduce that problem (3.2) has a unique solution $\boldsymbol{u}$ in $V_{\sigma, T}(\Omega)$.
Let us now prove estimate (3.6). On the one hand, using the variational problem and Korn's inequality (2.23), we obtain

$$
\begin{equation*}
\|\boldsymbol{u}\|_{W_{0}^{1}(\Omega)} \leq C\left(\|\boldsymbol{f}\|_{H_{1}^{-1}(\mathrm{div} ; \Omega)}+\|\boldsymbol{h}\|_{H^{-1 / 2}(\Gamma)}\right) . \tag{3.7}
\end{equation*}
$$

On the other hand, we have

$$
\begin{aligned}
\|\nabla \pi\|_{W_{0}^{-1}(\Omega)} & \leq\|\boldsymbol{f}\|_{H_{1}^{-1}(\mathrm{div} ; \Omega)}+\|\Delta \boldsymbol{u}\|_{W_{0}^{-1}(\Omega)} \\
& \leq C\left(\|\boldsymbol{f}\|_{H_{1}^{-1}(\operatorname{div} ; \Omega)}+\|\boldsymbol{u}\|_{W_{0}^{1}(\Omega)}\right) \\
& \leq C\left(\|\boldsymbol{f}\|_{H_{1}^{-1}(\operatorname{div} ; \Omega)}+\|\boldsymbol{h}\|_{H^{-1 / 2}(\Gamma)}\right) .
\end{aligned}
$$

Combining this estimate, (3.7) and the fact that (see [32, Corollary 3.3])

$$
\|\pi\|_{L^{2}(\Omega)} \leq C\|\nabla \pi\|_{W_{0}^{-1}(\Omega)}
$$

allows to obtain (3.6).

We are now in a position to prove the existence and uniqueness of a variational solution to the complete Stokes problem $\left(\mathscr{S}_{T}\right)$.

Theorem 3.3. Suppose that $\Omega$ is of class $\mathscr{C}^{1,1}$. Assume that $\boldsymbol{f} \in H_{1}^{-1}(\operatorname{div} ; \Omega), \chi \in L^{2}(\Omega), g \in H^{1 / 2}(\Gamma)$ and $\boldsymbol{h} \in H^{-1 / 2}(\Gamma)$ satisfies the compatibility condition (3.1). Then, the Stokes problem $\left(\mathscr{S}_{T}\right)$ has a unique solution $(\boldsymbol{u}, \pi) \in W_{0}^{1}(\Omega) \times L^{2}(\Omega)$. Moreover, the following estimate holds:

$$
\begin{equation*}
\|\boldsymbol{u}\|_{W_{0}^{1}(\Omega)}+\|\pi\|_{L^{2}(\Omega)} \leq C\left(\|\boldsymbol{f}\|_{H_{1}^{-1}(\operatorname{div}, \Omega)}+\|\chi\|_{L^{2}(\Omega)}+\|g\|_{H^{1 / 2}(\Gamma)}+\|\boldsymbol{h}\|_{H^{-1 / 2}(\Gamma)}\right) . \tag{3.8}
\end{equation*}
$$

Proof. Let us first solve the below exterior Neumann problem:

$$
\begin{equation*}
\Delta \theta=\chi \quad \text { in } \Omega \text { and } \frac{\partial \theta}{\partial \boldsymbol{n}}=g \text { on } \Gamma . \tag{3.9}
\end{equation*}
$$

Thanks to [33] (see also [29, Theorem 3.9]), this problem has a unique solution $\theta \in W_{0}^{2}(\Omega) / \mathbb{R}$ satisfying the estimate:

$$
\|\theta\|_{W_{0}^{2}(\Omega) / \mathbb{R}} \leqslant C\left(\|\chi\|_{L^{2}(\Omega)}+\|g\|_{H^{1 / 2}(\Gamma)}\right)
$$

Next we look for a pair $(z, \pi) \in W_{0}^{1}(\Omega) \times L^{2}(\Omega)$ satisfying

$$
\begin{cases}-\Delta \boldsymbol{z}+\nabla \pi=\boldsymbol{f}+\nabla \chi \text { and } \operatorname{div} \boldsymbol{z}=0 & \text { in } \Omega  \tag{3.10}\\ \boldsymbol{z} \cdot \boldsymbol{n}=0 \quad \text { and } \quad 2[\mathbf{D}(\boldsymbol{z}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{z}_{\tau}=\boldsymbol{h}^{\prime} & \text { on } \Gamma\end{cases}
$$

where $\boldsymbol{h}^{\prime}=\boldsymbol{h}-2[\mathbf{D}(\nabla \theta) \boldsymbol{n}]_{\tau}-\alpha(\nabla \theta)_{\tau}$.
Observe that in view of the assumption on $\boldsymbol{f}$ and Proposition 2.2, $\boldsymbol{f}+\nabla \chi$ belongs to $H_{1}^{-1}$ (div; $\Omega$ ). Besides, as $\theta$ belongs to $W_{0}^{2}(\Omega)$, then $\nabla \theta$ belongs to $W_{0}^{1}(\Omega)$ (see (2.1)). As a consequence, $\boldsymbol{h}$ ' belongs to $H^{-1 / 2}(\Gamma)$ and satisfies

$$
\begin{equation*}
\left\|\boldsymbol{h}^{\prime}\right\|_{H^{-1 / 2}(\Gamma)} \leq C\left(\|\boldsymbol{h}\|_{H^{-1 / 2}(\Gamma)}+\|\theta\|_{W_{0}^{2}(\Omega) / \mathbb{R}}\right) \tag{3.11}
\end{equation*}
$$

and clearly satisfies $\boldsymbol{h} \cdot \boldsymbol{n}=0$ on $\Gamma$. According to Proposition 3.2, problem (3.10) has a unique solution $(z, \pi) \in W_{0}^{1}(\Omega) \times L^{2}(\Omega)$ satisfying

$$
\begin{equation*}
\|\boldsymbol{z}\|_{W_{0}^{1}(\Omega)}+\|\pi\|_{L^{2}(\Omega)} \leq C\left(\|\boldsymbol{f}\|_{H_{1}^{-1}(\operatorname{div} ; \Omega)}+\|\chi\|_{L^{2}(\Omega)}+\left\|\boldsymbol{h}^{\prime}\right\|_{H^{-1 / 2}(\Omega)}\right) . \tag{3.12}
\end{equation*}
$$

Thus setting $\boldsymbol{u}=\boldsymbol{z}+\nabla \theta$, the pair $(\boldsymbol{u}, \pi) \in\left(W_{0}^{1}(\Omega) \times L^{2}(\Omega)\right)$ is the unique solution of $\left(\mathscr{S}_{T}\right)$ and estimate (3.8) follows from (3.11) and (3.12).

Remark 3.4. Let us mention that due to Proposition 2.2, the statement of Theorem 3.3 remains valid if we assume that $\boldsymbol{f}$ belongs to $W_{1}^{0}(\Omega)$. This space is much more convenient for applications and for the numerical approximation of the Stokes problem $\left(\mathscr{S}_{T}\right)$.

### 3.2 Strong solutions

In this part, we investigate the well-posedness of strong solutions in $W_{k+1}^{2}(\Omega) \times W_{k+1}^{1}(\Omega)$ with $k \in \mathbb{Z}$. In the behavior at infinity point of view, we are looking for solutions (u, $\pi$ ) that grow or decay weaker at infinity $(k \leq 0)$ than the variational solution or decay faster at infinity $(k>0)$ than this latter solution. In order to deal with the uniqueness issues, we first need to characterize the kernel of problem $\left(\mathscr{S}_{T}\right)$.

For $k \in \mathbb{Z}$, we introduce:
$\mathscr{N}_{k}(\Omega)=\left\{(\boldsymbol{u}, \pi) \in W_{k}^{1}(\Omega) \times W_{k}^{0}(\Omega) ;-\Delta \boldsymbol{u}+\nabla \pi=0, \operatorname{div} \boldsymbol{u}=0\right.$ in $\Omega$ and $\boldsymbol{u} \cdot \boldsymbol{n}=0,2[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{u}_{\tau}=0$ on $\left.\Gamma\right\}$.

The characterization of the kernel $\mathscr{N}_{k}(\Omega)$ is given by the following proposition:
Proposition 3.5. Suppose that $\Omega$ is of class $\mathscr{C}^{1,1}$ and assume $k \in \mathbb{Z}$.

- If $k \geq 0$, then $\mathscr{N}_{k}(\Omega)=\{(\mathbf{0}, 0)\}$.
- Ifk $<0$, then $\mathscr{N}_{k}(\Omega)=\left\{(\boldsymbol{v}-\boldsymbol{\lambda}, \theta-\mu) ; \quad(\boldsymbol{\lambda}, \mu) \in N_{-k-1}\right\}$, where $(\boldsymbol{v}, \theta) \in W_{0}^{1}(\Omega) \times L^{2}(\Omega)$ is the unique solution of the following problem:

$$
\left\{\begin{array}{l}
-\Delta \boldsymbol{v}+\nabla \theta=\mathbf{0} \quad \text { and } \operatorname{div} \boldsymbol{v}=0 \quad \text { in } \quad \Omega,  \tag{3.13}\\
\boldsymbol{v} \cdot \boldsymbol{n}=\boldsymbol{\lambda} \cdot \boldsymbol{n} \text { and } 2[\boldsymbol{D}(\boldsymbol{\nu}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{v}_{\tau}=2[\boldsymbol{D}(\boldsymbol{\lambda}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{\lambda}_{\tau} \quad \text { on } \Gamma .
\end{array}\right.
$$

Moreover, the space $\mathscr{N}_{k}(\Omega)$ is a finite-dimensional space and $\operatorname{dim} \mathscr{N}_{k}(\Omega)=\operatorname{dim} N_{-k-1}=\operatorname{dim} \mathscr{P}_{-k-1} \times \mathscr{P}_{-k-2}^{\Delta}$.
Proof.

- If $k \geq 0$, because $W_{k}^{1}(\Omega) \times W_{k}^{0}(\Omega) \hookrightarrow W_{0}^{1}(\Omega) \times L^{2}(\Omega)$, we have $\mathscr{N}_{k}(\Omega) \subset \mathscr{N}_{0}(\Omega)$. Now thanks to Theorem 3.2, we have $\mathscr{N}_{0}(\Omega)=\{(0,0)\}$ which ends the proof for this case.
- If $k<0$, then let us assume that ( $\boldsymbol{u}, \pi)$ belongs to $\mathscr{N}_{k}(\Omega)$. The pair $(\boldsymbol{u}, \pi)$ has an extension $(\widetilde{\boldsymbol{u}}, \widetilde{\pi})$ that belongs to $W_{k}^{1}\left(\mathbb{R}^{3}\right) \times W_{k}^{0}\left(\mathbb{R}^{3}\right)$. Set now

$$
\boldsymbol{F}=-\Delta \widetilde{\boldsymbol{u}}+\nabla \widetilde{\pi} \quad \text { and } \quad e=\operatorname{div} \widetilde{\boldsymbol{u}} .
$$

Then the pair $(\boldsymbol{F}, e)$ belongs to $W_{k}^{-1}\left(\mathbb{R}^{3}\right) \times W_{k}^{0}\left(\mathbb{R}^{3}\right)$ and has a compact support. Therefore $(\boldsymbol{F}, e)$ also belongs to $W_{0}^{-1}\left(\mathbb{R}^{3}\right) \times L^{2}\left(\mathbb{R}^{3}\right)$. It follows from Theorem 2.4 , that there exists a solution $(\boldsymbol{v}, \theta) \in W_{0}^{1}\left(\mathbb{R}^{3}\right) \times L^{2}\left(\mathbb{R}^{3}\right)$ such that

$$
-\Delta \boldsymbol{v}+\nabla \theta=-\Delta \widetilde{\boldsymbol{u}}+\nabla \widetilde{\pi} \quad \text { and } \quad \operatorname{div} \boldsymbol{v}=\operatorname{div} \widetilde{\boldsymbol{u}} \text { in } \mathbb{R}^{3} .
$$

The fact that $k<0$ implies that $(\boldsymbol{v}-\widetilde{\boldsymbol{u}}, \theta-\widetilde{\pi})$ also belongs to $W_{k}^{1}\left(\mathbb{R}^{3}\right) \times W_{k}^{0}\left(\mathbb{R}^{3}\right)$. It follows from Proposition 2.3 that $\boldsymbol{v}=\widetilde{\boldsymbol{u}}+\boldsymbol{\lambda}$ and $\theta=\widetilde{\boldsymbol{\pi}}+\mu$, where $(\boldsymbol{\lambda}, \mu) \in N_{-k-1}$. We deduce that the restriction of $\boldsymbol{v}$ and $\theta$ to $\Omega$ satisfy (3.13).

Let us now prove that the kernel $\mathscr{N}_{k}(\Omega)$ has a finite dimension. Thanks to Theorem 3.3, we can introduce the linear mapping

$$
\mathscr{T}: N_{-k-1} \mapsto \mathscr{N}_{k}(\Omega)
$$

defined for each $(\boldsymbol{\lambda}, \mu) \in N_{-k-1}$, by $\mathscr{T}(\boldsymbol{\lambda}, \mu)=(\boldsymbol{\nu}(\boldsymbol{\lambda})-\boldsymbol{\lambda}, \theta(\boldsymbol{\lambda})-\mu)$, where $\left(\boldsymbol{v}(\boldsymbol{\lambda}, \theta(\boldsymbol{\lambda})) \in W_{0}^{1}(\Omega) \times L^{2}(\Omega)\right.$ is the unique solution of (3.13).
Using the first part of the proof, this mapping is clearly onto. It is also injective, since $\mathscr{T}(\boldsymbol{\lambda}, \mu)=\{(\mathbf{0}, 0)\}$, implies that the pair $(\boldsymbol{v}(\boldsymbol{\lambda}), \theta(\boldsymbol{\lambda})) \in W_{0}^{1}(\Omega) \times L^{2}(\Omega)$ is a pair of polynomials of $\mathscr{P}_{-k-1} \times \mathscr{P}_{-k-2}^{\Delta}$. But the space $W_{0}^{1}(\Omega) \times$ $L^{2}(\Omega)$ does not contain polynomials, which implies that $(\boldsymbol{v}(\boldsymbol{\lambda}), \theta(\boldsymbol{\lambda}))=\{(\mathbf{0}, 0)\}$ which in turn also implies that $(\boldsymbol{\lambda}, \mu)=\{(\mathbf{0}, 0)\}$. Finally, thanks to (3.8), $\mathscr{T}$ is continuous. Hence the operator $\mathscr{T}$ is an isomorphism from $N_{-k-1}$ to $\mathscr{N}_{k}(\Omega)$. Since the dimension of $N_{-k-1}$ is finite and is equal to the dimension of $\mathscr{P}_{-k-1} \times \mathscr{P}_{-k-2}^{\Delta}$, this ends the proof.

We start by looking for strong solutions for the case $k \leq 0$.
Theorem 3.6. Suppose that $\Omega$ is of class $\mathscr{C}^{2,1}$ and let $k \leq 0$ be an integer. Assume that $\boldsymbol{f} \in W_{k+1}^{0}(\Omega), \chi \in W_{k+1}^{1}(\Omega)$, $g \in H^{3 / 2}(\Gamma)$ and $\boldsymbol{h} \in H^{1 / 2}(\Gamma)$ satisfying (3.1). Then the Stokes problem $\left(\mathscr{S}_{T}\right)$ has a solution $(\boldsymbol{u}, \pi) \in W_{k+1}^{2}(\Omega) \times$ $W_{k+1}^{1}(\Omega)$ unique up to an element of $\mathscr{N}_{k}(\Omega)$ and we have:

$$
\inf _{(\boldsymbol{\lambda}, \mu) \in \mathcal{N}_{k}(\Omega)}\left(\|\boldsymbol{u}+\boldsymbol{\lambda}\|_{W_{k+1}^{2}(\Omega)}+\|\boldsymbol{\pi}+\mu\|_{W_{k+1}^{1}(\Omega)}\right) \leqslant C\left(\|\boldsymbol{f}\|_{W_{k+1}^{0}(\Omega)}+\|\chi\|_{W_{k+1}^{1}(\Omega)}+\|g\|_{H^{3 / 2}(\Gamma)}+\|\boldsymbol{h}\|_{H^{1 / 2}(\Gamma)}\right) .
$$

Proof. The uniqueness result follows immediately from Proposition 3.5. The proof of the existence result is made of two steps.

- We first establish the existence of a solution in $W_{k}^{1}(\Omega) \times W_{k}^{0}(\Omega)$.

The main idea is to use the results on the Stokes problem in the whole space $\mathbb{R}^{3}$. To that end, let $\tilde{\boldsymbol{f}}$ denote the extension by zero of $\boldsymbol{f}$. Then $\widetilde{\boldsymbol{f}}$ belongs to $W_{k+1}^{0}\left(\mathbb{R}^{3}\right)$. Besides, by lifting the trace of $\chi$ on $\Gamma$ to $\Omega^{\prime}$, we have an extension $\tilde{\chi}$ of $\chi$ that belongs to $W_{k+1}^{1}\left(\mathbb{R}^{3}\right)$. Thanks to Theorem 2.4, the following Stokes problem in $\mathbb{R}^{3}$

$$
-\Delta \widetilde{\boldsymbol{u}}+\nabla \widetilde{\pi}=\widetilde{\boldsymbol{f}} \text { and } \operatorname{div} \widetilde{\boldsymbol{u}}=\widetilde{\chi} \text { in } \mathbb{R}^{3}
$$

has a solution $(\widetilde{\boldsymbol{u}}, \widetilde{\pi})$ that belongs to $W_{k+1}^{2}\left(\mathbb{R}^{3}\right) \times W_{k+1}^{0}\left(\mathbb{R}^{3}\right)$.

Let us now consider the following problem:

$$
\left\{\begin{array}{l}
-\Delta \boldsymbol{z}+\nabla \theta=\mathbf{0} \text { and } \operatorname{div} \boldsymbol{z}=0 \quad \text { in } \Omega  \tag{3.14}\\
\boldsymbol{z} \cdot \boldsymbol{n}=\widetilde{\boldsymbol{u}} \cdot \boldsymbol{n}+g \quad \text { and } 2[\mathbf{D}(\boldsymbol{z}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{z}_{\tau}=2[\mathbf{D}(\widetilde{\boldsymbol{u}}) \boldsymbol{n}]_{\tau}+\alpha \widetilde{\boldsymbol{u}}_{\tau}+\boldsymbol{h} \text { on } \Gamma .
\end{array}\right.
$$

The fact that $\widetilde{\boldsymbol{u}} \in W_{k+1}^{2}\left(\mathbb{R}^{3}\right)$ and $\boldsymbol{h} \in H^{1 / 2}(\Gamma)$ imply that $2[\mathbf{D}(\widetilde{\boldsymbol{u}}) \boldsymbol{n}]_{\tau}+\alpha \widetilde{\boldsymbol{u}}_{\tau}+\boldsymbol{h} \in H^{1 / 2}(\Gamma) \hookrightarrow H^{-1 / 2}(\Omega)$. Moreover, from (3.1), we clearly have

$$
\left(2[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{u}_{\tau}+\boldsymbol{h}\right) \cdot \boldsymbol{n}=0 \quad \text { on } \quad \Gamma .
$$

Therefore, thanks to Theorem 3.3, Problem (3.14) has a unique solution $(z, \theta) \in W_{0}^{1}(\Omega) \times L^{2}(\Omega)$. Since $k \leqslant 0$, then the pair $(\boldsymbol{z}, \theta)$ also belongs to $W_{k}^{1}(\Omega) \times W_{k}^{0}(\Omega)$. Setting now $\boldsymbol{u}=\boldsymbol{z}-\widetilde{\boldsymbol{u}}_{\mid \Omega}$ and $\pi=\theta-\widetilde{\pi}_{\mid \Omega}$, then the pair ( $\boldsymbol{u}, \pi$ ) belongs to $W_{k}^{1}(\Omega) \times W_{k}^{0}(\Omega)$ and satisfies $\left(\mathscr{S}_{T}\right)$.

- We shall now prove that the pair $(\boldsymbol{u}, \pi)$ belongs to $W_{k+1}^{2}(\Omega) \times W_{k+1}^{1}(\Omega)$.

Here we use regularity arguments on the Stokes problem set in bounded domains and in the whole space $\mathbb{R}^{3}$. To that end, let us introduce the following partition of unity:

$$
\begin{array}{ll}
\varphi, \psi \in \mathscr{C}^{\infty}\left(\mathbb{R}^{3}\right), & 0 \leq \varphi, \psi \leq 1, \quad \varphi+\psi=1 \quad \text { in } \mathbb{R}^{3},  \tag{3.15}\\
\varphi=1 \quad \text { in } \quad B_{R}, & \operatorname{supp} \varphi \subset B_{R+1} .
\end{array}
$$

Let $(\widetilde{\boldsymbol{u}}, \widetilde{\pi}) \in W_{k}^{1}\left(\mathbb{R}^{3}\right) \times W_{k}^{0}\left(\mathbb{R}^{3}\right)$ be an extension of $(\boldsymbol{u}, \pi)$ to the whole space $\mathbb{R}^{3}$. We can write:

$$
\widetilde{\boldsymbol{u}}=\varphi \widetilde{\boldsymbol{u}}+\psi \widetilde{\boldsymbol{u}} \quad \text { and } \quad \widetilde{\pi}=\varphi \widetilde{\pi}+\psi \widetilde{\pi} .
$$

Then it is enough to show that the pairs $(\varphi \widetilde{\boldsymbol{u}}, \varphi \widetilde{\boldsymbol{\pi}})$ and $(\psi \widetilde{\boldsymbol{u}}, \psi \widetilde{\pi})$ belong to $W_{k+1}^{2}\left(\mathbb{R}^{3}\right) \times W_{k+1}^{1}\left(\mathbb{R}^{3}\right)$. To that end, consider first

$$
\begin{equation*}
-\Delta(\psi \widetilde{\boldsymbol{u}})+\nabla(\psi \widetilde{\pi})=\boldsymbol{f}_{1} \quad \text { and } \quad \operatorname{div}(\psi \widetilde{\boldsymbol{u}})=\chi_{1} \quad \text { in } \quad \mathbb{R}^{3}, \tag{3.16}
\end{equation*}
$$

where

$$
\boldsymbol{f}_{1}=\boldsymbol{f} \psi-(2 \nabla \widetilde{\boldsymbol{u}} \nabla \psi+\boldsymbol{u} \Delta \psi)+\widetilde{\pi} \nabla \psi \quad \text { and } \quad \chi_{1}=\chi \psi+\widetilde{\boldsymbol{u}} \cdot \nabla \psi .
$$

We easily see that $\boldsymbol{f}_{1}$ and $\chi_{1}$ have bounded supports and belong to $L_{l o c}^{2}\left(\mathbb{R}^{3}\right) \times H_{l o c}^{1}\left(\mathbb{R}^{3}\right)$. As a consequence, $\left(\boldsymbol{f}_{1}, \chi_{1}\right)$ belongs to $W_{k+1}^{0}\left(\mathbb{R}^{3}\right) \times W_{k+1}^{1}\left(\mathbb{R}^{3}\right)$. Therefore, thanks to Theorem 2.4, there exists $(\boldsymbol{w}, q) \in$ $W_{k+1}^{2}\left(\mathbb{R}^{3}\right) \times W_{k+1}^{1}\left(\mathbb{R}^{3}\right)$ satisfying

$$
-\Delta \boldsymbol{w}+\nabla q=\boldsymbol{f}_{1} \quad \text { and } \quad \operatorname{div} \boldsymbol{w}=\chi_{1} \quad \text { in } \quad \mathbb{R}^{3} .
$$

Let $\boldsymbol{v}=\psi \widetilde{\boldsymbol{u}}-\boldsymbol{w}$ and $\theta=\psi \widetilde{\pi}-q$, then $(\boldsymbol{v}, \theta)$ belongs to $W_{k}^{1}\left(\mathbb{R}^{3}\right) \times W_{k}^{0}\left(\mathbb{R}^{3}\right)$ and satisfies

$$
-\Delta \boldsymbol{v}+\nabla \theta=\mathbf{0} \text { and } \operatorname{div} \boldsymbol{v}=0 \text { in } \mathbb{R}^{3} .
$$

It follows from Proposition 2.3 that $(\boldsymbol{v}, \theta) \in N_{-k-1}$. Since $N_{-k-1} \subset W_{k+1}^{2}\left(\mathbb{R}^{3}\right) \times W_{k+1}^{1}\left(\mathbb{R}^{3}\right)$, we deduce that the pair $(\psi \widetilde{\boldsymbol{u}}, \psi \widetilde{\pi})$ also belongs to $W_{k+1}^{2}\left(\mathbb{R}^{3}\right) \times W_{k+1}^{1}\left(\mathbb{R}^{3}\right)$.
Consider now the system

$$
-\Delta(\varphi \widetilde{\boldsymbol{u}})+\nabla(\varphi \widetilde{\pi})=\boldsymbol{f}_{2} \quad \text { and } \quad \operatorname{div}(\varphi \widetilde{\boldsymbol{u}})=\chi_{2},
$$

where $\boldsymbol{f}_{2}$ and $\chi_{2}$ have similar expressions as $\boldsymbol{f}_{1}$ and $\chi_{1}$ with $\psi$ remplaced by $\varphi$. It is easy to check that $\left(f_{2}, \chi_{2}\right)$ belongs to $L^{2}\left(\Omega_{R+1}\right) \times H^{1}\left(\Omega_{R+1}\right)$. Since $\Omega^{\prime}$ is of class $\mathscr{C}^{2,1}$, then similar arguments as in [10], allow to prove that the following Stokes problem with mixed boundary conditions

$$
\left\{\begin{array}{l}
-\Delta \boldsymbol{v}+\nabla \eta=\boldsymbol{f}_{2} \text { and } \operatorname{div} \boldsymbol{v}=\chi_{2} \text { in } \Omega_{R+1},  \tag{3.17}\\
\boldsymbol{v} \cdot \boldsymbol{n}=\boldsymbol{\varphi} \widetilde{\boldsymbol{u}} \cdot \boldsymbol{n} \text { and } 2[\mathbf{D}(\boldsymbol{v}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{v}_{\tau}=2[\mathbf{D}(\varphi \widetilde{\boldsymbol{u}}) \boldsymbol{n}]_{\tau}+\alpha \varphi \widetilde{\boldsymbol{u}}_{\tau} \text { on } \Gamma, \\
\boldsymbol{v}=\mathbf{0} \quad \text { on } \partial B_{R+1}
\end{array}\right.
$$

has a unique solution $(\boldsymbol{v}, \eta) \in H^{2}\left(\Omega_{R+1}\right) \times H^{1}\left(\Omega_{R+1}\right)$. The uniqueness of $(\boldsymbol{v}, \eta)$ implies that $(\boldsymbol{v}, \eta)$ is equal to ( $\varphi \widetilde{\boldsymbol{u}}, \varphi \widetilde{\pi}$ ) and therefore ( $\varphi \widetilde{\boldsymbol{u}}, \varphi \widetilde{\pi}$ ) $\in H^{2}\left(\Omega_{R+1}\right) \times H^{1}\left(\Omega_{R+1}\right)$ which also implies that ( $\varphi \widetilde{\boldsymbol{u}}, \varphi \widetilde{\pi}$ ) belongs to $W_{k+1}^{2}\left(\mathbb{R}^{3}\right) \times W_{k+1}^{1}\left(\mathbb{R}^{3}\right)$.
Consequently, the pair $(\boldsymbol{u}, \pi)$ belongs to $W_{k+1}^{2}(\Omega) \times W_{k+1}^{1}(\Omega)$ and this ends the proof.

We now look for strong solutions for the case $k>0$. Note that so far, the use of Theorem 2.4 was straightforward because when $k \leq 0$ the compatibility condition (2.10) does not appear since $N_{k-1}$ is reduced to $\{\mathbf{0}, 0\}$. This is not anymore the case when $k>0$. Thus, to be able to still apply Theorem 2.4, we need to find appropriate extensions of the functions of interest.

Theorem 3.7. Suppose that $\Omega$ is of class $\mathscr{C}^{2,1}$ and let $k>0$ be an integer. Assume that $\boldsymbol{f} \in W_{k+1}^{0}(\Omega), g \in H^{3 / 2}(\Gamma)$, $\chi \in W_{k+1}^{1}(\Omega)$ and $\boldsymbol{h} \in H^{1 / 2}(\Gamma)$ satisfying (3.1). Assume moreover that the following compatibility condition is satisfied

$$
\begin{equation*}
\forall(\boldsymbol{\xi}, \eta) \in \mathscr{N}_{-k}(\Omega), \quad \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\xi} d \boldsymbol{x}-\int_{\Omega} \chi \eta d \boldsymbol{x}=\langle g, 2[\boldsymbol{D}(\boldsymbol{\xi}) \boldsymbol{n}] \cdot \boldsymbol{n}-\eta\rangle_{\Gamma}-\langle\boldsymbol{h}, \boldsymbol{\xi}\rangle_{\Gamma} . \tag{3.18}
\end{equation*}
$$

Then, problem $\left(\mathscr{S}_{T}\right)$ has a unique solution $(\boldsymbol{u}, \pi) \in W_{k+1}^{2}(\Omega) \times W_{k+1}^{1}(\Omega)$ and we have the following estimate:

$$
\begin{equation*}
\|\boldsymbol{u}\|_{W_{k+1}^{2}(\Omega)}+\|\pi\|_{W_{k+1}^{1}(\Omega)} \leq C\left(\|\boldsymbol{f}\|_{W_{k+1}^{0}(\Omega)}+\|\boldsymbol{h}\|_{H^{1 / 2}(\Gamma)}+\|\chi\|_{W_{k+1}^{1}(\Omega)}+\|g\|_{H^{3 / 2}(\Gamma)}\right) \tag{3.19}
\end{equation*}
$$

Proof. Observe first that the uniqueness is a straightforward consequence of Proposition 3.5. We now divide the proof of the theorem into several parts.

- Compatibility condition. In this part, we prove that (3.18) is a necessary condition. Let $(\boldsymbol{\xi}, \eta)$ be in $\mathscr{N}_{-k}(\Omega)$. For any $(\boldsymbol{\varphi}, \psi) \in \mathscr{D}(\bar{\Omega}) \times \mathscr{D}(\bar{\Omega})$, using identity (2.15) and the Green formula (2.7), we have

$$
\begin{equation*}
\int_{\Omega}[(-\Delta \boldsymbol{\varphi}+\nabla \psi) \cdot \boldsymbol{\xi}-\eta \operatorname{div} \boldsymbol{\varphi}] d \boldsymbol{x}=2 \int_{\Omega} \mathbf{D}(\boldsymbol{\varphi}): \nabla \boldsymbol{\xi} d \boldsymbol{x}-2\langle\mathbf{D}(\boldsymbol{\varphi}) \boldsymbol{n}, \boldsymbol{\xi}\rangle_{\Gamma}+\int_{\Omega} \boldsymbol{\varphi} \cdot \nabla \eta d \boldsymbol{x}-\langle\boldsymbol{\varphi} \cdot \boldsymbol{n}, \eta\rangle_{\Gamma} \tag{3.20}
\end{equation*}
$$

Observe that we have

$$
\int_{\Omega} \mathbf{D}(\boldsymbol{\varphi}): \nabla \boldsymbol{\xi} d \boldsymbol{x}=\int_{\Omega} \nabla \boldsymbol{\varphi}: \mathbf{D}(\boldsymbol{\xi}) d \boldsymbol{x}
$$

and using again (2.7), we get

$$
2 \int_{\Omega} \mathbf{D}(\boldsymbol{\varphi}): \nabla \boldsymbol{\xi} d \boldsymbol{x}=-\int_{\Omega} \boldsymbol{\varphi} \cdot \Delta \boldsymbol{\xi} d \boldsymbol{x}+2\langle\boldsymbol{D}(\boldsymbol{\xi}) \boldsymbol{n}, \boldsymbol{\varphi}\rangle_{\Gamma}
$$

Combining this equality with (3.20) and recalling that the pair $(\boldsymbol{\xi}, \eta)$ belongs to $\mathscr{N}_{-k}(\Omega)$, we obtain

$$
\begin{equation*}
\int_{\Omega}[(-\Delta \boldsymbol{\varphi}+\nabla \psi) \cdot \boldsymbol{\xi}-\eta \operatorname{div} \boldsymbol{\varphi}] d \boldsymbol{x}=-2\langle\mathbf{D}(\boldsymbol{\varphi}) \boldsymbol{n}, \boldsymbol{\xi}\rangle_{\Gamma}+2\langle\mathbf{D}(\boldsymbol{\xi}) \boldsymbol{n}, \boldsymbol{\varphi}\rangle_{\Gamma}-\langle\boldsymbol{\varphi} \cdot \boldsymbol{n}, \eta\rangle_{\Gamma} \tag{3.21}
\end{equation*}
$$

Now, on the one hand, because $\boldsymbol{\xi} \cdot \boldsymbol{n}=0$ on $\Gamma$, we can write

$$
\begin{equation*}
2\langle\mathbf{D}(\boldsymbol{\varphi}) \boldsymbol{n}, \boldsymbol{\xi}\rangle_{\Gamma}=2\left\langle[\mathbf{D}(\boldsymbol{\varphi}) \boldsymbol{n}]_{\tau}, \boldsymbol{\xi}_{\tau}\right\rangle_{\Gamma}=\left\langle 2[\mathbf{D}(\boldsymbol{\varphi}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{\varphi}_{\tau}, \boldsymbol{\xi}_{\tau}\right\rangle_{\Gamma}-\alpha\left\langle\boldsymbol{\varphi}_{\tau}, \boldsymbol{\xi}_{\tau}\right\rangle \tag{3.22}
\end{equation*}
$$

On the other hand, because $2[\mathbf{D}(\boldsymbol{\xi}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{\xi}_{\tau}=\mathbf{0}$, we can first write

$$
\begin{aligned}
2\langle\mathbf{D}(\boldsymbol{\xi}) \boldsymbol{n}, \boldsymbol{\varphi}\rangle_{\Gamma} & =2\left\langle[\mathbf{D}(\boldsymbol{\xi}) \boldsymbol{n}]_{\tau}, \boldsymbol{\varphi}_{\tau}\right\rangle_{\Gamma}+2\langle([\mathbf{D}(\boldsymbol{\xi}) \boldsymbol{n}] \cdot \boldsymbol{n}) \boldsymbol{n},(\boldsymbol{\varphi} \cdot \boldsymbol{n}) \boldsymbol{n}\rangle_{\Gamma} \\
& =-\alpha\left\langle\boldsymbol{\xi}_{\tau}, \boldsymbol{\varphi}_{\tau}\right\rangle_{\Gamma}+2\langle([\mathbf{D}(\boldsymbol{\xi}) \boldsymbol{n}] \cdot \boldsymbol{n}) \boldsymbol{n},(\boldsymbol{\varphi} \cdot \boldsymbol{n}) \boldsymbol{n}\rangle_{\Gamma} .
\end{aligned}
$$

Next, because $\boldsymbol{n}$ is normalized and belongs to $W^{1, \infty}(\Gamma)$, we have the relation

$$
\begin{equation*}
2\langle([\mathbf{D}(\boldsymbol{\xi}) \boldsymbol{n}] \cdot \boldsymbol{n}) \boldsymbol{n},(\boldsymbol{\varphi} \cdot \boldsymbol{n}) \boldsymbol{n}\rangle_{\Gamma}=2\langle[\mathbf{D}(\boldsymbol{\xi}) \boldsymbol{n}] \cdot \boldsymbol{n}, \boldsymbol{\varphi} \cdot \boldsymbol{n}\rangle_{\Gamma} . \tag{3.23}
\end{equation*}
$$

As a result, we have

$$
\begin{equation*}
2\langle\mathbf{D}(\boldsymbol{\xi}) \boldsymbol{n}, \boldsymbol{\varphi}\rangle_{\Gamma}=-\alpha\left\langle\boldsymbol{\xi}_{\tau}, \boldsymbol{\varphi}_{\tau}\right\rangle_{\Gamma}+\langle 2[\mathbf{D}(\boldsymbol{\xi}) \boldsymbol{n}] \cdot \boldsymbol{n}, \boldsymbol{\varphi} \cdot \boldsymbol{n}\rangle_{\Gamma} . \tag{3.24}
\end{equation*}
$$

Plugging (3.22) and (3.24) in (3.21) leads to

$$
\begin{equation*}
\int_{\Omega}[(-\Delta \boldsymbol{\varphi}+\nabla \psi) \cdot \boldsymbol{\xi}-\eta \operatorname{div} \boldsymbol{\varphi}] d \boldsymbol{x}=\langle\boldsymbol{\varphi} \cdot \boldsymbol{n}, 2[\mathbf{D}(\boldsymbol{\xi}) \boldsymbol{n}] \cdot \boldsymbol{n}-\eta\rangle_{\Gamma}-\left\langle 2[\mathbf{D}(\boldsymbol{\varphi}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{\varphi}_{\tau}, \boldsymbol{\xi}_{\tau}\right\rangle_{\Gamma} . \tag{3.25}
\end{equation*}
$$

Then, for each $(\boldsymbol{\xi}, \eta) \in \mathscr{N}_{-k}(\Omega)$, the Green's formula (3.25) holds for any pair $(\boldsymbol{\varphi}, \psi) \in W_{k+1}^{2}(\Omega) \times W_{k+1}^{1}(\Omega)$ by density. In particular, if $(\boldsymbol{u}, \pi) \in W_{k+1}^{2}(\Omega) \times W_{k+1}^{1}(\Omega)$ is a solution of $\left(\mathscr{S}_{T}\right)$, then (3.18) holds.

- Existence. Here we prove that problem $\left(\mathscr{S}_{T}\right)$ has a solution $(\boldsymbol{u}, \pi)$ that belongs to $\in W_{k}^{1}(\Omega) \times W_{k}^{0}(\Omega)$. The proof is made of two steps.

Step 1. The case $g=0$.
Since $k>0$, then $(f, \chi)$ belongs to $W_{1}^{0}(\Omega) \times W_{1}^{1}(\Omega)$. Thanks to Theorem 3.6, problem $\left(\mathscr{S}_{T}\right)$ has a solution $(\boldsymbol{u}, \pi) \in W_{1}^{2}(\Omega) \times W_{1}^{1}(\Omega)$. It remains now to prove that $(\boldsymbol{u}, \pi)$ belongs to $W_{k}^{1}(\Omega) \times W_{k}^{0}(\Omega)$. To that end, we shall use again properties of the Stokes problem in the whole space $\mathbb{R}^{3}$. As we mention before, we first need appropriate extensions of $\boldsymbol{u}$ and $\pi$ defined in $\mathbb{R}^{3}$. So let us consider the following Stokes problem in the bounded domain $\Omega^{\prime}$ :

$$
\left\{\begin{array}{l}
-\Delta \boldsymbol{u}^{\prime}+\nabla \pi^{\prime}=\mathbf{0} \quad \text { and } \operatorname{div} \boldsymbol{u}^{\prime}=0 \text { in } \Omega^{\prime},  \tag{3.26}\\
\boldsymbol{u}^{\prime}=\boldsymbol{u} \text { on } \Gamma .
\end{array}\right.
$$

Since $\boldsymbol{u} \cdot \boldsymbol{n}=0$, problem (3.26) has a solution $\left(\boldsymbol{u}^{\prime}, \pi^{\prime}\right) \in H^{2}\left(\Omega^{\prime}\right) \times H^{1}\left(\Omega^{\prime}\right)$ (see for instance [6] or [24]). Set now

$$
\widetilde{\boldsymbol{u}}=\left\{\begin{array}{l}
\boldsymbol{u} \text { in } \Omega, \\
\boldsymbol{u}^{\prime} \text { in } \Omega^{\prime},
\end{array} \quad \text { and } \quad \widetilde{\pi}= \begin{cases}\pi & \text { in } \Omega \\
\pi^{\prime} \text { in } \Omega^{\prime} .\end{cases}\right.
$$

Then clearly, the pair $(\widetilde{\boldsymbol{u}}, \widetilde{\pi})$ belongs to $W_{0}^{1}\left(\mathbb{R}^{3}\right) \times W_{1}^{1}\left(\mathbb{R}^{3}\right)$. The goal is now to identify $(\widetilde{\boldsymbol{u}}, \widetilde{\pi})$ with a solution of the Stokes problem in $\mathbb{R}^{3}$ that belongs to $W_{k}^{1}(\Omega) \times W_{k}^{0}(\Omega)$. Let us set

$$
\begin{equation*}
\boldsymbol{F}=-\Delta \widetilde{\boldsymbol{u}}+\nabla \widetilde{\boldsymbol{\pi}} \quad \text { and } \quad e=\operatorname{div} \widetilde{\boldsymbol{u}} . \tag{3.27}
\end{equation*}
$$

In order to apply Theorem 2.4 with data $\boldsymbol{F}$ and $e$, we need to show that $\left(\boldsymbol{F}, \boldsymbol{e}\right.$ ) belongs to $W_{k}^{-1}\left(\mathbb{R}^{3}\right) \times$ $W_{k}^{0}\left(\mathbb{R}^{3}\right)$ and satisfies (2.10). For any $\boldsymbol{\varphi} \in \mathscr{D}\left(\mathbb{R}^{3}\right)$, we have:

$$
\begin{aligned}
\langle\boldsymbol{F}, \boldsymbol{\varphi}\rangle_{\mathscr{D}^{\prime}\left(\mathbb{R}^{3}\right) \times \mathscr{D}\left(\mathbb{R}^{3}\right)} & =\langle-\Delta \widetilde{\boldsymbol{u}}+\nabla \widetilde{\pi}, \boldsymbol{\varphi}\rangle_{\mathscr{D}^{\prime}\left(\mathbb{R}^{3}\right) \times \mathscr{D}\left(\mathbb{R}^{3}\right)}=-\int_{\mathbb{R}^{3}} \widetilde{\boldsymbol{u}} \cdot \Delta \boldsymbol{\varphi} d \boldsymbol{x}-\int_{\mathbb{R}^{3}} \widetilde{\pi} \operatorname{div} \boldsymbol{\varphi} d \boldsymbol{x} \\
& =\underbrace{-\int_{\Omega} \boldsymbol{u} \cdot \Delta \boldsymbol{\varphi} d \boldsymbol{x}-\int_{\Omega} \pi \operatorname{div} \boldsymbol{\varphi} d \boldsymbol{x}}_{I_{1}}-\underbrace{\int_{\Omega^{\prime}} \boldsymbol{u}^{\prime} \cdot \Delta \boldsymbol{\varphi} d \boldsymbol{x}-\int_{\Omega^{\prime}} \pi^{\prime} \operatorname{div} \boldsymbol{\varphi} d \boldsymbol{x}}_{I_{2}} .
\end{aligned}
$$

On the one hand, in $\Omega$, using identity (2.15) and the Green formula (2.7), we can write:

$$
\begin{aligned}
I_{1} & =\int_{\Omega} \boldsymbol{u} \cdot(\nabla(\operatorname{div} \boldsymbol{\varphi})-2 \operatorname{div} \mathbf{D}(\boldsymbol{\varphi})) d \boldsymbol{x}-\int_{\Omega} \pi \operatorname{div} \boldsymbol{\varphi} d \boldsymbol{x} \\
& =-\int_{\Omega} \operatorname{div} \boldsymbol{u} \operatorname{div} \boldsymbol{\varphi} d \boldsymbol{x}+\langle\boldsymbol{u} \cdot \boldsymbol{n}, \operatorname{div} \boldsymbol{\varphi}\rangle_{\Gamma}+2 \int_{\Omega} \nabla \boldsymbol{u}: \mathbf{D}(\boldsymbol{\varphi}) d \boldsymbol{x}-2\langle\mathbf{D}(\boldsymbol{\varphi}) \boldsymbol{n}, \boldsymbol{u}\rangle_{\Gamma}-\int_{\Omega} \pi \operatorname{div} \boldsymbol{\varphi} d \boldsymbol{x} .
\end{aligned}
$$

Using the relation

$$
\int_{\Omega} \nabla \boldsymbol{u}: \mathbf{D}(\boldsymbol{\varphi}) d \boldsymbol{x}=\int_{\Omega} \mathbf{D}(\boldsymbol{u}): \nabla \boldsymbol{\varphi} d \boldsymbol{x}
$$

and again (2.15), (2.7) and recalling that $g=0$, we arrive at:

$$
I_{1}=\int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} d \boldsymbol{x}+2\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}, \boldsymbol{\varphi}\rangle_{\Gamma}-\langle\boldsymbol{\varphi} \cdot \boldsymbol{n}, \chi\rangle_{\Gamma}-2\langle\mathbf{D}(\boldsymbol{\varphi}) \boldsymbol{n}, \boldsymbol{u}\rangle_{\Gamma}-\langle\boldsymbol{\varphi} \cdot \boldsymbol{n}, \pi\rangle_{\Gamma} .
$$

On the other hand as previously, in $\Omega^{\prime}$, we can write;

$$
\begin{aligned}
I_{2} & =\int_{\Omega^{\prime}} \boldsymbol{u}^{\prime} \cdot(\nabla(\operatorname{div} \boldsymbol{\varphi})-2 \operatorname{div} \mathbf{D}(\boldsymbol{\varphi})) d \boldsymbol{x}-\int_{\Omega^{\prime}} \pi^{\prime} \operatorname{div} \boldsymbol{\varphi} d \boldsymbol{x} \\
& =-\int_{\Omega^{\prime}} \operatorname{div} \boldsymbol{u}^{\prime} \operatorname{div} \boldsymbol{\varphi} d \boldsymbol{x}-\left\langle\boldsymbol{u}^{\prime} \cdot \boldsymbol{n}, \operatorname{div} \boldsymbol{\varphi}\right\rangle_{\Gamma}+2 \int_{\Omega^{\prime}} \nabla \boldsymbol{u}^{\prime}: \mathbf{D}(\varphi) d \boldsymbol{x}+2\left\langle\boldsymbol{\boldsymbol { u } ^ { \prime } , \mathbf { D } ( \boldsymbol { \varphi } ) \boldsymbol { n } \rangle _ { \Gamma } - \int _ { \Omega ^ { \prime } } \pi \operatorname { d i v } \boldsymbol { \varphi } d \boldsymbol { x }}\right. \\
& =-2\left\langle\mathbf{D}\left(\boldsymbol{u}^{\prime}\right) \boldsymbol{n}, \boldsymbol{\varphi}\right\rangle_{\Gamma}+2\left\langle\mathbf{D}(\boldsymbol{\varphi}) \boldsymbol{n}, \boldsymbol{u}^{\prime}\right\rangle_{\Gamma}+\left\langle\boldsymbol{\varphi} \cdot \boldsymbol{n}, \pi^{\prime}\right\rangle_{\Gamma} .
\end{aligned}
$$

Therefore, denoting by $\tilde{\boldsymbol{f}} \in W_{k+1}^{0}\left(\mathbb{R}^{3}\right)$ the extension of $\boldsymbol{f}$ by zero in $\Omega^{\prime}$, we deduce that for any $\boldsymbol{\varphi} \in \mathscr{D}\left(\mathbb{R}^{3}\right)$,

$$
\begin{equation*}
\langle\boldsymbol{F}, \boldsymbol{\varphi}\rangle_{\mathscr{D}^{\prime}\left(\mathbb{R}^{3}\right) \times \mathscr{D}\left(\mathbb{R}^{3}\right)}=\int_{\mathbb{R}^{3}} \tilde{\boldsymbol{f}} \cdot \boldsymbol{\varphi} d \boldsymbol{x}+2\left\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}-\mathbf{D}\left(\boldsymbol{u}^{\prime}\right) \boldsymbol{n}, \boldsymbol{\varphi}\right\rangle_{\Gamma}+\left\langle\boldsymbol{\varphi} \cdot \boldsymbol{n}, \pi^{\prime}-\pi\right\rangle_{\Gamma}-\langle\boldsymbol{\varphi} \cdot \boldsymbol{n}, \chi\rangle_{\Gamma} . \tag{3.28}
\end{equation*}
$$

Since $\mathscr{D}\left(\mathbb{R}^{3}\right)$ is dense in $W_{-k}^{1}\left(\mathbb{R}^{3}\right)$ and $\tilde{\boldsymbol{f}}$ belongs to $W_{k+1}^{0}\left(\mathbb{R}^{3}\right)$, then (3.28) is still valid for any $\boldsymbol{\varphi} \in$ $W_{-k}^{1}\left(\mathbb{R}^{3}\right)$ which implies that $\boldsymbol{F}$ belongs to $W_{k}^{-1}\left(\mathbb{R}^{3}\right)$.
Now for any $\phi \in \mathscr{D}\left(\mathbb{R}^{3}\right)$, we have

$$
\begin{aligned}
\langle e, \phi\rangle_{\mathscr{D}^{\prime}\left(\mathbb{R}^{3}\right) \times \mathscr{D}\left(\mathbb{R}^{3}\right)} & =\langle\operatorname{div} \widetilde{\boldsymbol{u}}, \phi\rangle_{\mathscr{D}^{\prime}\left(\mathbb{R}^{3}\right) \times \mathscr{D}\left(\mathbb{R}^{3}\right)}=-\int_{\mathbb{R}^{3}} \widetilde{\boldsymbol{u}} \cdot \nabla \phi d \boldsymbol{x} \\
& =\int_{\Omega} \operatorname{div} \boldsymbol{u} \phi d \boldsymbol{x}+\int_{\Omega^{\prime}} \operatorname{div} \boldsymbol{u}^{\prime} \phi d \boldsymbol{x}-\langle\boldsymbol{u} \cdot \boldsymbol{n}, \phi\rangle_{\Gamma}+\langle\boldsymbol{u} \cdot \boldsymbol{n}, \phi\rangle_{\Gamma} \\
& =\int_{\Omega} \chi \phi d \boldsymbol{x} .
\end{aligned}
$$

Due to the density of $\mathscr{D}\left(\mathbb{R}^{3}\right)$ in $W_{-k}^{0}\left(\mathbb{R}^{3}\right)$, we obtain

$$
\begin{equation*}
\langle e, \phi\rangle=\int_{\Omega} \chi \phi d x, \quad \forall \phi \in W_{-k}^{0}\left(\mathbb{R}^{3}\right) \tag{3.29}
\end{equation*}
$$

which implies that $e$ belongs to $W_{k}^{0}\left(\mathbb{R}^{3}\right)$.
As a result, we have proved that $(\boldsymbol{F}, \boldsymbol{e})$ belongs to $W_{k}^{-1}\left(\mathbb{R}^{3}\right) \times W_{k}^{0}\left(\mathbb{R}^{3}\right)$. Let us now prove that $\boldsymbol{F}$ and $e$ satisfy (2.10), which in view of (3.28) and (3.29), amounts to prove that for any ( $\boldsymbol{\lambda}, \mu$ ) in $N_{k-1}$

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \widetilde{\boldsymbol{f}} \cdot \boldsymbol{\lambda} d \boldsymbol{x}-\int_{\Omega} \chi \mu d \boldsymbol{x}+2\left\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}-\mathbf{D}\left(\boldsymbol{u}^{\prime}\right) \boldsymbol{n}, \boldsymbol{\lambda}\right\rangle_{\Gamma}+\left\langle\boldsymbol{\lambda} \cdot \boldsymbol{n}, \pi^{\prime}-\pi\right\rangle_{\Gamma}-\langle\boldsymbol{\lambda} \cdot \boldsymbol{n}, \chi\rangle_{\Gamma}=0 . \tag{3.30}
\end{equation*}
$$

So let $(\boldsymbol{\lambda}, \mu) \in N_{k-1}$ and let $(\boldsymbol{v}(\boldsymbol{\lambda}), \theta(\boldsymbol{\lambda}))$ be in $W_{0}^{1}(\Omega) \times L^{2}(\Omega)$ such that the pair $(\boldsymbol{\nu}(\boldsymbol{\lambda})-\boldsymbol{\lambda}, \theta(\boldsymbol{\lambda})-\mu)$ belongs to $\mathscr{N}_{-k}(\Omega)$. Note that thanks to Theorem 3.6, the pair $\left(\boldsymbol{v}(\boldsymbol{\lambda}), \theta(\boldsymbol{\lambda})\right.$ ) also belongs to $W_{1}^{2}(\Omega) \times$ $W_{1}^{1}(\Omega)$.
Now, for any $(\boldsymbol{\nu}, \theta) \in W_{1}^{2}(\Omega) \times W_{1}^{1}(\Omega)$ such that $\operatorname{div} \boldsymbol{\nu}=0$, computations in $\Omega$ yield

$$
\begin{aligned}
& \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{v} d \boldsymbol{x}=\int_{\Omega}(-\Delta \boldsymbol{u}+\nabla \pi) \cdot \boldsymbol{v} d \boldsymbol{x} \\
& =2 \int_{\Omega} \nabla \boldsymbol{u}: \mathbf{D}(\boldsymbol{v}) d \boldsymbol{x}+\langle\boldsymbol{v} \cdot \boldsymbol{n}, \chi\rangle_{\Gamma}-2\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}, \boldsymbol{v}\rangle_{\Gamma}+\langle\boldsymbol{v} \cdot \boldsymbol{n}, \pi\rangle_{\Gamma} \\
& =-\int_{\Omega} \Delta \boldsymbol{v} \cdot \boldsymbol{u} d \boldsymbol{x}+\langle\boldsymbol{v} \cdot \boldsymbol{n}, \chi\rangle_{\Gamma}+2\langle\mathbf{D}(\boldsymbol{v}) \boldsymbol{n}, \boldsymbol{u}\rangle_{\Gamma}-2\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}, \boldsymbol{v}\rangle_{\Gamma}+\langle\boldsymbol{v} \cdot \boldsymbol{n}, \pi\rangle_{\Gamma} \\
& =\int_{\Omega}(-\Delta \boldsymbol{v}+\nabla \theta) \cdot \boldsymbol{u} d \boldsymbol{x}+\int_{\Omega} \chi \theta d \boldsymbol{x}+\langle\boldsymbol{v} \cdot \boldsymbol{n}, \chi\rangle_{\Gamma}+2\langle\mathbf{D}(\boldsymbol{v}) \boldsymbol{n}, \boldsymbol{u}\rangle_{\Gamma}-2\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}, \boldsymbol{v}\rangle_{\Gamma}+\langle\boldsymbol{v} \cdot \boldsymbol{n}, \pi\rangle_{\Gamma} .
\end{aligned}
$$

In particular we have
$\int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{v}(\boldsymbol{\lambda}) d \boldsymbol{x}-\int_{\Omega} \chi \theta(\boldsymbol{\lambda}) d \boldsymbol{x}-\langle\boldsymbol{v}(\boldsymbol{\lambda}) \cdot \boldsymbol{n}, \chi\rangle_{\Gamma}-2\langle\mathbf{D}(\boldsymbol{v}(\boldsymbol{\lambda})) \boldsymbol{n}, \boldsymbol{u}\rangle_{\Gamma}+2\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}, \boldsymbol{v}(\boldsymbol{\lambda})\rangle_{\Gamma}-\langle\boldsymbol{v}(\boldsymbol{\lambda}) \cdot \boldsymbol{n}, \pi\rangle_{\Gamma}=0$.
Now making the difference between (3.31) and (3.18) with $\boldsymbol{\xi}=\boldsymbol{v}(\boldsymbol{\lambda})-\boldsymbol{\lambda}$ and $\eta=\theta(\boldsymbol{\lambda})-\mu$ and recalling that $\boldsymbol{v}(\boldsymbol{\lambda}) \cdot \boldsymbol{n}=\boldsymbol{\lambda} \cdot \boldsymbol{n}$ on $\Gamma$, yields
$\int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\lambda} d \boldsymbol{x}-\int_{\Omega} \chi \mu d \boldsymbol{x}-\langle\boldsymbol{v}(\boldsymbol{\lambda})-\boldsymbol{\lambda}, \boldsymbol{h}\rangle_{\Gamma}-\langle\boldsymbol{\lambda} \cdot \boldsymbol{n}, \chi\rangle_{\Gamma}-2\langle\mathbf{D}(\boldsymbol{v}(\boldsymbol{\lambda})) \boldsymbol{n}, \boldsymbol{u}\rangle_{\Gamma}+2\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}, \boldsymbol{v}(\boldsymbol{\lambda})\rangle_{\Gamma}-\langle\boldsymbol{\lambda} \cdot \boldsymbol{n}, \pi\rangle_{\Gamma}=0$.
Next, computations on $\Omega^{\prime}$ yield

$$
\begin{aligned}
& \int_{\Omega^{\prime}}\left(-\Delta \boldsymbol{u}^{\prime}+\nabla \pi^{\prime}\right) \cdot \boldsymbol{\lambda} d \boldsymbol{x}=0 \\
& =-\int_{\Omega^{\prime}} \boldsymbol{u}^{\prime} \cdot \Delta \boldsymbol{\lambda} d \boldsymbol{x}+2\left\langle\mathbf{D}\left(\boldsymbol{u}^{\prime}\right) \boldsymbol{n}, \boldsymbol{\lambda}\right\rangle_{\Gamma}-2\left\langle\mathbf{D}(\boldsymbol{\lambda}) \boldsymbol{n}, \boldsymbol{u}^{\prime}\right\rangle_{\Gamma}-\left\langle\boldsymbol{\lambda} \cdot \boldsymbol{n}, \pi^{\prime}\right\rangle_{\Gamma} .
\end{aligned}
$$

The fact that $\boldsymbol{u}=\boldsymbol{u}$ ' on $\Gamma$, implies

$$
\int_{\Omega^{\prime}} \boldsymbol{u}^{\prime} \cdot \Delta \boldsymbol{\lambda} d \boldsymbol{x}=\int_{\Omega^{\prime}} \boldsymbol{u}^{\prime} \cdot \nabla \mu d \boldsymbol{x}=-\int_{\Omega^{\prime}} \mu \operatorname{div} \boldsymbol{u}^{\prime} d \boldsymbol{x}+\left\langle\boldsymbol{u}^{\prime} \cdot \boldsymbol{n}, \mu\right\rangle_{\Gamma}=0
$$

and we deduce that

$$
\begin{equation*}
2\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}, \boldsymbol{\lambda}\rangle_{\Gamma}-2\langle\mathbf{D}(\boldsymbol{\lambda}) \boldsymbol{n}, \boldsymbol{u}\rangle_{\Gamma}-\left\langle\boldsymbol{\lambda} \cdot \boldsymbol{n}, \pi^{\prime}\right\rangle_{\Gamma}=0 . \tag{3.33}
\end{equation*}
$$

Combining (3.32) and (3.33) yields

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} \widetilde{\boldsymbol{f}} \cdot \boldsymbol{\lambda} d \boldsymbol{x}-\int_{\Omega} \chi \mu d \boldsymbol{x}-\langle\boldsymbol{\lambda} \cdot \boldsymbol{n}, \chi\rangle_{\Gamma}+\left\langle\boldsymbol{\lambda} \cdot \boldsymbol{n}, \pi^{\prime}-\pi\right\rangle_{\Gamma}-2\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}, \boldsymbol{\lambda}\rangle_{\Gamma}  \tag{3.34}\\
& +2\langle\mathbf{D}(\boldsymbol{\lambda}) \boldsymbol{n}-\mathbf{D}(\boldsymbol{v}(\boldsymbol{\lambda})) \boldsymbol{n}, \boldsymbol{u}\rangle_{\Gamma}+2\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}, \boldsymbol{v}(\boldsymbol{\lambda})\rangle_{\Gamma}-\langle\boldsymbol{v}(\boldsymbol{\lambda})-\boldsymbol{\lambda}, \boldsymbol{h}\rangle_{\Gamma}=0 .
\end{align*}
$$

Let us now compute the terms of the second line of (3.34). Due to the fact that $g=0$ on $\Gamma$ and using the Navier boundary condition in (3.13), we have

$$
\begin{aligned}
& 2\langle\mathbf{D}(\boldsymbol{\lambda}) \boldsymbol{n}-\mathbf{D}(\boldsymbol{v}(\boldsymbol{\lambda})) \boldsymbol{n}, \boldsymbol{u}\rangle_{\Gamma}=2\left\langle[\mathbf{D}(\boldsymbol{\lambda}) \boldsymbol{n}]_{\tau}-[\mathbf{D}(\boldsymbol{v}(\boldsymbol{\lambda})) \boldsymbol{n}]_{\tau}, \boldsymbol{u}_{\tau}\right\rangle_{\Gamma} \\
& =\alpha\left\langle\boldsymbol{v}(\boldsymbol{\lambda})_{\tau}-\boldsymbol{\lambda}_{\tau}, \boldsymbol{u}_{\tau}\right\rangle_{\Gamma} .
\end{aligned}
$$

Next, using the fact that $\boldsymbol{v}(\boldsymbol{\lambda}) \cdot \boldsymbol{n}=\boldsymbol{\lambda} \cdot \boldsymbol{n}$ on $\Gamma$,

$$
\begin{aligned}
& 2\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}, \boldsymbol{v}(\boldsymbol{\lambda})\rangle_{\Gamma}=2\left\langle[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}, \boldsymbol{v}(\boldsymbol{\lambda})_{\tau}\right\rangle_{\Gamma}+2\langle([\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}] \cdot \boldsymbol{n}) \boldsymbol{n},(\boldsymbol{v}(\boldsymbol{\lambda}) \cdot \boldsymbol{n}) \boldsymbol{n}\rangle_{\Gamma} \\
& =2\left\langle[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}, \boldsymbol{v}(\boldsymbol{\lambda})_{\tau}\right\rangle_{\Gamma}+2\langle(\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}) \cdot \boldsymbol{n}, \boldsymbol{\lambda} \cdot \boldsymbol{n}\rangle_{\Gamma} .
\end{aligned}
$$

Finally, from (3.1), we clearly have

$$
\langle\boldsymbol{v}(\boldsymbol{\lambda})-\boldsymbol{\lambda}, \boldsymbol{h}\rangle_{\Gamma}=\left\langle\boldsymbol{v}(\boldsymbol{\lambda})_{\tau}-\boldsymbol{\lambda}_{\tau}, \boldsymbol{h}\right\rangle_{\Gamma} .
$$

Combining these three expressions, we obtain

$$
\begin{aligned}
& 2\langle\mathbf{D}(\boldsymbol{\lambda}) \boldsymbol{n}-\mathbf{D}(\boldsymbol{v}(\boldsymbol{\lambda})) \boldsymbol{n}, \boldsymbol{u}\rangle_{\Gamma}+2\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}, \boldsymbol{v}(\boldsymbol{\lambda})\rangle_{\Gamma}-\langle\boldsymbol{v}(\boldsymbol{\lambda})-\boldsymbol{\lambda}, \boldsymbol{h}\rangle_{\Gamma} \\
& =\alpha\left\langle\boldsymbol{v}(\boldsymbol{\lambda})_{\tau}-\boldsymbol{\lambda}_{\tau}, \boldsymbol{u}_{\tau}\right\rangle_{\Gamma}+2\left\langle[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}, \boldsymbol{v}(\boldsymbol{\lambda})_{\tau}\right\rangle_{\Gamma}+2\langle(\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}) \cdot \boldsymbol{n}, \boldsymbol{\lambda} \cdot \boldsymbol{n}\rangle_{\Gamma}-\left\langle\boldsymbol{v}(\boldsymbol{\lambda})_{\tau}-\boldsymbol{\lambda}_{\tau}, \boldsymbol{h}\right\rangle_{\Gamma} \\
& =\alpha\left\langle\boldsymbol{v}(\boldsymbol{\lambda})_{\tau}-\boldsymbol{\lambda}_{\tau}, \boldsymbol{u}_{\tau}\right\rangle_{\Gamma}+2\left\langle[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}, \boldsymbol{v}(\boldsymbol{\lambda})_{\tau}-\boldsymbol{\lambda}_{\tau}\right\rangle_{\Gamma}+2\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}, \boldsymbol{\lambda}\rangle_{\Gamma}-\left\langle\boldsymbol{v}(\boldsymbol{\lambda})_{\tau}-\boldsymbol{\lambda}_{\tau}, \boldsymbol{h}\right\rangle_{\Gamma} \\
& =\left\langle\boldsymbol{v}(\boldsymbol{\lambda})_{\tau}-\boldsymbol{\lambda}_{\tau}, 2[\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{u}_{\tau}\right\rangle_{\Gamma}+2\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}, \boldsymbol{\lambda}\rangle_{\Gamma}-\left\langle\boldsymbol{v}(\boldsymbol{\lambda})_{\tau}-\boldsymbol{\lambda}_{\tau}, \boldsymbol{h}\right\rangle_{\Gamma} \\
& =\left\langle\boldsymbol{v}(\boldsymbol{\lambda})_{\tau}-\boldsymbol{\lambda}_{\tau}, \boldsymbol{h}\right\rangle_{\Gamma}+2\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}, \boldsymbol{\lambda}\rangle_{\Gamma}-\left\langle\boldsymbol{v}(\boldsymbol{\lambda})_{\tau}-\boldsymbol{\lambda}_{\tau}, \boldsymbol{h}\right\rangle_{\Gamma} \\
& =2\langle\mathbf{D}(\boldsymbol{u}) \boldsymbol{n}, \boldsymbol{\lambda}\rangle_{\Gamma} .
\end{aligned}
$$

Plugging this in (3.34) allows to get (3.30).
Therefore it follows from Theorem 2.4, that there exists a unique solution $(\widetilde{z}, \widetilde{q}) \in\left(W_{k}^{1}\left(\mathbb{R}^{3}\right) \times W_{k}^{0}\left(\mathbb{R}^{3}\right)\right)$ satisfying the following Stokes problem:

$$
-\Delta \widetilde{\boldsymbol{z}}+\nabla \widetilde{q}=\boldsymbol{F} \quad \text { and } \operatorname{div} \tilde{\boldsymbol{z}}=e \text { in } \mathbb{R}^{3}
$$

Using (3.27), we obtain

$$
-\Delta(\widetilde{\boldsymbol{z}}-\widetilde{\boldsymbol{u}})+\nabla(\widetilde{\boldsymbol{q}}-\widetilde{\boldsymbol{\pi}})=\mathbf{0} \quad \text { and } \quad \operatorname{div}(\widetilde{\boldsymbol{z}}-\widetilde{\boldsymbol{u}})=0 \quad \text { in } \quad \mathbb{R}^{3}
$$

It follows that $(\widetilde{\boldsymbol{z}}-\widetilde{\boldsymbol{u}}, \widetilde{q}-\widetilde{\pi})$ belongs to $\left(W_{k}^{1}\left(\mathbb{R}^{3}\right)+W_{0}^{1}\left(\mathbb{R}^{3}\right)\right) \times\left(W_{k}^{0}\left(\mathbb{R}^{3}\right)+L^{2}\left(\mathbb{R}^{3}\right)\right)$ and since $k>0$ then $(\widetilde{\boldsymbol{z}}-\widetilde{\boldsymbol{u}}, \widetilde{q}-\widetilde{\boldsymbol{\pi}})$ also belongs to $W_{0}^{1}\left(\mathbb{R}^{3}\right) \times L^{2}\left(\mathbb{R}^{3}\right)$. Thanks to Proposition 2.3, we deduce that $\widetilde{\boldsymbol{z}}-\widetilde{\boldsymbol{u}}=\mathbf{0}$ and $\widetilde{q}-\widetilde{\pi}=0$ which imply that the solution $(\boldsymbol{u}, \pi)$ belongs indeed to $W_{k}^{1}(\Omega) \times W_{k}^{0}(\Omega)$.
Step 2. The case $g \neq 0$.
Let $w$ be in $W_{k+1}^{3}(\Omega)$ be such that $\frac{\partial w}{\partial \boldsymbol{n}}=g$ on $\Gamma$. Consider now the following problem:

$$
\left\{\begin{array}{l}
-\Delta \boldsymbol{z}+\nabla \pi=\boldsymbol{f}+\Delta(\nabla w) \text { and } \operatorname{div} \boldsymbol{z}=\chi-\Delta w \text { in } \Omega,  \tag{3.35}\\
\boldsymbol{z} \cdot \boldsymbol{n}=0 \text { and } 2[\mathbf{D}(\boldsymbol{z}) \boldsymbol{n}]_{\tau}+\alpha \boldsymbol{z}_{\tau}=\boldsymbol{K} \text { on } \Gamma,
\end{array}\right.
$$

where

$$
\boldsymbol{K}=\boldsymbol{h}-2[\mathbf{D}(\nabla w) \boldsymbol{n}]_{\tau}-\alpha(\nabla w)_{\tau}
$$

It is clear that $\boldsymbol{K} \in H^{1 / 2}(\Gamma), \boldsymbol{K} \cdot \boldsymbol{n}=0$ on $\Gamma, \boldsymbol{f}+\Delta(\nabla w)$ belongs to $W_{k+1}^{0}(\Omega)$ and $\chi-\Delta w$ belongs to $W_{k+1}^{1}(\Omega)$. According to step 1, problem (3.35) has a solution in $W_{k}^{1}(\Omega) \times W_{k}^{0}(\Omega)$ if and only if

$$
\begin{equation*}
\forall(\boldsymbol{\xi}, \eta) \in \mathscr{N}_{-k}(\Omega), \quad \int_{\Omega}(\boldsymbol{f}+\Delta(\nabla w)) \cdot \boldsymbol{\xi} d \boldsymbol{x}-\int_{\Omega}(\chi-\Delta w) \eta d \boldsymbol{x}=-\langle\boldsymbol{K}, \boldsymbol{\xi}\rangle_{\Gamma} \tag{3.36}
\end{equation*}
$$

But if $(\xi, \eta)$ is in $\mathscr{N}_{-k}(\Omega)$, then since $\nabla w \in W_{k+1}^{2}(\Omega)$, we can write (3.25) for the pair $(-\nabla w, 0)$ and we obtain

$$
\begin{equation*}
\int_{\Omega} \Delta(\nabla w) \cdot \boldsymbol{\xi} d \boldsymbol{x}+\int_{\Omega} \Delta w \eta d \boldsymbol{x}=-\langle g, 2[\mathbf{D}(\boldsymbol{\xi}) \boldsymbol{n}] \cdot \boldsymbol{n}-\eta\rangle_{\Gamma}+\left\langle 2[\mathbf{D}(\nabla w) \boldsymbol{n}]_{\tau}+\alpha(\nabla w)_{\tau}, \boldsymbol{\xi}\right\rangle_{\Gamma} . \tag{3.37}
\end{equation*}
$$

Combining (3.18) and (3.37) allows to obtain (3.36). Thus setting $\boldsymbol{u}=\boldsymbol{z}+\nabla w \in W_{k}^{1}(\Omega)$, then the pair $(\boldsymbol{u}, \pi) \in W_{k}^{1}(\Omega) \times W_{k}^{0}(\Omega)$ is a solution of $\left(\mathscr{S}_{T}\right)$.

- Regularity. Finally, to prove that the solution $(\boldsymbol{u}, \pi) \in W_{k}^{1}(\Omega) \times W_{k}^{0}(\Omega)$ of $\left(\mathscr{S}_{T}\right)$ established previously, actually belongs to $W_{k+1}^{2}(\Omega) \times W_{k+1}^{1}(\Omega)$, we can proceed as in the proof of Theorem 3.6 with the use of the partition of unity (3.15).


## 4 Conclusions

In this paper we solved the exterior Stokes problem with the Navier slip boundary conditions with a positive friction term. In order to describe the behavior at infinity of the solutions, we set the problem in weighted spaces. Our study is based on a $L^{2}$-theory. We first established the existence and the uniqueness of the variational solution to the problem. The weighted Korn's inequalities that we proved are the cornerstone of this part. Then we proved existence and uniqueness (possibly up to elements of the kernel) of strong solutions to $\left(\mathscr{S}_{T}\right)$ that may have different behaviors at infinity than the variational solution.
In a forthcoming work, we will study $\left(\mathscr{S}_{T}\right)$ in weighted $L^{p}$ spaces in order to be able to tackle the nonlinear problem of the Navier-Stokes equations in exterior domains with the Navier slip boundary conditions.
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