
HAL Id: hal-01784492
https://hal.science/hal-01784492

Submitted on 19 Mar 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Does the Visual Channel Improve the Perception of
Consonants Produced by Speakers of French With Down

Syndrome?
Alexandre Hennequin, Amélie Rochet-Capellan, Silvain Gerber, Marion Dohen

To cite this version:
Alexandre Hennequin, Amélie Rochet-Capellan, Silvain Gerber, Marion Dohen. Does the Visual Chan-
nel Improve the Perception of Consonants Produced by Speakers of French With Down Syndrome?.
Journal of Speech, Language, and Hearing Research, 2018, 61 (4), pp.957-972. �10.1044/2017_JSLHR-
H-17-0112�. �hal-01784492�

https://hal.science/hal-01784492
https://hal.archives-ouvertes.fr


For Peer Review

 

 

 

 

 

 

Does the visual channel improve the perception of 

consonants produced by speakers of French with Down 

syndrome? 
 

 

Journal: Journal of Speech, Language, and Hearing Research 

Manuscript ID JSLHR-H-17-0112.R2 

Manuscript Type: Research Article 

Date Submitted by the Author: 30-Nov-2017 

Complete List of Authors: Hennequin, Alexandre; Universite Grenoble Alpes, GIPSA-Lab 
Rochet-Capellan, Amélie; Universite Grenoble Alpes, GIPSA-Lab 
Gerber, Silvain; Universite Grenoble Alpes, GIPSA-Lab 
Dohen, Marion; Universite Grenoble Alpes, GIPSA-Lab/CNRS 

Keywords: 
Speech perception, Genetic disorders, Speech production, Articulation, 
Communication, Language disorders, Speech sound disorders 

  

 

 

Journal of Speech, Language, and Hearing Research



For Peer Review

Running head: AUDIOVISUAL PERCEPTION OF DOWN SYNDROME SPEECH 1 

Does the visual channel improve the perception of consonants produced by 

speakers of French with Down syndrome? 

 

 

Alexandre Hennequin1 

Amélie Rochet-Capellan1 

Silvain Gerber1 

Marion Dohen1 

1 Univ. Grenoble Alpes, CNRS, GIPSA-lab, F-38000 Grenoble, France 

 

 

 

 

 

 

 

 

Correspondance concerning this article should be addressed to Marion Dohen, Department of 

Speech and Cognition, Laboratoire Gipsa-lab, Domaine Universitaire, BP 46, 38402 Saint Martin 

d'Hères cedex, France. E-mail: marion.dohen@gipsa-lab.grenoble-inp.fr  

Page 1 of 59 Journal of Speech, Language, and Hearing Research

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

Running head: AUDIOVISUAL PERCEPTION OF DOWN SYNDROME SPEECH 2 

Abstract 

Purpose: This work evaluates whether seeing the speaker’s face could improve the speech 

intelligibility of adults with Down syndrome (DS). This is not straightforward since DS induces a 

number of anatomical and motor anomalies affecting the orofacial zone.  

 Method: A speech-in-noise perception test was used to evaluate the intelligibility of 16 

consonants (C) produced in a VCV context (V = /a/) by 4 speakers with DS and 4 control 

speakers. 48 naïve participants were asked to identify the stimuli in 3 modalities: Auditory (A), 

Visual (V) and Auditory-visual (AV). The probability of correct responses (PCR) was analyzed 

as well as AV gain, confusions and transmitted information as a function of modality and 

phonetic features. 

Results: PCR follows the trend AV > A > V, with smaller values for the DS than the control 

speakers in A and AV but not in V. This trend depended on the consonant: the visual information 

particularly improved the transmission of place of articulation and to a lesser extent of manner, 

while voicing remained specifically altered in DS. 

Conclusions: The results suggest that the visual information is intact in the speech of people with 

DS and improves the perception of some phonetic features in consonants in a similar way as for 

control speakers. This result has implications for further studies, rehabilitation protocols and 

specific training of caregivers. 
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Introduction 

Managing to produce intelligible speech sounds is a challenge for people with Down-Syndrome 

(DS). As a result, parents, speech therapists and researchers in speech sciences try to provide 

them with appropriate help, primarily oriented toward diagnostic and improvement of acoustic 

intelligibility (Kent & Vorperian, 2013; Kumin, 2012; Meyer, Theodoros, & Hickson, 2016). It is 

however well known that, in face-to-face communication, people do not only use acoustic 

information to process speech but also visual information (e.g. lip reading). This information is 

particularly useful when the acoustic signal is degraded, as is the case in noisy environments (e.g. 

Schwartz, Berthommier, & Savariaux, 2004), but also for speech produced by a non-native 

speaker (Reisberg, McLean, & Goldfield, 1987) or for dysarthric speech (Borrie, 2015; Hustad, 

Dardis, & McCourt, 2007). Visual information could therefore also improve the intelligibility of 

speakers with DS. 

DS however induces craniofacial, occlusal and dental anomalies as well as weak and poorly 

differentiated intra-oral and facial muscles (Arumugam et al., 2015; Kent & Vorperian, 2013). 

These specificities could affect the visual and audio information conveyed during speech 

production in DS. Is the visual information preserved in speech produced by people with DS? 

Are some speech sounds better perceived when listeners can see the speakers’ face? In particular, 

what is the contribution of the visual channel to the perception of consonants and the 

transmission of phonetic features? In this paper, we address these issues by analyzing the 

perception, by non-familiarized participants, of vowel-consonant-vowel sequences produced by 

young adults with DS vs. control speakers.  

What is Down Syndrome? 
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Down Syndrome (DS) is a common genetic condition related to the presence of an extra 

chromosome 21. It is the best-known genetic origin of intellectual deficiency (Katz & Lazcano-

Ponce, 2008). DS is present worldwide but its live births prevalence varies depending on the 

country, mainly in relation to maternal age, health care facilities and fetal termination politics (cf. 

Loane et al., 2013; Parker et al., 2010). As an illustration, DS concerned ~570 newborns in 

France in 2012 (HAS, 2015) and ~5657 newborns per year in the United States in 2004-2006 

(Parker et al., 2010). The life expectancy of people with DS has increased from 12 years in 1940 

to about 60 years nowadays (Bittles et al., 2007). Providing adapted medical care, educational 

support and promoting the social integration of these persons are worldwide challenges. 

Improving their communication is part of it. 

Intelligibility of speech produced by people with DS 

Speech intelligibility is frequently reported as impaired for speech produced by people with DS 

with crucial consequences on their social participation and integration. Parental surveys revealed 

that, on a 10-point scale (1 corresponding to ‘completely unintelligible’ and 10 to ‘completely 

intelligible’), intelligibility is rated on average between 4 and 5 (Kumin (2006): n=1,620, age: 1 

to 21, mean age: 8.2, USA; Toğram (2015): n=319, age: 1 to 19, mean age: 5.3, Turkey). Only a 

minority of parents evaluated their child as being completely intelligible (Kumin: 1.5% of the 

parents; Toğram: 6%). More parents reported systematic or frequent difficulties for consonant 

(Kumin: 64.7%; Toğram: 45.5%) and to a lesser extent for vowels (Kumin: 42.4%; Toğram: 

33.8%) production. In these surveys, parents evaluated the intelligibility of their child based on 

everyday experience and communication in natural settings. Visual correlates of speech are thus 

implicitly integrated in these evaluations even if they were not specifically evaluated. 
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Kent and Vorperian (2013) reviewed the clinical and experimental studies on speech production 

in DS from 1950 to 2012. They reported that most of the examined studies on speech 

intelligibility were based on transcriptions of audiotaped speech (narrative, conversational, 

picture naming…), intelligibility being quantified as the proportion of complete and intelligible 

utterances. The percentage of correct consonants (PCC), calculated based on transcriptions by 

speech therapists, was also a frequent indicator since “it has been found to be correlated with 

speech intelligibility” and “is a good index of speech disorder severity” (Barnes et al., 2009). 

Based on these measures, acoustic intelligibility was found to be reduced in children and/or 

adolescents with DS when compared to typical speakers matched in non-verbal mental age 

(Rupela, Velleman, & Andrianopoulos, 2016; see Kent & Vorperian, 2013 for a review of studies 

before 2012). Intelligibility of children with DS also appears to improve with chronological age 

(Chapman & Hesketh, 2001; Rosin et al., 1988). Surprisingly, as underlined by Kent and 

Vorperian (2013), few studies used methods from speech production and perception research to 

investigate the phonetic intelligibility of people with DS.  

Bunton, Leddy and Miller (2007) audiotaped 5 male adult speakers with DS while they were 

producing lists of words chosen to evaluate 19 minimal-paired phonological contrasts (single 

word production). The productions were then transcribed by 5 experts and used as stimuli in a 

multi-choice perception test involving 10 naïve participants. The two groups evaluated overall 

intelligibility consistently showing high variability between speakers with DS. A detailed 

analysis suggested that the largest proportions of errors were observed for initial and final 

clusters, which were often misperceived as singletons. The proportion of errors was also 

relatively high for pairs contrasting in place of articulation for both stop and fricative manners 

and for vowels in the front-back, high-low and long-short dimensions. In a following X-ray 
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study, Bunton and Leddy (2011) analyzed tongue movements during vowel production by 2 

speakers with DS. They found a reduced F1/F2 acoustic vowel space in speakers with DS 

compared to controls as well as a reduction of the articulatory space. A reduced F1/F2 space was 

also observed for children by Moura et al. (2008). 

Based on transcriptions by trained listeners, Timmins et al. (2011) found that /t/ was produced 

correctly in average in 71.5% of the trials by children with DS (n=26; mean age: ~13) but in 

100% of the trials when produced by typically developing children matched in cognitive age. 

Similarly, Timmins et al. (2009) reported that /ʃ/ was produced correctly in 46% of the trials by 

children with DS (n=20, mean age ~13), but in more than 90% of the trials in a control group. 

Children with DS were reported to produce a non-sibilant fricative instead of /ʃ/ but also, to a 

lesser extent, a nasal, a plosive or a liquid. Liquid and nasal simplifications were also outlined in 

children with DS in other studies (Crosley & Downling, 1989; Sommers, Patterson, & Wildgen, 

1988). 

Most of the studies on speech sound disorders in DS (for a more complete analysis, see Kent & 

Vorperian, 2013), focused on transcriptions by specialists and, more rarely, on acoustical or 

articulatory analyses or perceptual evaluations by non-specialists. In everyday life, the social 

integration of people with DS depends on their ability to be understood by non-familiarized 

listeners. Moreover, to our knowledge, there is no published work systematically analyzing the 

perception of consonants produced by adult speakers with DS and/or evaluating the contribution 

of visual information to this perception. 

Causes of intelligibility reduction in DS 

Speech impairment in people with DS can be linked to various well known types of difficulties 

induced by the chromosomal aberration including breathing limits, hearing loss, malformations of 
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speech articulators related to craniofacial anomalies and neuromuscular issues (Kent & 

Vorperian, 2013). As an illustration, the size of the oral cavity was reported to be smaller in 

people with DS than in typical individuals (Borghi, 1990), in relation to an underdevelopment of 

midface bones. By contrast, pharyngeal length and volume (Xue, Kaine, & Ng, 2010) and tongue 

size (Guimaraes et al., 2008; Macho et al., 2014) were found to be average. Put together, these 

factors result in an atypical resonance cavity, a well-known relative macroglossia and 

occlusal/dental anomalies. Movements are also specifically impaired in people with DS. 

Hypotonia, low muscle tone, is a commonly reported feature that seems to affect all muscles, 

including facial and intra-oral ones (e.g. Connaghan & Moore, 2014; Latash, Wood, & Ulrich, 

2008). All these anomalies contribute to a disorder in speech sound articulation. 

Disorders in articulation as well as in prosody, fluency and voice are observed to various degrees 

in people with DS and all contribute to speech intelligibility reduction (Bunton et al., 2007). A 

major point is that this intelligibility reduction is not only due to intellectual deficiency but is 

structural as well (Cleland et al., 2010): receptive speech skills are usually better than expressive 

ones in people with DS. In a recent paper, Rupela et al. (2016) suggest that the motor disorder of 

speech production in children with DS is a complex and variable combination of symptoms of 

childhood apraxia as well as childhood dysarthria and “Motor Speech Disorder–Not Otherwise 

Specified”. 

Could visual information help perceive speakers with DS? 

Definitions of intelligibility usually include the listener. Hence it could be “broadly defined as the 

accuracy with which a listener is able to decode the acoustic signal of a speaker” (Hustad & 

Cahill, 2003). But, as underlined by De Gelder & Bertelson (2003), in everyday life, perceivers 

always combine different sensory inputs to make perceptual judgments. This is all the more true 
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for speech: it is not only heard, it is also seen. The role of visual information in speech perception 

has been well established: when we look at a speaker while listening to her, what we perceive is 

actually an integration or binding of visual and auditory information (Massaro, 1987; reviews: 

Campbell, 2008; Peelle & Sommers, 2015). Not only does seeing the speaker help, for example, 

identify place of articulation for consonants (Summerfield, 1987), it also provides temporal 

information on when crucial acoustic cues may occur focusing the listener’s attention on these 

cues (Schwartz et al., 2004) and helping auditory stream segregation (Carlyon, Cusack, Foxton, 

& Robertson, 2001) and speech detection in noise (Grant & Seitz, 2000).Visual information is 

particularly relevant in noisy environments, when the quality of the acoustic signal is reduced 

(Sumby & Pollack, 1954; review: Peelle & Sommers, 2015). Such a paradigm is used very 

frequently in audiovisual speech perception research in order to put forward visual enhancement 

avoiding a ceiling effect in the auditory alone modality (e.g., Bernstein, Auer, & Takayanagi, 

2004; Sumby & Pollack, 1954). Hence, typical listeners are able to extract featural information 

from seeing the movements of the speaker’s mouth. Some phonetic features have been shown to 

be more prominent in the auditory channel and others in the visual one. Summerfield (1987) 

reported that voicing is the most robust feature in the auditory channel, while place of articulation 

is the most robust in the visual channel. Miller and Nicely (1955) analyzed confusions between 

16 English consonants perceived by 5 participants. The auditory signals were degraded with 

frequency distortion and random masking noise. The authors provide confusion matrices for 5 

signal-to-noise ratios (-18, -12, -6, 0, +6 dB) and find that voicing and nasality are quite robust to 

noise unlike place. Phatak, Lovitt and Allen (2008) also analyzed confusions between English 

consonants perceived by 24 participants for 5 signal-to-noise ratios (-12, -6, 0, 6, 12 dB; white 

noise). They found confusion matrices very close to those of Miller and Nicely (1955).  
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A few studies have investigated the contribution of visual information to the perception of speech 

in speakers with dysarthria. Keintz, Bunton and Hoit (2007) had 10 experts and 10 inexperienced 

listeners transcribe sentences produced by eight speakers with Parkinson’s disease in auditory (A) 

and auditory-visual (AV) conditions. Results showed a better intelligibility in AV than in A but 

only for the less intelligible speakers. Similar observations were made by Hustad and Cahill 

(2003). Hustad et al. (2007), and more recently Borrie (2015), however found improvement in 

AV compared with A only for moderate dysarthria. Results concerning speakers with severe 

dysarthria are inconsistent. Acknowledging the discrepancy of the results in the dysarthric 

population and the specific anomalies observed in DS and discussed above, it is impossible to 

predict from the latter results what will be observed in the specific case of DS. Also note that 

none of the studies described above involved a V only condition making it impossible to assess 

the quality of the visual information in dysarthric speech. Moreover, they did not provide a 

specific characterization of the contribution of the visual modality as a function of phonetic 

feature and did not make direct comparisons with typical speakers. It is also possible that 

listeners poorly use the visual channel for less severe speech impairments in un-noisy laboratory 

conditions. This does not mean they do not in everyday life, as speech is often perceived in noisy 

conditions, and as the effect of this ecological noise might be greater for impaired than typical 

speech.  

The current study analyzes the potential contribution of visual information in the perception of 

consonants produced by adults with DS by naïve participants using a classic speech-in-noise 

perception paradigm. The study reported hereafter was designed to address the following 

questions: (1) If people with DS are less intelligible than control speakers in the auditory 

modality, is this also the case in the visual modality? (2) Does visual information, when 

Page 9 of 59 Journal of Speech, Language, and Hearing Research

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

Running head: AUDIOVISUAL PERCEPTION OF DOWN SYNDROME SPEECH 10 

combined to auditory information, improve the perception of consonants produced by speakers 

with DS? (3) What are the most frequent errors made in the identification of DS speech in the 

Audio (A), Audio-Visual (AV) and Visual (V) modalities? How are phonetic features transmitted 

in DS speech as a function of modality and compared with typical speakers?  

Methods 

Recording and design of the stimuli for the perception test 

Speakers 

The speakers, all native speakers of French, were four young adults with DS (DS – two females) 

and four control speakers (Ctr) matching those with DS in age (±5 years) and gender. Speakers 

with DS were involved in the study in collaboration with a local association of families (ARIST – 

www.arist.asso.fr). Control speakers were students recruited via advertisements at Grenoble 

Alpes University, France. They did not report any history of speech pathology or impairment, nor 

facial surgery. Table 1 summarizes the main characteristics of the speakers involved in the study. 

Further information about the speakers with DS is available in supplementary material (S1) and 

shows that speakers with DS covered a broad range of intelligibility levels. 

[Insert Table 1] 

All the speakers gave their informed written consent to participate in the study and to be video-

recorded, with restricted conditions of use of their videos. For the speakers with DS, both the 

person and her parent(s) signed the consent and image right forms. The purpose and conditions of 

the study were orally explained to the person with DS by the experimenter during a video-

recorded interview in order for her to give her informed agreement to participate. All the speakers 

received a 15€ gift card for their participation.  
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Speech sequences 

The speech sequences were sixteen Vowel-Consonant-Vowel (VCV) sequences in which V was 

always /a/ and C one consonant among /b, d, g, v, z, ʒ, p, t, k, f, s, ʃ, m, n, ʁ, l/. Table 2 

summarizes the articulatory features of each consonant. Non-sense sequences were used (as in 

e.g. Grant, Tufts, & Greenberg, 2007) in order to test pure phonetic intelligibility ruling out 

semantic and lexical influences. 

[Insert Table 2] 

Recording procedure 

The speakers were recorded in a soundproof room. They wore a head mounted microphone 

(Sennheiser HSP4) and sat in a chair in front of a loudspeaker and a HD digital camera 

(Panasonic HC-X920). The field of view of the camera was adjusted from above the head to 

shoulder level. Audio was sampled at 44100 Hz (Focusrite Scarlett 6i6 soundcard). The speakers 

heard the VCV sequences, uttered by a different speaker, through the loudspeaker and were 

instructed to repeat what they had heard. Repetition was chosen, rather than reading, because 

some speakers with DS were not able to read. Each VCV sequence was produced three times in 

random order. The audio prompts were recorded from three different female speakers. The three 

repetitions therefore resulted from repetition after three different speakers. When the speaker 

failed to produce the right target, the audio prompt was played again until the two experimenters 

judged that the speaker had uttered her best production of the intended target. This procedure was 

chosen to reduce perceptual errors. The clearest production was chosen as the VCV exemplar for 

the perception test, as a tradeoff between auditory and visual quality, and based on the agreement 

of three of the authors. 
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All the acoustic stimuli were normalized at 70 dB using Praat (Boersma, 2001). A “cocktail 

party” noise (BDBRUIT database: Zeiliger et al., 1994) was then mixed with the audio stream at 

a signal to noise ratio (SNR) of -4 dB. Noise was added in order to avoid a ceiling effect, 

especially for the control speakers. “Cocktail party” noise was used (rather than white noise for 

example) for the sake of naturalness (Alm, Behne, & Wang, 2009). The resulting sound files 

were mixed with the corresponding video files at a 960x540 pixel resolution using FFmpeg 

(https://www.ffmpeg.org/) to create the Audio-Visual (AV) version of the stimulus. The Audio 

only (A) version was obtained by replacing the video stream with a static picture of a loudspeaker 

and the Visual only (V) version by turning the audio stream off. This resulted in a total of 48 

stimuli for each of the 8 speakers (3 modalities x 16 VCVs). 

Participants in the perception study 

48 typical native speakers of French participated in the perception study (24 females and 24 

males – age: mean = 24.9, standard error = 3.5). All of them reported normal or corrected to 

normal vision, no auditory problems and no speech disorder or phonological issues. Before the 

experiment, each participant underwent a bilateral hearing test consisting of pure tone hearing at 

30 dB for 500 Hz, 1 kHz, 2 kHz and 4 kHz. This test confirmed that all participants had normal 

hearing. They all had little or no experience with people with DS and received a 15€ gift card for 

their participation. 

Procedure 

In total, 384 stimuli had to be evaluated (48 stimuli x 8 speakers). In order for the duration of the 

perception test to be reasonable (~45 min), participants were randomly assigned to two separate 

subtests each consisting of the stimuli of four speakers (2 with DS and 2 Controls, 192 stimuli). 
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Participants were seated in a quiet room, approximately 60 cm from a 24” screen (Dell S2415H) 

and wore a headset with headphones and a microphone (Audio Technica BPHS1). 

The perception test was programmed using the Psychophysics Toolbox (Brainard, 1997). It was 

divided into three blocks, one for each modality (A, V and AV), consisting of 64 stimuli each (16 

VCVs x 4 speakers). The 6 possible presentation orders of the blocks were balanced across 

participants and stimulus order within each block was randomized. The organization of one trial 

is illustrated in Figure 1. An empty gray square first appeared for 1 sec. The stimulus was then 

played twice in a row, with a pause of 500 ms (black screen) between presentations. Participants 

gave their response orally when a green screen appeared, after a 1.5 sec pause (red screen). They 

then hit a key on the keyboard to move to the next trial. Participants’ responses were recorded 

using the microphone. Oral responses were chosen rather than written transcriptions to avoid 

spelling ambiguities.  

[Insert Figure 1] 

Before the test phase, participants were trained to the procedure using noiseless stimuli different 

from those of the experiment. Two stimuli per modality were presented with the same procedure 

as that of the test. Participants were then informed that the stimuli in the test would be played 

with a background noise and were familiarized with a sample of this noise.  

Instructions 

Participants were informed they would hear and/or see an audio or video or audio-video stimulus 

twice. They were instructed to repeat what they had perceived after the second stimulus, when the 

green screen appeared. They were told that the stimuli were meaningless speech sequences. No 

further information, such as the structure of the sequences, was provided. 
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Transcription of the participants’ responses 

All the responses were phonetically transcribed and each phoneme was then assigned to one of 

the following five items: 

BeforeV1 – V1 – C – V2 – AfterV2  

C could be either a single consonant or a cluster; V1 and V2 a vowel; beforeV1 and afterV2, 

anything perceived before V1 or after V2. Each item could also be empty. Table 3 provides 

examples of transcriptions. C was then classified into one of 17 categories: one of the 16 

consonants or ‘Other’ (e.g. cluster, no consonant perceived, no response provided, ambiguous 

response…). When it was impossible to transcribe one or several of the 5 items, it was annotated 

as ‘?’. The first author transcribed all the responses. The last author independently transcribed 

half the responses. The agreement score between these two annotations was of 97.6%. Another 

person (speech therapy student) performed independent transcription of the other half of the 

responses with an agreement score of 96.8%. All transcriptions were performed blindly from 

stimulus and experimental condition (the transcribers did not know what the initial stimulus was 

nor the modality it had been presented in). A third person was then asked to choose between the 

two transcriptions for all disagreements. We kept this choice for the subsequent analyses. When 

this person did not agree with any of the two annotations (only 5% of the cases), the item was 

transcribed as ‘?’. Note that ‘?’ transcriptions correspond to only 1.8% of all transcriptions.  

 [Insert Table 3] 

Data analyses, statistics and hypotheses 

All the analyses were run using the R software (version 3.4.2, R Development Core Team, 2008). 

Statistical tests were considered significant for p < .05. The main factors included in the analyses 
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were: Modality (Audio-visual (AV) vs. Audio (A) vs. Visual (V)); speaker group (Speaker_group, 

Down syndrome (DS) vs. Control (Ctr)); stimulus presented (Stimulus, the 16 VCV sequences 

produced by the speakers); order of presentation (Pres_order, AV/A/V vs. AV/V/A vs. A/AV/V vs. 

A/V/AV vs. V/AV/A vs. V/A/AV); Speaker (DS1 to DS4, and Ctr1 to Ctr4); and Participant (48 

levels). Consonants were also grouped along three phonetic features for a subpart of the analyses 

(cf. Table 2): Voicing (voiced vs. unvoiced); Place of articulation (labial vs. coronal vs. dorsal); 

Manner of articulation (plosive vs. fricative vs. nasal vs. other). 

Analysis 1: Probability of correct identification of VCV sequence  

We first analyzed the probability of correct responses (Prob_correct_VCV) as a function of 

Modality and Speaker_group to provide a global picture of VCV intelligibility, independently 

from error type.  The analysis was done regardless of the presentation order of modalities since it 

was counterbalanced across participants but Pres_order effects are available in supplementary 

material S3. Based on previous work, an AV > A > V trend was expected for the Ctr group, as 

well as a Ctr > DS trend in A. If the visual information also plays a role in the perception of DS 

speech, an AV > A trend should also be observed for DS speakers. A core question was then: does 

the visual information benefit as much for DS than for Ctr? 

The statistical analysis used was a logistic regression (in R: function glmer of the package lme4, 

version 1.1.14) since response correctness is a binary variable (correct: response = stimulus – 

incorrect: response ≠ stimulus). Modality, Speaker_group, Stimulus and their interactions were 

included as fixed effects and Speaker and Participant as random effects including random slopes 

on the effect of Modality, Speaker_group and their interaction. The predictive quality of the 

model was checked by computing the area under the receiver-operating characteristic curve 

(ROC AUC) from the model, with values greater than 0.7 being considered as fair. Multiple 
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comparisons were run on the model (using glht function of package multcomp, Hothorn et al., 

2008). 

Paired t-tests were used to ensure that the probabilities of correct responses were greater than 

1/16 (chance) for all levels of Modality and Speaker_group. The corresponding Bonferroni 

correction was then applied to all p-values (multiplication by the number of comparisons, i.e. 6). 

Analysis 2: AV gain 

A second analysis was performed to examine the effect of Speaker_group on AV gain relative to 

performance in A. AV Gain was calculated for each participant as follows (Sommers, Tye-

Murray, & Spehar, 2005): 

��	���� = 	
�� − �

100 − �
 

where AV and A are the participant’s scores in the respective modalities. This method was used to 

withdraw the impact of the participant’s performance in A especially since we expect it to be 

Speaker_group dependent. AV Gain provides a quantification of visual enhancement relative to A 

only perception (Sommers, Tye-murray, & Spehar, 2005).  

Analysis 3: Probability of correct identification of C  

We also assessed whether the effect of Modality and Speaker_group depended on the Stimulus 

(16 levels). To do so, we considered the probability of correct identification of the consonant (C), 

even if V1 and/or V2 were incorrect and/or something was added before V1 and/or after V2 (cf. 

Table 3). The same statistical analysis as that described for Analysis 1 was used, the only change 

being the observed variable (probability of correct identification of the consonant instead of 

Prob_correct_VCV). For space reason and overlapped conclusions with confusion matrices (see 

below), this analysis is provided in supplementary material (S4). 
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Analysis 4: Confusion matrices 

In order to better understand perceptual errors on consonants as a function of Speaker_group and 

Modality, confusion matrices (�) were computed for each Modality*Speaker_group condition. 

They are 16x16 matrices in which rows correspond to the stimuli and columns to the responses. 

�,� corresponds to the total number of responses � provided for stimulus �, all participants taken 

together. Note that we considered the number of observations regardless of the participant due to 

the small number of repetitions (n=2) for each Stimulus*Modality*Participant condition. 

Analysis 5: Transmitted information (entropy) of phonetic features 

The last part of the analyses was dedicated to the “quality” of transmission of the three phonetic 

features (Place, Manner and Voicing) as a function of Modality and Speaker_group. The amount 

of transmitted information was computed for each phonetic feature in each Modality and 

Speaker_group. The aim of this analysis is to examine how well a specific feature is transmitted 

from stimulus to response. Percentage of transmitted information (I) was calculated using entropy 

with the same method as described in Robert-Ribes, Schwartz, Lallouache, & Escudier (1998), 

with: 

 � = 100
�(�,�)

�(�)
 

where	�(�, �) is the information shared between stimulus (�) and response (�) and �(�) is the 

information in the stimulus. The computation is detailed in supplementary material (S2). 

 Resulting � ranges from 0% (no information transmitted at all from stimulus to response) to 

100% (information systematically well transmitted). I_Place, I_Voicing and I_Manner will 

further refer to the transmitted information for each phonetic feature.  
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Based on previous work ( Robert-Ribes, Schwartz, Lallouache, & Escudier, 1998; Summerfield, 

1987) we expected: for the Ctr speakers: (1) Greater I_Place in AV than in A; (2) Equivalent 

I_Voicing and I_Manner in AV and A. The remaining questions were then: would similar trends 

be observed for the speakers with DS? What are the most altered features in DS speech and in 

which modality? 

These questions were assessed using a beta regression model (function glmmadmb of the package 

glmmADMB 2016.0.8.3.3, Fournier et al., 2012).The complete model was used to perform the 

multiple comparisons, and its predictive quality was assessed in the same way as the model used 

in Analysis 1. Modality, Speaker_group, Feature and their interactions were included as fixed 

effects and Participant as random effects including random slopes on the effect of Modality and 

Speaker_group. Note that I values were transformed to be in ]0; 1[ to fit the requirement of the 

beta regression (Smithson & Verkuilen, 2006). 

Results 

Distribution of response types 

57.4% of all the responses include at least one error (see Table 4) with more than 93.2% of these 

responses involving at least an error on the consonant. There are more perception errors for the 

speech produced by DS than Ctr speakers. We then analyzed the probability of correct response 

as a function of experimental condition. 

[Insert Table 4] 

Probability of correct VCV responses (Prob_correct_VCV – Analysis 1) 

The aim of this analysis was to evaluate how accurately VCV sequences were perceived as a 

function of Speaker_group, Modality and Stimulus (Figure 2). Prob_correct_VCV is significantly 
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above chance in all Speaker_group * Modality conditions (for the six corrected t-tests: t(47) > 

7.76, p < .001). The area under the ROC curve computed from the full model (logistic regression) 

is 0.79 (fair predictive level). Multiple comparisons were then run based on this model to analyze 

the effects of Modality as a function of Speaker_group and the reverse (see Tables 5 & 6). In 

summary, the following trends can be extracted for Prob_correct_VCV: 

− AV > A > V for Ctr speakers (p < .001 for all comparisons) and AV > A ~ V for DS 

speakers (p < .001 except for A-V: p = .14); 

−  Between group comparisons show significantly better performance for Ctr than for DS 

speakers in A (p < .001) and AV (p = .01) but equivalent performances in V (p = .97).   

  [Insert Figure 2] 

[Insert Table 5] 

[Insert Table 6] 

AV gain (Analysis 2) 

The AV gain relative to performance in A is not significantly different for Ctr (mean = 0.39, sd 

= 0.23) and DS (mean = 0.38, sd = 0.17) speakers (paired t-test: t(47) = 0.313, p > 0.7). Visual 

enhancement thus appears to be equivalent in both speaker groups (see Figure 3). 

[Insert Figure 3] 

Probability of correct identification of C (Analysis 3) 

We then further analyzed the probability of correctly identifying the consonant regardless of 

other potential errors. The analysis of the effects of Modality and Speaker_group for each 

consonant (cf. supplementary material S4) suggests that the effects depend on consonantal 

features. In general, labial consonants follow an AV > A ~ V trend while coronals rather follow an 
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AV ~ A > V trend and plosive dorsals an AV > A > V trend. Main differences between groups 

(DS < Ctr) are observed: 

- in the A modality for /d/, /ʃ/, /l/, /g/ and marginally significant for /s/ (amplitude of differences: 

0.32 < Ctr-DS < 0.43); 

- in the AV modality only for /d/, /z/, /l/ and marginally significant for /ʒ/ (0.31 < Ctr-DS < 0.41). 

In V, absolute differences between groups are always smaller than 0.18 (never significant) 

regardless of the consonant. 

Confusion matrices (Analysis 4) 

The aim of this analysis was to examine into more details the types of errors made on consonants 

as a function of Modality and Speaker_group. Confusions between consonants correspond to 

~98% of the errors on consonants for both groups and are detailed in the confusion matrices 

displayed in Figure 4. The following trends can be extracted from the analysis: 

− Voicing confusions follow a trend AV ~ A < V for both Ctr and DS speakers. They are more 

frequent for DS than Ctr speakers in A (DS: 22%, Ctr: 9.6%) and AV (DS: 20.7%, Ctr: 7.4%) 

but not in V (~40% for both groups). Confusions are observed in both directions in V: voiced 

responses for unvoiced stimuli and the reverse. In AV and A, the tendency is to identify 

voiced consonants as unvoiced rather than the reverse, cf. /b/ (resp. /d/ and /g/) identified as 

/p/ (resp. /t/ and /k/).  

− Manner confusions follow a trend AV < A < V for both speaker groups with no between group 

differences (AV: 16% (DS), 11.7% (Ctr) – A: 28.8%, 24.3% – V: 36.8%, 34.2%). These 

confusions particularly concern nasal consonants (/m/-/n/) in all modalities.  

− Place confusions follow the trend AV < V ~ A for Ctr speakers and AV < V < A for DS 

speakers. They are relatively rare in AV for both speaker groups (DS: 9.2%, Ctr: 5.2%) and 
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comparable between groups in V (DS: 17.7%, Ctr: 19.5%). The main between group 

difference is observed in A with more confusions for DS (28.3%) than Ctr (20.1%) speakers. 

In V, Place confusions are far less frequent than in A for DS speakers whereas they are 

relatively as frequent in both modalities for Ctr speakers. 

− “Other” responses are also frequently provided for some consonants (cf. /ʁ/) for both speaker 

groups in all modalities, the tendency being strongest in V. 

[Insert Figure 4] 

Feature information transmission (Entropy, Analysis 5) 

We analyzed the information transmitted for each phonetic feature (see Figure 5). The area under 

the ROC curve computed from the full model (beta regression) is 0.82 (good predictive level). 

I_Voicing – For Ctr speakers, I_Voicing follows a trend AV > A > V, with AV-V and A-V greater 

than 55% (p < .01), and AV-A ~ 8% (p = .03). For DS speakers, the trend is the same but the only 

significant difference is between AV and V (AV-V ~ 29%, p < .01). I_Voicing is also significantly 

greater for Ctr than DS speakers in A and AV (p < .04 for both comparisons), but not in V (p = 1). 

I_Manner – For both speaker groups, I_Manner follows the trend AV > A ~ V: Ctr: AV-A: 23% (p 

< .01), AV-V: 37% (p < .01), A-V: 15%  (p = .06); DS: AV-A: 25% (p < .01), AV-V: 33% (p < .01), 

A-V: 8% (p = .99). I_Manner is comparable for both speaker groups in A and V (p > .6). The 

difference in AV is marginally significant (Ctr-DS: 8%, p = .09). 

I_Place – For both speakers groups, I_Place follows the trend AV > V ~ A for Ctr speakers: AV-

V: 33%, AV-A: 35% (p < .01 in both cases), V-A: 2.2% (p = 1); but less clearly for DS speakers: 

AV-V: 19% (p = .21), AV-A: 44% (p < .01), V-A: 25% (p = .6). Differences between speaker 

groups are not significant (A: p = .81 – V: p = .99 – AV: p = .48). Note that, once again, it appears 
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that whereas in V, transmission of place information is equivalent between groups, it is far less 

efficient in A for DS than Ctr speakers.  

[Insert Figure 5] 

Discussion 

The aim of this study was to characterize the quality of the visual information in speech produced 

by people with DS as well as its contribution to general intelligibility. In particular, it investigated 

the role of visual information in the transmission of consonantal phonetic features by speakers 

with DS as compared with typical speakers matched in age and gender. To do so, a classic 

speech-in-noise perception test involving naïve participants was conducted in three modalities: 

AV (auditory-visual), A (auditory only) and V (visual only). The results suggest that visual 

information is relatively preserved in speech produced by people with DS despite their 

anatomical and motor specificities. Moreover, it improves overall intelligibility. This however 

depends on phonetic feature and consonant. The results are discussed in relation to the main 

questions raised in the introduction and considering previous works and methodological aspects. 

Is visual information preserved in speech produced by people with DS? Does it improve 

auditory intelligibility? 

Previous work extensively reported that speech intelligibility is almost always, even though to 

various degrees, impaired in people with DS, especially when the acoustic signal is perceived 

alone (e.g. Bunton et al., 2007; Kent & Vorperian, 2013; Kumin, 2006). This is confirmed by our 

own findings. Our first aim was to evaluate the quality of the visual information in speech 

produced by people with DS. In this study, perception scores in V are equivalent for speakers 

with DS and typical speakers. This could be counter-intuitive considering craniofacial, muscle 

Page 22 of 59Journal of Speech, Language, and Hearing Research

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

Running head: AUDIOVISUAL PERCEPTION OF DOWN SYNDROME SPEECH 23 

and vocal-tract anomalies in DS (e.g. Kent & Vorperian, 2013; Latash et al., 2008; Macho et al., 

2014). It could however be accounted for both by the inter-speaker variability in the “quality” of 

the visual information usually observed in typical speakers (e.g. all speakers do not provide clear 

visual features, Mallick, Magnotti, & Beauchamp, 2015) and the listeners’ ability to make use of 

this information (e.g. all listeners are not good at lip reading: Bernstein, Demorest, & Tucker, 

2000; Mallick, Magnotti, & Beauchamp, 2015). Note that even if they were low, the intelligibility 

scores in the V modality were still above chance confirming that this modality does carry 

information per-se. We then wanted to evaluate whether, in a situation in which processing the 

visual information is crucial to perceive speech (speech-in-noise), this information could improve 

the intelligibility of speakers with DS. Our analyses suggest that this is the case: VCVs produced 

by people with DS are globally more accurately perceived in AV than in A. Just as for typical 

speakers, it thus appears that seeing the speaker’s face is beneficial to identify VCVs uttered by 

speakers with DS. Note that visual enhancement is similar in both groups showing that perceivers 

benefit as much of the visual information for perceiving DS and control speakers. Visual 

enhancement and its comparison between groups could be further investigated using a participant 

and speaker specific adaptive signal to noise ratio procedure (as in Bernstein et al., 2004; 

Sommers et al., 2005) in order to equate performance levels in A (for example at 50%).  

All together, the latter observations suggest that the visual speech information is relatively 

preserved in speakers with DS, despite the anatomical and motor specificities caused by DS, and 

that it can be beneficially used to better perceive DS speech. Speech rehabilitation could use such 

findings and involve the visual modality to a greater extent both in speech evaluation and 

rehabilitation protocols. This idea is similar to that suggested in Hustad et al. (2007) for people 

with dysarthria. Speech therapists could more systematically train speakers with DS to enhance 
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their visual speech cues by using, for example, systematic visual feedback: simple video or 

ultrasound biofeedback already used with children with different types of speech disorders 

(Cleland, Scobbie, & Wrench, 2015). Further work should however be conducted in order to 

extend our results to more natural speech material such as words and sentences. It would also be 

interesting to compare the contribution of visual information to perception by unfamiliar 

listeners, such as in this study, to perception by familiar listeners such as parents, teachers, and/or 

professional staff. This would indeed make it possible to evaluate whether the people familiar 

with speakers with DS spontaneously use the visual information to improve their understanding 

of the person or whether it would be worthwhile to train them to do so (as for example can be 

successfully done with hearing impaired patients, Massaro & Light, 2004). It would also be 

interesting to run speaker-specific studies to assess to which extent anatomical and 

neuromuscular specificities in DS speakers influence the visual correlates of their speech as well 

as how these specificities interact with acoustic properties. Note that these effects could not be 

reliably assessed in the current study due to the small number of repetitions for each speaker 

imposed by experimental timing constraints. An exploratory by-speaker analysis of our dataset 

suggests that intelligibility scores in A are similar between the speakers with DS and always 

smaller than for the typical speakers. By contrast, the speakers from both groups were less 

distinguishable (control vs. DS) in AV and even less in V.  

If visual information improves the perception of VCV sequences produced by speakers with DS, 

confusion and information transmission analyses clearly show that the contribution of vision 

depends on the consonant and especially on its phonetic features. 

Which phonetic features are specifically impaired in consonants produced by speakers with 

DS? Is this effect modality dependent and how? 
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The confusion matrix obtained for the control speakers in the A modality was compared to the 

historical consonant confusion matrix published by Miller and Nicely (1955, M&N) for SNR = -

6dB as well as to that published by Phatak, Lovitt and Allen (2008, PLA) for SNR = -6dB. This 

resulted in less than 7% mean differences between their confusion matrices and ours (M&N: 

mean = 6.8%, standard deviation = 10.1% – PLA: 6.4%, 11.2%). Our results are thus consistent 

with previous results especially considering that the language is different (English vs. French) as 

well as the noise type (white vs. cocktail-party noise) and that the two studies used CV sequences 

(vs. VCV in the present study).  

In typical speakers, labial/bi-labial consonants were usually better identified in AV than in A and 

V (AV>A~V), while coronals rather followed the trends AV~A>V or AV~A~V and plosive 

dorsals the trend AV>A>V. The visual information is indeed greater for labials than for coronals. 

Surprisingly the perception of /k/ and /g/ however appears to benefit from vision. Voicing was 

better transmitted in A than in V as classically observed (Alm et al., 2009; Summerfield, 1987). 

Manner of articulation followed a similar trend, even though differences were less dramatic than 

for voicing. Similar observations were made for speakers with DS for both place and manner of 

articulation. The main inter-group difference is observed for voicing: whereas it is as poorly 

transmitted for both groups in V, it is dramatically less well transmitted for DS than control 

speakers in A and AV. It therefore appears that speakers with DS have issues in producing 

voicing. This result is important since there are not a lot of studies reporting intelligibility of 

voicing in DS. Borghi (1990) had already signaled voicing errors in speech produced by people 

with DS (see also Bunton et al. (2007) even though results are imprecise concerning that matter). 

Smith and Stoel-Gammon (1983) also put forward devoicing of final stops in 5 children with DS. 

Kent and Vorperian (2013) report “increased noise in phonation” for DS speech. Also note that 

Page 25 of 59 Journal of Speech, Language, and Hearing Research

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

Running head: AUDIOVISUAL PERCEPTION OF DOWN SYNDROME SPEECH 26 

whichever modality and speaker group, unvoiced responses were provided more frequently than 

voiced ones. This is contrary to previous findings showing that unvoiced consonants seem to be 

less robust to noise for typical speakers, especially babble noise (Alm et al., 2009). Interestingly 

however, the latter tendency was stronger for DS than typical speakers especially in AV and A. 

This once again puts forward the fact that voicing would be particularly affected in the speech 

produced by people with DS and more specifically that they would have a tendency to devoice 

voiced consonants. Since voicing is poorly transmitted in V, as for typical speakers (e.g. Binnie, 

Montgomery, & Jackson, 1974), adding vision cannot compensate for it. Note however that some 

researchers suggest that voicing information can partially be recovered through the visual 

modality even though the larynx is not directly visible (Files, Tjan, Jiang, & Bernstein, 2015). 

Some effects appear to be consonant-specific, suggesting interactions between phonetic feature 

and speaker group. This is particularly the case for /d/, poorly identified for speakers with DS in 

all the conditions and mainly mistaken for /t/. This was also the case for typical speakers but only 

in V, which is trivial since voicing is not well transmitted in V. A possible explanation for this 

could be an effect of relative frequency of the consonants (C) in an aCa context in French words: 

if the /ata/ sequence is relatively more frequent in French words than the /ada/ sequence, listeners 

may expect more /t/ than /d/ resulting in a bias in responding /t/ rather than /d/. Note however that 

the effect is speaker group and modality dependent (e.g. for DS speakers, /d/ responses were rare 

in AV while frequent in V) which invalidates the argument. Moreover, we found no significant 

correlation between the frequency of consonant occurrence in French in an aCa context 

(Freq_lang) and the frequency of occurrence of these consonants in the participants’ responses 

(Freq_resp; all conditions together, R=.11). Freq_lang was computed as the frequency of 

occurences of each aCa in all French words regardless of the position in the word relative to the 
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sum of the frequencies of occurences of all aCa (movie+book frequency, Lexique database, New, 

Pallier, Ferrand, & Matos, 2001). Freq_resp was computed as the number of each consonant 

answers divided by the total number of responses. The finding that voicing would be particularly 

impaired in DS could have implications for speech therapy protocols. Andrade et al. (2014) 

review and compare several techniques used to train voicing, some of which could easily be used 

with people with DS, such as the straw exercise.  

It was also observed that nasal responses were less frequent than responses corresponding to 

other manners of articulation for both speaker groups. It may be the case that nasality was 

particularly affected by the type of noise used. 

Finally, an intriguing finding is that, whereas place information is transmitted as efficiently in 

both speaker groups in V, it drops largely in A but only for speakers with DS. It could be 

hypothesized that due to problems of relative macroglossia and difficulties in tongue motor 

control, speakers with DS try to articulatorily compensate using their lips. This would 

compensate for place information transmission in V resulting in no difference with control 

speakers. This would however not operate anymore in A resulting in poorer place information 

transmission than for control speakers. Similar observations, but in the reverse direction 

(compensation using the tongue), have already been observed for blind speakers (Ménard, 

Trudeau-Fisette, Côté, & Turgeon, 2016).  

Potential influence of methodological limitations 

One could put forward several methodological issues in the present study that could influence its 

results. In particular, repetition tasks were used both to record the stimuli and to collect 

participant responses in the perceptual test.  
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Involving speakers with an intellectual deficiency required specific adaptations of experimental 

procedures. In previous work evaluating speech production in speakers with DS using a reading 

task and real words, repetition was required in some trials when speakers failed to read correctly 

(cf. Bunton, Leddy, & Miller, 2007, p. 4: “If a word was mispronounced, the speaker was asked 

to repeat the word, if a second error occurred, the investigator read the word aloud and asked the 

speaker to repeat it.”). Based on this report, we considered that repetition for all speakers was a 

good compromise to avoid bias between trials and speaker groups, and to design a more inclusive 

study. However, this task may have resulted in wrong phonetic identification of the stimulus 

rather than pronunciation errors: did the speakers, in particular those with DS, produce the 

expected stimulus? Could the lower scores observed in the perceptual test for DS be explained by 

wrong identification of the target utterance to be produced rather than articulation issues in 

achieving the target? This possible bias was first addressed in the recording procedure. As 

described in the methods section, each VCV sequence repetition was prompted by three different 

audio stimuli produced by three different speakers. Each stimulus was also played several times 

when required until the two experimenters judged that the participant did her best to produce the 

correct VCV. This reduces potential misinterpretations of what to repeat. Then, only the best 

repetition (e.g. the closest to the target as judged by three of the authors) was selected for the 

perceptual test. If this methodological approach does not exclude the bias completely (i.e. it is 

still possible that both typical, and even more so DS speakers, wrongly identified the target 

VCV), it can’t account for the main results of the study (i.e. AV>A for both speaker groups and 

V in DS ~ V in typical). If speakers with DS produced the wrong sequence because they 

misinterpreted the prompt they heard, they would not be better identified in AV than in A, and 

identification in V would have been poorer for DS than typical speakers.  
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On the other hand, the repetition task used to collect participant responses during the perceptual 

test may have induced two problems: 1. the participant did not manage to re-produce what she 

had just heard; 2. this procedure requires post-coding of the responses involving interpretation by 

the coder. To address 1, we could have used a forced-choice task or written transcription. We did 

not want to choose the first option because we wanted to be sure of what the participants actually 

perceived (which may not be in the alternative choices, see Bunton, Leddy, & Miller, 2007, for 

similar issues with real words). The fact that we observed “other” responses (corresponding to 

none of the 16 target consonants) confirms that forced choice wouldn’t have necessarily assessed 

true perception. The second option was also discarded to avoid spelling ambiguities. To address 

problem 2, we used multiple coding by three coders (as described in the methods section). Strong 

agreement between coders shows that response coding may have only had minor influence on the 

results.  

Conclusion 

The current work provides new insight relevant to the study of speech intelligibility in people 

with DS and to the development of speech therapy for these persons. First, it shows that despite 

anatomical and motor specificities, the visual speech information seems preserved in the speech 

of people with DS. Then, it appears that speech produced by speakers with DS can be better 

understood when seeing the speaker’s face rather than just listening to her and this visual benefit 

is as important as for typical speakers. Part of the solution to the speech intelligibility deficit in 

people with DS could come from the listener herself. People indeed tend not to look straight at 

their interlocutor with DS, often out of shyness or discomfort, but this behavior actually impairs 

their chances to understand what their interlocutor tries to tell them. Our results also show that 

the contribution of visual information to the perception of consonantal features is particularly true 
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for place of articulation and to a lesser extent for manner of articulation. Voicing appears to be 

the most altered phonetic feature in DS with a tendency towards devoicing. Vision cannot, or at 

the best barely, contribute to compensate for this voicing deficit. Previous work evaluating 

phonetic intelligibility in adult speakers with DS mostly studied word identification using 

minimal pair multi-choice tests or transcriptions, conducted in the auditory modality only and 

involving native speakers of English. The present study involved native speakers of French and 

suggests that visual information should be considered when evaluating speech intelligibility 

especially in speakers with DS. Further studies involving more naturalistic speech material, 

investigations of speaker-specific effects and noise effects are now required to better understand 

the potential role of visual information in the perception of speakers with DS. Cross-linguistic 

studies may also help in identifying difficulties specifically related to DS. 
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Tables and Figures 

Table 1. Characteristics of the speakers with DS and their control counterparts: identifier-age-gender. 

Table 2. Phonetic features of the 16 consonants: Voicing: unvoiced (0), voiced (1); Place of articulation: 

labial (L), coronal (C), dorsal (D); Manner of articulation: plosive (P), fricative (F), nasal (N) and other 

(O). 

Table 3. Examples of response transcriptions for stimulus /ada/ and associated accuracy scores for the 

entire VCV (Correct VCV) or the consonant-only (Correct C), see text for details. 

Table 4. Distribution of responses for each speaker group (Ctr vs. DS) as a function of their type (Resp. 

type): correct responses (Correct) and responses with an error on: the consonant only (Err. Cons.), the 

consonant and another item (Err. Cons. + Other), another item only (Err. Other). Conf. Err. is the number 

of errors involving a confusion between consonants. Percentages relative to the whole dataset (all 

responses) are provided in parenthesis. 
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Table 5. Details of the coefficient and variance estimates of the model used in Analysis 1 

(Prob_correct_VCV ~ Modality * Speaker_group * Stimulus + Modality * Speaker_group  | Participant + 

Modality  * Speaker_group | Speaker). 

Table 6. Results (estimate, standard error, z-value and p-value) of multiple comparisons testing between 

speaker group differences as a function of modality and between modality differences as a function of 

speaker group. These were obtained from the logistic regression model corresponding to Analysis 1 

(Prob_correct_VCV ~ Modality * Speaker_group * Stimulus + Modality * Speaker_group   | Participant + 

Modality  * Speaker_group | Speaker). Stars highlight significant differences (*: p<.05, **: p<.01, ***: 

p<.001). 

Figure 1. Organization of a trial and sequencing of trials within a block (see text for details). Colored 

screens and video stimuli were of the same size, the figure zooms on the stimulus screen for space reason. 

Color names of intermediate screens are written in brackets for gray scale printing. 

Figure 2. Probability of correct VCV responses (Prob_correct_VCV) averaged across participants as a 

function of Modality and Speaker_group. Error bars are between-subject 95% confidence intervals. Stars 

and connecting lines show significant differences (*: p<.05, **: p<.01, ***: p<.001). 

Figure 3. AV gain (mean across participants) relative to performance in the A only modality as a function 

of speaker group. Error bars are between-subject 95% confidence intervals. 

Figure 4. Confusion matrices for each modality and speaker group. Each cell, �,�, corresponds to the 

number of times response �  was provided for stimulus � , all participants and speakers together. The 

number in bold on each line corresponds to the most frequent response for a given consonant. Color codes 

indicate the error-type for the different features (see the legend below the figure). ‘Other’ responses 

correspond to cases in which the response was not one of the 16 consonants (e.g. cluster, no consonant 

identified, no response provided, ambiguous response…). 
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Figure 5. Percentage of transmitted information averaged across participants as a function of modality and 

speaker group. Significant effects between speaker groups are shown by connecting lines and stars (*: 

p<.05, **: p<.01, ***: p<.001). 

Figure S3-1. Probability of correct VCV responses (Prob_correct_VCV) averaged across participants for 

each Modality as a function of Speaker_group and presentation order (Pres_order). Error bars are 

between-subject 95% confidence intervals. Horizontal lines and stars highlight significant differences 

between conditions (p<.05). 

Supplementary material 

Supplementary material S1. General information about intelligibility and orofacial specificities of the four 

speakers with DS. 

[Insert SupMat 1] 

Supplementary material S2. Details of transmitted information computation. 

[Insert SupMat 2] 

Supplementary material S3. Effect of presentation order on Prob_correct_VCV. 

[Insert SupMat 3] 

Supplementary material S4. Analysis of the probability of correct consonant identification as a function of 

experimental condition. 

[Insert SupMat 4] 

Page 42 of 59Journal of Speech, Language, and Hearing Research

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

Speakers with DS DS1 – 19 – female DS2 – 21 – male DS3 – 24  – female DS4 – 30 – male 

Control speakers Ctr1 – 19 – female Ctr2 – 22 – male Ctr3 – 23 – female Ctr4 –25 – male 
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 [b] [d] [g] [v] [z] [ʒ] [p] [t] [k] [f] [s] [ʃ] [m] [n] [ʁ] [l] 

Voicing 1 1 1 1 1 1 0 0 0 0 0 0 1 1 1 1 

Place of 
articulation 

L C D L C C L C D L C C L C D C 

Mode of 
articulation 

P P P F F F P P P F F F N N O O 
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Response provided 

Item Score 

BeforeV1 V1 C V2 AfterV2 Correct VCV Correct C 

/ada/  /a/ /d/ /a/  1 1 

/gʁada/ /gʁ/ /a/ /d/ /a/  0 1 

/ai/  /a/  /i/  0 0 

/adʁal/  /a/ /dʁ/ a /l/ 0 1 

? (unintelligible) ? ? ? ? ? 0 0 
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Resp. type Correct Err. Cons Err. Cons. & Other Err. Other Total Err. Conf. Err. 

Ctrl 2262 (49.1%) 1712 (37.2%) 469 (10.2%) 165 (3.6%) 2346 2130 

DS 1662 (36.1%) 2128 (46.2%) 624 (13.5%) 194 (4.2%) 2946 2705 

Total 3924 (42.6%) 3840 (41.7%) 1093 (11.9%) 359 (3.9%) 5292 4835 
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 Df Sum Sq Mean Sq F value 

Modality                    2 171.85 85.927 85.9273 

Stimulus 15 589.09 39.273 39.2729 

Speaker Group 1 13.48 13.480 13.4801 

Modality : Stimulus 30 278.46 9.282 9.2822 

Modality : Speaker Group 2 3.67 1.836 1.8357 

Stimulus : Speaker Group 29 91.72 6.115 6.1150 

Modality : Stimulus : Speaker Group 95 89.40 2.980 2.9801 
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Hypothesis Estimate 
Standard 

Error 
z-value p-value 

Ctr - DS 

AV 0.8647 0.2758 3.135 0.0129 * 

A 1.2024 0.2837 4.238 < 0.001 *** 

V 0.2428 0.3891 0.624 0.9747  

A - AV 0.3377 0.2391 1.412 0.5891  

A – AV 
Ctr -1.0306 0.1654 -6.232 < 0.001 *** 

DS -1.3683 0.1921 -7.121 < 0.001  *** 

A – V 
Ctr 1.7175 0.4434 3.873 < 0.001 *** 

DS 0.7579 0.3343 2.267 0.1359  

AV - V 
Ctr 2.7482 0.3411 8.057 < 0.001 *** 

DS 2.1262 0.2261 9.405 < 0.001 *** 
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Figure 1. Organization of a trial and sequencing of trials within a block (see text for details). Colored screens 
and video stimuli were of the same size, the figure zooms on the stimulus screen for space reason. Color 

names of intermediate screens are written in brackets for gray scale printing.  
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Figure 2. Probability of correct VCV responses (Prob_correct_VCV) averaged across participants as a function 
of Modality and Speaker_group. Error bars are between-subject 95% confidence intervals. Stars and 

connecting lines show significant differences (*: p<.05, **: p<.01, ***: p<.001).  
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Figure 3. AV gain (mean across participants) relative to performance in the A only modality as a function of 
speaker group. Error bars are between-subject 95% confidence intervals.  
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Figure 4. Confusion matrices for each modality and speaker group. Each cell, mi,j, corresponds to the 
number of times response j was provided for stimulus i, all participants and speakers together. The number 
in bold on each line corresponds to the most frequent response for a given consonant. Color codes indicate 

the error-type for the different features (see the legend below the figure). ‘Other’ responses correspond to 
cases in which the response was not one of the 16 consonants (e.g. cluster, no consonant identified, no 

response provided, ambiguous response…).  
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Figure 5. Percentage of transmitted information averaged across participants as a function of modality and 
speaker group. Significant effects between speaker groups are shown by connecting lines and stars (*: 

p<.05, **: p<.01, ***: p<.001).  
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Figure S3-1. Probability of correct VCV responses (Prob_correct_VCV) averaged across participants for each 
Modality as a function of Speaker_group and presentation order (Pres_order). Error bars are between-
subject 95% confidence intervals. Horizontal lines and stars highlight significant differences between 

conditions (p<.05).  
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 DS1 DS2 DS3 DS4 

Age/Gender 19, female 21, male 24, female 30, male 

Acoustic evaluation of VCVs by expert phoneticians 
(1)
 

Percentage of correct identifications 96% 85% 56% 78% 

Self-evaluation of speech intelligibility (interview of the person with DS by the experimenter)  

How do people understand you? 
(2)  

1 (really bad) to 4 (perfect) imaged scale 
Not available 4/4 (family) 

1/4 (strangers) 
2/4 (family) 

1/4 (strangers) 
3/4 (family) 

1/4 (strangers) 

Evaluation by parents (extracted from parental survey) 

Dental anomalies 
 

Alignment, super-
numerary 

Alignment, 
narrow palate 

Alignment, 
super-numerary 

Alignment 

Orofacial Surgery Amygdales None None Amygdales 

Quality of speech communication
  

1 (really bad) to 4 (perfect) 
4/4 (family) 

2/4 (strangers) 
4/4 (family) 

3/4 (strangers) 
2/4 (family) 

1/4 (strangers) 
3/4 (family) 

3/4 (strangers) 

Issues with consonants Sometimes Often Very often Very often 

Issues with vowels Sometimes Sometimes Very often Sometimes 

Evaluations of bucco-facial praxies by the experimenters/students in speech pathology
(3)
 

Tongue Protrusion + + + ± 

Reach lip corners / Palate scan + + ± - 

Upward to the nose ± - - - 

Backwards to the chin / Claps + + + + 

Tooth scan + + ± ± 

Clicks (tongue tip) ± - + ± 

Tongue back to produce [krrr]  ± ± + ± 

Lips Pursed + + - + 

Smile stretch + + + + 

Upper lip covered by lower lip  + + - - 

Kiss ± + + ± 

Vibration ± + - - 

Tonicity (/p/ sound) + + ± ± 

Cheeks Both side puff with and without resistance + + - + 

Left-Right alternate puff - - - - 

Jaw Maximal opening + + + + 

Clench + undo + + 

Bits opposite lip + + ± + 

Breath Blow in a straw + + ± - 

(1) 
Nine expert phoneticians transcribed VCVs produced by speakers with DS based on the acoustic recording only. The 

percentage of correct identifications was averaged over the nine experts to get an idea of the auditory intelligibility of the 

speakers. 

(2) 
Questions were orally asked to the person and she answered by selecting an item on a visual four step scale: very happy green 

smiley (score: 4); happy yellow smiley (score: 3); unhappy orange smiley (score: 2); very unhappy red smiley (score: 1) 

(3) 
The praxies were scored on a three step scale with: movement impossible to make (-); movement poorly realized (±); 

movement well realized (+). Items with the same scores are grouped for space reasons. 
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The percentage of transmitted information (I) was calculated using entropy with the same method 

as  Robert-Ribes, Schwartz, Lallouache, & Escudier (1998): 

� = 100�(�, 	)�(�)  

where	�(�, 	) is the information shared between stimulus (�) and response (	) and �(�) is the 
information in the stimulus, with:  

�(�, 	) = −�(��, 	�) log� ��(��)�(	�)�(��, 	�) ���
 

�(�) = −�(��) log�(�(��))
�

 

where: 

− �(��) is the probability of occurrence of feature �� in the stimulus; 
− �(	�) the probability of occurrence of feature 	� in the response; 
− �(��, 	�) is the joint probability of occurrence of feature �� in the stimulus and feature 	� in the 

response. 

These probabilities are estimated using the concatenated confusion matrices (�� ) in which 

consonants with the same feature are grouped together (i.e. resulting 2x2 matrix for voicing, 3x3 

matrix for place of articulation and 4x4 matrix for mode of articulation) as: 

�(��) = �� �� 		; 		��	�� = �� �� 		 ; 		����, 	�� = ��� ��  

where:  

− �� is the number of stimuli with feature ��; 
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− ��  is the number of responses with feature 	� ;  
− ��� is the number of items with feature �� in the stimulus and feature 	� in the response;  
− � is the total number of stimuli.  
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The effect of Modality is slightly sensitive to presentation order but in a similar way for both 

speaker groups (Figure S3-1). In AV, Prob_correct_VCV does not significantly depend on 

Pres_order. In A, there are slightly more correct responses for the AV/A/V order than for the 

A/AV/V, A/V/AV, V/A/AV (p<.01) and V/AV/A orders (p<.05) as well as for the AV/V/A order than 

for the A/AV/V, A/V/AV and V/A/AV orders (p<.01). In V, performances tend to be better when AV 

is presented before V (A/AV/V; AV/A/V; AV/V/A) rather than after (A/V/AV, V/A/AV, V/AV/A), 

differences being significant in all cases (p<.04) except A/AV/V vs. A/V/AV (p=.40) and AV/V/A 

vs. A/V/AV (p=.37). 

[Insert Figure S3-1] 

 

Page 58 of 59Journal of Speech, Language, and Hearing Research

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

    VOICED UNVOICED 

      AV   A   V   AV   A   V 

LABIALS 

P
lo

s
iv

e
 Ctr 

b 

0,78 (0,10) > 0,38 (0,10) ~ 0,48 (0,11) 

p 

0,95 (0,05) > 0,45 (0,10) ~ 0,55 (0,12) 

DS 0,69 (0,10) > 0,34 (0,11) ~ 0,47 (0,12) 0,83 (0,09) > 0,42 (0,12) ~ 0,49 (0,13) 

Ctr-DS 0,09     0,03     0,01   0,11     0,03     0,06   

N
a
s
a

l 

Ctr 

m 

0,29 (0,09) ~ 0,10 (0,06) ~ 0,14 (0,09) 

  

DS 0,25 (0,10) > 0,03 (0,04) ~ 0,05 (0,04) 

Ctr-DS 0,04     0,07     0,08   

F
ri

c
a

ti
v
e

 Ctr 

v 

0,76 (0,08) ~ 0,54 (0,12) ~ 0,33 (0,11) f 

  

0,67 (0,12) ~ 0,52 (0,13) ~ 0,49 (0,12) 

DS 0,80 (0,08) > 0,24 (0,08) ~ 0,29 (0,12) 0,83 (0,08) ~ 0,35 (0,09) ~ 0,53 (0,12) 

Ctr-DS -0,04     0,30     0,04   -0,17     0,17     -0,04   

CORONALS 

P
lo

s
iv

e
 Ctr 

d 

0,50 (0,12) ~ 0,41 (0,11) ~ 0,19 (0,09) 

t 

0,81 (0,08) ~ 0,76 (0,09) > 0,26 (0,10) 

DS 0,11 (0,07) ~ 0,08 (0,06) ~ 0,19 (0,09) 0,80 (0,09) ~ 0,63 (0,10) > 0,28 (0,11) 

Ctr-DS 0,39     0,32     0   0,01     0,14     -0,02   

N
a
s
a

l 

Ctr 

n 

0,35 (0,09) ~ 0,23 (0,09) ~ 0,05 (0,06) 

  

DS 0,35 (0,13) ~ 0,29 (0,12) > 0,04 (0,04) 

Ctr-DS 0     -0,06     0,01   

F
ri

c
a

ti
v
e

 

Ctr 

z 

0,86 (0,10) ~ 0,76 (0,09) > 0,13 (0,08) 

s 

0,86 (0,08) ~ 0,75 (0,11) > 0,38 (0,12) 

DS 0,59 (0,10) ~ 0,50 (0,09) > 0,04 (0,04) 0,68 (0,10) ~ 0,44 (0,1) ~ 0,20 (0,09) 

Ctr-DS 0,30     0,26     0,08   0,19     0,31     0,18   

Ctr 

ʒ 

0,76 (0,1) > 0,32 (0,10) ~ 0,31 (0,11) 

ʃ 

0,84 (0,07) ~ 0,85 (0,07) > 0,40 (0,12) 

DS 0,45 (0,15) ~ 0,22 (0,10) ~ 0,18 (0,10) 0,65 (0,08) ~ 0,47 (0,06) ~ 0,44 (0,09) 

Ctr-DS 0,31     0,10     0,14   0,20     0,39     -0,04   

O
th

e
r 

Ctr 

l 

0,84 (0,08) ~ 0,63 (0,10) ~ 0,32 (0,11) 

  

DS 0,44 (0,12) ~ 0,26 (0,09) ~ 0,22 (0,08) 

Ctr-DS 0,41     0,36     0,10   

DORSALS 

P
lo

s
iv

e
 Ctr 

g 

0,82 (0,08) > 0,77 (0,09) > 0,15 (0,07) 

k 

0,90 (0,07) > 0,88 (0,08) > 0,11 (0,07) 

DS 0,64 (0,10) ~ 0,34 (0,08) ~ 0,25 (0,11) 0,76 (0,07) > 0,64 (0,08) > 0,17 (0,08) 

Ctr-DS 0,19     0,43     -0,10   0,14     0,24     -0,05   

O
th

e
r 

Ctr 

ʁ 

0,8 (0,11) ~ 0,55 (0,13) ~ 0,26 (0,09) 

  

DS 0,75 (0,11) > 0,44 (0,11) ~ 0,19 (0,09) 

Ctr-DS 0,05     0,11     0,07   

> : greater than with  p < .05; ~  : Non significant   

AV ~ A ~ V AV ~ A > V AV > A ~ V AV > A > V 

Average values and 95% confident intervals between-participants are provided. Background colors highlight significant 

differences between modalities and bold numbers significant differences between groups (p<.05). The regression analysis and 

multiple comparisons were run using the same method as in Analysis 1 (see Methods section). The full model 

Modality*Speaker_group*Stimulus + (Modality*Speaker_group | Participant) + (Modality*Speaker_group | Speaker) was used to 

perform all multiple comparisons. The area under the ROC curve computed from the full model (logistic regression) is 0.82, 

(good predictive level). 
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