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Marangoni-driven convection around exothermic autocatalytic chemical
fronts in free-surface solution layers

L. Rongy, P. Assemat, and A. De Wit
Nonlinear Physical Chemistry Unit, Service de Chimie Physique et Biologie Th�eorique, Faculte� des Sciences, 
Universite� Libre de Bruxelles (ULB), CP 231, 1050 Brussels, Belgium

Gradients of concentration and temperature across exothermic chemical fronts propagating in 
free-surface solution layers can initiate Marangoni-driven convection. We investigate here the 
dynamics arising from such a coupling between exothermic autocatalytic reactions, diffusion, and 
Marangoni-driven flows. To this end, we numerically integrate the incompressible Navier-Stokes 
equations coupled through the tangential stress balance to evolution equations for the concentration 
of the autocatalytic product and for the temperature. A solutal and a thermal Marangoni numbers 
measure the coupling between reaction-diffusion processes and surface-driven convection. In the 
case of an isothermal system, the asymptotic dynamics is characterized by a steady fluid vortex 
traveling at a constant speed with the front, deforming and accelerating it [L. Rongy and A. De 
Wit, J. Chem. Phys. 124, 164705 (2006)]. We analyze here the influence of the reaction 
exothermicity on the dynamics of the system in both cases of cooperative and competitive solutal 
and thermal effects. We show that exothermic fronts can exhibit new unsteady spatio-temporal 
dynamics when the solutal and thermal effects are antagonistic. The influence of the solutal and 
thermal Marangoni numbers, of the Lewis number (ratio of thermal diffusivity over molecular 
diffusivity), and of the height of the liquid layer on the spatio-temporal front evolution are 
investigated.

As a chemical reaction induces changes in the temperature

and in the composition of the reactive medium, it can mod-

ify the properties of the solution (density, viscosity, surface

tension) and thereby trigger convective motions, which in

turn affect the reaction. Such a coupling can typically be

observed around reactive interfaces in liquid solutions.

Two classes of convective flows are then commonly devel-

oping in solutions open to air, namely Marangoni flows

arising from surface tension gradients and buoyancy flows

driven by density gradients. As both flows can be induced

by compositional changes as well as thermal changes and in

turn modify them, the resulting experimental dynamics are

often complex. The purpose of our study is to gain insight

into these intricate dynamics thanks to the theoretical anal-

ysis of model systems where only one type of convective

flow is present. We address here the dynamics of an exo-

thermic autocatalytic front propagating in the presence of

Marangoni flows, when the density remains uniform. The

surface tension gradient across the front has both a thermal

component linked to the exothermicity of the reaction and

a solutal component arising from the change in the chemi-

cal composition during the reaction. We show that the ther-

mal effects modify the properties of the isothermal system

and that new dynamics such as oscillations of the concen-

tration field can be observed when the solutal and thermal

effects act antagonistically on the surface tension, provided

that they act on different length scales.

I. INTRODUCTION

Autocatalytic chemical reactions maintained far from

thermodynamic equilibrium are the source of a wide variety

of complex dynamic behaviors. Amongst the various

observed phenomena (multistability, oscillations, spatio-

temporal chaos, etc.), the generation of dissipative structures

in spatially extended open systems has drawn much interest.2

Propagating chemical fronts converting a reaction mixture

from one state to another state are well-known examples of

self-organized structures resulting from the interplay

between autocatalytic chemical reactions and diffusion.

Their properties have extensively been analyzed theoreti-

cally and related experiments have been carried out typically

in gels, inert with respect to the reactants, to avoid any con-

vection.3–5 Although chemical fronts usually propagate at a

constant speed, fronts of known autocatalytic reactions such

as the iodate-arsenous acid (IAA) reaction or traveling waves

have, however, been noted to propagate with larger veloc-

ities and be deformed in liquid solutions.4,6–18 This is now

understood to be due to natural convection initiated by the

spatio-temporal distribution of heat and mass across the front

through a change in the physical properties of the solution

(density, viscosity, or surface tension). The evolution of the

system is then determined by an intricate interplay between

chemical and transport processes, namely, diffusion and con-

vective motions of the fluid.

In vertical systems filled with the reactive solution, den-

sity differences can trigger buoyancy convection leading for

instance to fingering of the interface between the reactants

and the products if the denser solution lies on top of the less

dense one in the gravity field.19–24 Various scenarios of

buoyancy-driven instabilities have been shown to arise from

the combination of solutal and thermal contributions to the

density difference across the front.9,25–29 In horizontal geo-

metries, the situation can become even more complicated if
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the solution is open to air. Indeed, besides possible density

gradients, there is an additional source of fluid motions, the

Marangoni effects triggered by surface tension gradients at

the air-liquid interface. Both sources of convection can

therefore compete in such systems. Because of the usually

large number of effects involved (nonlinear reaction kinetics,

variations of density, or surface tension generated by both

compositional and heat effects), model systems where only

one type of convective flow is interacting with the reactive

and diffusive processes are needed to gain insight into the

mechanisms at the source of the system dynamics in horizon-

tal aqueous layers.

In closed horizontal solution layers (no surface open to

air), convection triggered by the density jump across a prop-

agating front has been shown both experimentally30–34 and

numerically35–41 to deform and to speed up this front in iso-

thermal conditions. When the reaction is exothermic, the

combination of solutal and thermal density changes comes

into play and has been noted to affect for instance the propa-

gation of polymerization fronts in horizontal layers42,43 and

to result in new dynamical behaviors for the case of chemical

fronts of the chlorite-tetrathionate (CT) reaction44–46 and of

the IAA reaction.47

On the other hand, the opposite limit case of pure Maran-

goni flows affecting the propagation of chemical fronts in the

absence of density changes has been relatively less investigated

except for the case of surface reactions.48,49 In the particular

case of the Belousov-Zhabotinskii (BZ) reaction, numerical

integrations of the Oregonator model equations coupled to the

Navier-Stokes equations have allowed the comparison between

Marangoni and buoyancy-driven effects on the dynamics of

pulse waves.50 In particular, using a similar model has allowed

to relate the presence of oscillating flows observed during the

propagation of BZ spiral waves14 to Marangoni effects induced

by the surface activity of bromomalonic acid.51

Similarly to the BZ reaction which is a canonical model

for the study of pulse and spiral waves, the IAA reaction pos-

sesses rich dynamic behaviors. In a batch reactor, this reac-

tion exhibits the so-called “clock dynamics,” i.e., the

reaction undergoes a sudden single switch from the reactants

towards the products after an induction period depending on

the initial concentrations. This reflects the slow growth of

the autocatalytic species concentration up to a certain value

and then its rapid production until the limiting reactant is

completely consumed. The conversion fronts of the IAA

reaction in spatially extended systems can be described in

some concentration ranges of the reactants by a one-variable

reaction-diffusion equation possessing an analytical solu-

tion,3,52,53 which makes the IAA reaction a suitable model

for the study of conversion fronts. This analytical solution is

in good agreement with experimental studies carried out in

gels (e.g., Ref. 54) but, as mentioned earlier, convection can

affect the dynamics and propagation speeds of these fronts in

aqueous solutions.9,19,20,27,33,41,47,52 As discussed above, the

complexity of such experimental systems arises from the fact

that it is not always trivial to discriminate between surface

tension-driven and buoyancy-driven convection.

In this general context, we have analyzed model systems

where only one type of convective flow is interacting with

the reactive and diffusive processes in horizontal geometries.

We have first considered the propagation of an autocatalytic

conversion front in the presence of pure solutal Marangoni

convection1,55 and pure solutal buoyancy convection,39

showing that the system attains an asymptotic dynamics

characterized by a steady fluid vortex traveling at a constant

speed with the front. In both cases, the front is deformed

across the layer and propagates faster than in the absence of

natural convection. The propagation speed, the front defor-

mation, and the intensity of the fluid flow increase, in both

cases, with the layer thickness and with the strength of the

coupling between reaction-diffusion (RD) processes and

convection, measured by a Marangoni and a Rayleigh num-

ber, M and Ra, respectively. However, the two systems pres-

ent important differences too, which could help differentiate

experimentally between Marangoni and buoyancy convec-

tion in solution layers with an open surface.39

We have next considered the dynamics of an exothermic

front propagating in covered layers in the presence of pure

buoyancy convection alone showing important modifications

in the system with regard to the isothermal dynamics.44,56

We have investigated two different situations: the first one

where the solutal and thermal effects act cooperatively to

decrease the density of the solution during the reaction, and

the second one where they act antagonistically. In the latter

case, temporal oscillations of the concentration, temperature,

and velocity fields can occur in a frame of reference moving

at a constant speed with the front.

It is the objective of this paper to complement those pre-

vious studies by considering heat effects on the propagation

of a chemical front in the presence of pure Marangoni con-

vection. Our goal is on one hand to analyze to what extent

thermal effects modify the dynamic properties of the pure

solutal Marangoni effects.1,55 On the other hand, we plan to

see whether the combination of solutal and thermal effects

can provide more complex Marangoni dynamics as it has

been shown to do in the buoyancy case44,56 and eventually to

compare Marangoni and buoyancy-driven flows around exo-

thermic fronts.

The article is therefore organized as follows. In Sec. II,

we introduce the governing equations of the study and briefly

review the numerical technique used to compute the solu-

tions. Our results are presented and discussed in Sec. III and

we conclude our work in Sec. IV.

II. MODEL

A. Governing equations and dimensionless
parameters

We study the propagation of an autocatalytic front in a

horizontal, two-dimensional solution layer of length Lx and

height Lz (see Figure 1). An exothermic autocatalytic reac-

tion takes place in the solution according to the global irre-

versible kinetics Aþ 2C ! 3C. When coupled to diffusion,

this kinetics can give rise to the propagation of a planar

reaction-diffusion front, with the products invading the reac-

tants at a constant speed. As the reaction is exothermic, the

surface tension c along the free upper surface varies both

with the surface temperature T and with the autocatalytic



product concentration c, which can lead to Marangoni-driven

convection. We assume that the free surface remains unde-

formed by the flow since the surface tension is sufficiently

strong to keep the liquid surface flat (see Ref. 55 for further

comments on this assumption in such systems). We assume

that the gas in contact with the free surface has no influence

on the dynamics in the liquid layer. Moreover, we neglect

possible density variations across the front and focus on

Marangoni effects only.

The governing equations are obtained by coupling the

incompressible Navier-Stokes equations for the fluid velocity

field
�
v ¼ ðu;wÞ to reaction-diffusion-convection equations

for the evolution of the concentration and temperature fields.

We consider a third order reaction kinetics to describe the

autocatalytic system, f ðcÞ ¼ kc2ða0 � cÞ, with k the rate con-

stant, and a0 the initial concentration of reactant A. This

kinetics is a good description of the IAA reaction known to

exhibit front propagation when coupled to diffusion.3,52,53

The model reads

@v
@t
þ

�
v:r

�
v ¼ �r2

�
v� 1

q0 �
rpþ

�
g ; (1)

�
r �

�
v ¼ 0 ; (2)

@c

@t
þ

�
v:

�
rc ¼ Dr2cþ f ðcÞ ; (3)

q0cp
@T

@t
þ

�
v:

�
rT

� �
¼ jTr2T � DHf ðcÞ ; (4)

where p denotes the pressure,
�
g ¼ ð0;�gÞ is the gravity

acceleration acting along z. The solution density q0, its kine-

matic viscosity � ¼ l=q0, where l is the dynamic viscosity,

the molecular diffusion coefficient D, the specific heat

capacity of the solution cp, its thermal conductivity jT , the

reaction enthalpy DH (negative here because the reaction is

exothermic), and the kinetic constant k are assumed to be

constant.

The velocity vanishes along the bottom wall, assumed to

be no-slip. At the free surface, we require w¼ 0 and we use

a Marangoni boundary condition for the horizontal fluid ve-

locity u to include the changes in surface tension induced by

the gradients of temperature and concentration of the autoca-

talytic product across the front

l
@u

@z
¼ @c
@x
¼ @c
@c

@c

@x
þ @c
@T

@T

@x
at z ¼ Lz : (5)

We suppose a linear dependence of the surface tension on

c and T, c ¼ c0 þ @cc cþ @Tc ðT � T0Þ, with c0 the surface

tension of the initial reactant solution (c ¼ 0) at the initial

ambient temperature T0, so that the solutal and thermal coeffi-

cients @c=@c and @c=@T are assumed constant.

Dimensionless equations are obtained by using the

characteristic scales of the reaction-diffusion system: for

time, sc ¼ 1=ka2
0, for length, Lc ¼

ffiffiffiffiffiffiffiffi
Dsc

p
, for velocity,

Uc ¼ Lc=sc ¼
ffiffiffiffiffiffiffiffiffiffi
D=sc

p
, and for concentration, a0. The exo-

thermicity of the reaction leads to an adiabatic temperature

rise DT in the reaction zone from the ambient temperature T0

before reaction to T0 þ DT, where DT ¼ �DHa0=ðq0cpÞ is

positive since the considered autocatalytic reaction is exo-

thermic. Hence, we define a dimensionless temperature as

T0 ¼ ðT � T0Þ=DT. The pressure is scaled by pc ¼ l=sc, so

that the dimensionless pressure p0 ¼ p=pc. In addition, we

define a new pressure gradient incorporating the hydrostatic

pressure gradient term as
�
r0p00 ¼

�
r0p0 � q0Lc

�
g=pc. The

dimensionless surface tension is defined as c0 ¼ ðc� c0Þ=cc,

with cc ¼ l
ffiffiffiffiffiffiffiffiffiffi
D=sc

p
. Dropping all the primes, we obtain the

following dimensionless governing equations

@v
@t
þ

�
v:r

�
v ¼ Sc � ð�rpþr2

�
vÞ ; (6)

�
r �

�
v ¼ 0 ; (7)

@c

@t
þ

�
v:

�
rc ¼ r2cþ c2ð1� cÞ ; (8)

@T

@t
þ

�
v:

�
rT ¼ Ler2T þ c2ð1� cÞ ; (9)

where Sc ¼ �=D is the Schmidt number and Le ¼ DT=D, the

Lewis number, is the ratio between the thermal diffusivity

DT ¼ jT=ðq0cpÞ and the molecular diffusivity D.

The Marangoni boundary condition along the free sur-

face (z ¼ Lz) becomes

@zu ¼ �Mac@xc�MaT@xT ; (10)

with the solutal Mac and thermal MaT Marangoni numbers,

defined, respectively, as

Mac ¼
�1

l
ffiffiffiffiffiffi
Dk
p @c

@c
; (11)

MaT ¼
�DT

la0

ffiffiffiffiffiffi
Dk
p @c

@T
; (12)

along with no-slip for the vertical component of the velocity

and no-flux for the concentration and the temperature:

w ¼ @zc ¼ @zT ¼ 0: (13)

Indeed, we assume that the system is thermally insulated and

the reactor operates adiabatically, therefore neglecting

effects of possible heat losses through the system bounda-

ries57 as well as possible evaporation at the surface. The

boundary conditions along the solid bottom boundary (z¼ 0)

are no-slip for both velocity components and also no-flux for

the concentration and the temperature:

FIG. 1. Schematic of the system.



u ¼ w ¼ @zc ¼ @zT ¼ 0: (14)

We note that the solutal Marangoni number Mac is positive

if the product decreases the surface tension in the course of

reaction and negative otherwise while the thermal Maran-

goni number MaT is always positive since the reaction is

exothermic (DT > 0) and we work at room temperature

where @c=@T is negative for water. The dimensionless sur-

face tension can therefore be written as

c ¼ �Macc�MaTT : (15)

When T¼ 1¼ c, the solution corresponds to the hot products

of the reaction with a surface tension c ¼ �Mac �MaT ,

whereas the reactants (c¼ 0) at room temperature (T¼ 0) are

characterized by c ¼ 0 due to our choice of non-

dimensionalization.

Concerning the boundary conditions in the x direction,

both periodic boundary conditions (2 fronts) and homogene-

ous Neumann conditions have been tested. Provided that the

front is located far from x¼ 0 and x ¼ Lx=2 in the first case

and x¼ 0 and x ¼ Lx in the second, the results have been

found identical modulo the scheme precision used in each

case. Periodic boundary conditions have therefore been used

for all the results presented here.

The conservation equations are discretized spatially

using spectral elements methods. The domain ½0; Lz� � ½0; Lx�
is decomposed into Ne macro-elements of size

½0; Lz� � ½iLx=Ne; ðiþ 1ÞLx=Ne�, where i 2 f0; :::;Ne � 1g.
The velocity, pressure, concentration, and temperature fields

are approximated by high order interpolant through the

Gauss-Lobatto-Legendre points. The time scheme is a time

stepping method proposed by Karniadakis et al.58 The results

have been validated through comparison with a finite differ-

ence method code and with known results of thermal Maran-

goni convection in non-reactive systems59 and solutal

Marangoni convection around autocatalytic fronts.1

B. Reaction-diffusion fronts

In the absence of flow, i.e., for Mac ¼ 0 ¼ MaT , the sys-

tem of equations (6)–(9) reduces to reaction-diffusion equa-

tions for the concentration and the temperature, Eqs. (8) and

(9) with
�
v ¼ 0, respectively. These equations admit as a solu-

tion traveling chemical and thermal fronts characterized by a

constant propagation speed and a constant width. The con-

centration follows the analytical profile:3,52,53

cðx; tÞ ¼ 1

1þ eðx�vtÞ=
ffiffi
2
p ¼ 1

2
1þ tanh �

ffiffiffi
2
p

4
ðx� vtÞ

� �� �

(16)

where v ¼
ffiffiffi
2
p

=2 is the constant RD speed of the front. This

profile connects the kinetically stable product c¼ 1 to the

invaded c¼ 0 solution corresponding to the reactants. The

width wRD of this front, defined as the distance between

c¼ 0.99 and c¼ 0.01, equals wRD ¼ 2
ffiffiffi
2
p

ln99 � 13.

As the reaction is exothermic, the traveling concentra-

tion front is accompanied by a heat front traveling at the

same RD speed v independent of the Lewis number. If

Le¼ 1, the solution for the temperature equation (9) is the

same as for the concentration equation. However, for aque-

ous solutions, the Lewis number is larger than one since, in

water, heat diffuses faster than mass. For such Le > 1, an

explicit analytical front solution cannot be found and a nu-

merical integration of Eqs. (8) and (9) with
�
v ¼ 0

�
is required

to obtain the RD temperature profile. Heat diffusing faster

than mass, the width of the temperature front is much larger

than the one of the concentration front (see Ref. 56 for fur-

ther details).

III. MARANGONI CONVECTION AROUND
EXOTHERMIC FRONTS

To study the influence of Marangoni effects on the prop-

agation of an exothermic autocatalytic front, we integrate the

above equations numerically with step-like initial conditions

for the concentration of the autocatalytic product c and the

temperature T. The Schmidt number Sc ¼ l=q0D � 103 is

computed from the viscosity and the density of water. For D,

we use realistic values of the diffusion coefficient of species

involved in autocatalytic systems4,53 (D � 2� 10�5 cm2=s).

In our previous study of solutal Marangoni effects on the

propagation of a chemical front,1 we showed that a change

in the value of Sc, if taken in the experimental range, does

not affect the obtained results, meaning that inertial effects

are negligible in these slow flow regimes compared to the

viscous effects. The length of the solution layer is taken long

enough for the lateral boundaries not to affect the numerical

results, typically Lx ¼ 300.

In the remainder of the paper, we will study the influ-

ence of the four remaining dimensionless parameters. The

solutal Mac and thermal MaT Marangoni numbers quantify

the effect of the chemical reaction and of the exothermicity

on the surface tension of the solution. We will vary them in a

range similar to our previous study1 and in particular we will

study the effect of the sign of the solutal Marangoni number

on the system dynamics. The Lewis number Le, measuring

the ratio of thermal and molecular diffusivities, will be var-

ied between 1 and 120 to cover the experimental values in

solutions of the IAA reaction9 (Le¼ 70) and the CT reac-

tion25 (Le¼ 10), both exothermic reactions leading to the

propagation of autocatalytic fronts in spatially extended sys-

tems. The effect of the liquid layer thickness on the system

dynamics is considered by varying Lz between 2 and 20

while the effect of the other parameters is studied for

Lz¼ 10, which corresponds to a one-cm thick solution

layer. The dynamics of the system is represented by two-

dimensional density plots of the product concentration rang-

ing from c¼ 0 (grey) to c¼ 1 (black). The white color indi-

cates the reaction zone.

A. Spatio-temporal dynamics of the front propagation

If the system is isothermal, the surface tension is a func-

tion of the composition only and the Marangoni convection

arises from the concentration gradient across the front. We

have shown in a previous study that the system evolves

towards an asymptotic dynamic regime characterized by a



steady fluid vortex traveling at a constant speed with the

front.1,55 The propagation speed of this front is increased by

the presence of natural convection and we observe a pro-

nounced deformation of the front across the layer thickness.

There is an asymmetry between the results for positive and

negative Marangoni numbers M (same definition as our solu-

tal Marangoni number here, Mac, Eq. (11)), which is due to

the fact that, for positive M, the flow is initiated at the sur-

face in the same direction as the front propagation whereas

the surface flow opposes the front motion for negative M. In

both cases, however, the deformation of the front increases

with the absolute value of M.

When Le¼ 1, the evolution of the chemical and thermal

fronts is described by the same equation (Eq. (8)) and the

solutal and thermal effects are therefore additive. The dy-

namics of an exothermic front characterized by a solutal

Marangoni number Mac and a thermal Marangoni number

MaT is identical to the dynamics of an isothermal front1

characterized by a unique solutal Marangoni number

M ¼ Mac þMaT , both for cooperative and antagonistic

effects.

However, when Le > 1, which is the case in aqueous

solutions of the considered autocatalytic reactions, solutal

and thermal effects act on different length scales and we

need to consider two distinct situations according to the sign

of the solutal Marangoni number. We recall that the thermal

contribution to the surface tension changes is typically nega-

tive (DT@Tc < 0 and hence MaT > 0) since propagating

autocatalytic fronts are typically exothermic.

1. Cooperative effects: Mac, MaT > 0

When the solutal and thermal Marangoni numbers are

both positive, both effects act cooperatively as to decrease

the surface tension behind the front, which results in a sur-

face Marangoni flow entraining the hot products towards the

zone with the largest surface tension, here the cold reactants.

This flow is composed of a positive horizontal flow at the

surface and a return flow across the layer, deforming the ini-

tially plane chemical front (see Figure 2 for Mac ¼ 20;
MaT ¼ 100 and Le¼ 10). As in the isothermal case, the sys-

tem reaches an asymptotic state characterized by a deformed

front propagating at a constant speed larger than the RD

speed for all Mac;MaT scanned. Since heat diffuses faster

than mass (Le > 1), the thermal front is more extended than

the solutal front, which leads to temperature gradients

smaller than concentration gradients. Consequently, for a

same value of the Marangoni number, the thermal effects

have a smaller contribution to the decrease of surface tension

than the solutal effects and the deformation of an exothermic

front characterized by a couple of Marangoni numbers

(Mac;MaT) is weaker than the one of an isothermal front cor-

responding to a unique Marangoni number M ¼ Mac þMaT .

2. Antagonistic effects: Mac <0, MaT > 0

The antagonistic situation corresponds to the case when

the solutal contribution acts as to increase the surface tension

during the reaction whereas the thermal contribution acts as to

decrease it since the products are hotter than the reactants.

Thermal effects therefore produce a surface flow directed from

the products towards the reactants whereas solutal effects act in

the reverse direction. Different types of spatio-temporal dynam-

ics can be observed depending on the relative values of Mac

and MaT . Figure 3 illustrates a chemical front when antagonis-

tic Marangoni effects (Mac ¼ �180;MaT ¼ 100; Le ¼ 10)

eventually reach an asymptotic regime, similarly to the cooper-

ative situation. In that case, the products are not hot enough to

balance the solutal increase of surface tension during the reac-

tion so that the global surface tension of the products is larger

than the one of the reactants. This leads to a surface flow in op-

posite direction of the front propagation and a counter-

clockwise recirculating vortex across the layer. The deformed

front propagates at a constant speed and with an asymptotic

shape that have both been analyzed in detail along with the

flow field in the case of isothermal fronts.1,55

When the products are hot enough to compensate for the

solutal increase of the surface tension, the time evolution of

the front can feature periodic succession of non trivial dy-

namics in a reference frame moving with the front as shown

in Figure 4 for Mac ¼ �80;MaT ¼ 100, and Le¼ 10. Start-

ing from a planar front separating the reactants and the prod-

ucts (t¼ 0), the dynamics evolves to a deformed front

(t¼ 20). Some of the autocatalytic product is transported by

the Marangoni flow along the surface towards the reactant

region (t¼ 30–40) where it rapidly invades the layer depth

converting the reactants to products (t¼ 45), thereby restor-

ing an almost flat front (t¼ 50), that undergoes the same de-

formation (t¼ 55) as previously described. This dynamics

repeats itself periodically. To shed some light on this "oscil-

latory dynamics,” we remind that, if the Lewis number was

equal to one, the surface tension of the products would be

smaller than that of the reactants leading to a clockwise

FIG. 2. Time evolution of the concentration field in the presence of coopera-

tive solutal and thermal Marangoni effects: Mac ¼ 20 and MaT ¼ 100. The

other parameters are Le¼ 10 and Lz ¼ 10.

FIG. 3. Time evolution of the concentration field in the presence of antago-

nistic solutal and thermal Marangoni effects when the system reaches a

steady regime propagating at a constant speed: Mac ¼ �180 and

MaT ¼ 100. The other parameters are Le¼ 10 and Lz ¼ 10.



Marangoni vortex deforming the front like in Fig. 2. How-

ever, since heat diffuses faster than mass, the products rap-

idly lose their heat in the reaction zone and we end up with a

succession from left to right of hot products, cooled prod-

ucts, heated reactants, and cold reactants. This induces the

formation of several vortices across the layer as can be seen

in Figure 5(b) showing the streamlines around the deformed

front for an unsteady antagonistic situation. Such double

diffusive Marangoni effects61 are thus a key ingredient to

understand the periodic unsteady dynamics obtained.

To help understand this, we reconstruct the surface ten-

sion along the surface in Figure 6 and compare both the

steady and the unsteady situations for Le¼ 10. Figure 6(a)

shows that, when Mac ¼ �180 and MaT ¼ 100, the surface

tension (see Eq. (15)) goes between �Mac �MaT ¼ 80

behind the front (hot products, c¼ 1¼T) and 0 ahead of the

front (fresh cold reactants, c¼ 0¼ T). The profile of c is,

however, non-monotonic along the surface because in the

reaction zone, the reactants on top of the products are heated

by the reaction exothermicity and therefore see their surface

tension decrease even further. Since a gradient of surface ten-

sion along x leads to the formation of a Marangoni vortex,

we observe two counter-rotating vortices in the reaction zone

for Mac ¼ �180 and MaT ¼ 100 (see Fig. 5(a)) related to

the two gradients of surface tension with opposite sign shown

in Fig. 6(a). The right vortex is weaker since the jump of sur-

face tension between the heated reactants and the cold reac-

tants is smaller than the one between the hot products and the

heated reactants. We note that the cooled products region is

located in the bulk at the bottom of the deformation zone

where they do not contribute to the surface tension changes.

The case of the unsteady dynamics is more complex

but can also find an explanation in the surface tension pro-

file along the direction of the front propagation. Figure 6(b)

illustrates the spatial dependence of c for Mac ¼ �80 and

MaT ¼ 100, going between �Mac �MaT ¼ �20 behind the

front to 0 ahead of it. The hot products have a smaller sur-

face tension than the cold reactants thanks to the thermal

contribution. In the reaction zone, however, this trend is

inverted because heat diffuses faster than mass, leading to a

local maximum in c corresponding to the cooled products

and a local (and global) minimum corresponding to the

heated reactants. These surface tension gradients can be

correlated to the different vortices seen in Fig. 5(b). Oppo-

sitely to the previous case discussed in Fig. 6(a), the jump

in surface tension between the cold and the heated reactants

is the largest, resulting in a strong vortex to the right of the

reaction zone. This important flow brings some of the auto-

catalytic product along, thereby initiating the reaction fur-

ther ahead (see 3rd; 4th; and 5th panels of Figure 4). Next,

the autocatalytic clock reaction rapidly converts the reac-

tants in the nearby zone into products (6th panel), restoring

FIG. 4. Periodic time evolution of the concentration field in the presence of

antagonistic solutal and thermal Marangoni effects when the front remains

unsteady in the co-moving frame: Mac ¼ �80 and MaT ¼ 100. The other

parameters are Le¼ 10 and Lz ¼ 10.

FIG. 5. Streamlines superimposed on the concentration field in the presence of antagonistic solutal and thermal Marangoni effects for MaT ¼ 100, Le¼ 10,

Lz ¼ 10, t¼ 40 for (a) a steady case, Mac ¼ �180, and (b) an unsteady case, Mac ¼ �80. The concentration ranges here from c¼ 1 (products to the left)

shown in red to c¼ 0 (reactants to the right) shown in blue. The streamlines correspond to iso-contours of the streamfunction, w, equally spaced between the

maximum value of w and 0.

FIG. 6. Surface tension along the surface for MaT ¼ 100, Le¼ 10, Lz ¼ 10,

t¼ 40 in (a) a steady antagonistic case, Mac ¼ �180, and (b) an unsteady

antagonistic case, Mac ¼ �80.



an almost planar front (7th panel) that will undergo the

same deformation according to the mechanisms described

above (compare 2nd and 8th panels), inducing an oscilla-

tory dynamics. This periodic switch between a deformed

front, entrainment of autocatalytic product at the surface,

rapid conversion from reactants to products, and return to

the initial front results from differential diffusion effects

between heat and mass that have antagonistic contributions

to the surface tension.

Figure 7 shows another type of unsteady dynamics for

Mac ¼ �70;MaT ¼ 200, and Le¼ 10. In this case, the solu-

tal effects tending to increase the surface tension during the

reaction are overcome by the thermal effects so that the sur-

face tension of the product is much smaller than the one of

the reactants. Even in the reaction zone, the exchange of heat

between the products and the reactants is not large enough to

invert the surface tension ratio between them and the front is

therefore deformed in a similar way as in Figure 2. The fast

diffusion of heat, however, leads to a more extended Maran-

goni vortex around the front and the surface flow entrains

some of the autocatalytic product along the surface. As pre-

viously described, this initiates the clock reaction ahead of

the front, which swiftly converts the fresh reactants into

products. In the present case, this does not bring back a pla-

nar front because the primary deformation is too extended

but the system oscillates between a simple deformation (cf:

2nd panel) and a double deformation of the front (cf: 4th

panel).

To summarize the observations, an autocatalytic front

propagating in the presence of thermal and solutal Maran-

goni convection reaches an asymptotic dynamics which is

steady in the co-moving frame when both effects are cooper-

ative or in the antagonistic case when the total Marangoni

number Mac þMaT < M1 where M1 is a threshold value

depending on the Lewis number. In the other antagonistic

situations, the front oscillates between two states, one with

weaker deformation, sometimes almost planar, and the sec-

ond one with a stronger deformation. We will see further

below that steady dynamics can also be observed in the

antagonistic case when Mac þMaT > M2, where M2 is a

second threshold value also function of the Lewis number. In

the next section, we characterize the deformation of the front

as a function of the Marangoni numbers, the Lewis number,

and the layer thickness. We also discuss the domains of exis-

tence of the different types of asymptotic dynamics.

B. Characterization of the front deformation

To quantify the deformation of the front across the layer,

we define the mixing length W as the distance between

hcðx; tÞi ¼ 0:01 and hcðx; tÞi ¼ 0:99, i.e., between the tip and

the rear of the transversely averaged concentration profile

hcðx; tÞi ¼ 1

Lz

ðLz

0

cðx; z; tÞdz : (17)

Figure 8 shows the temporal evolution of the mixing length

for MaT ¼ 100, Le¼ 10, Lz ¼ 10, and various solutal Maran-

goni numbers ranging from Mac ¼ �180 (steady antagonis-

tic case with Mac þMaT < M1) to Mac ¼ 20 (steady

cooperative case). In all the cases presented, the mixing

length either converges to a constant value function of the

parameters of the system in the case of steady regimes or

oscillates with a constant amplitude between a minimum and

a maximum deformation, also depending on the parameter

values. In the remainder of the paper, we refer to the mixing

length as either the asymptotic value of W reached when the

asymptotic dynamics is steady or as the two values charac-

terizing the minimum and maximum mixing lengths, respec-

tively, when the asymptotic dynamics is oscillatory.

1. Influence of the Marangoni numbers

At fixed Le¼ 10, the domains of existence of the differ-

ent types of asymptotic dynamics depend on the relative

strength of the solutal and thermal effects and therefore on

the values of the couple (Mac;MaT). Figure 9 illustrates the

variation of the mixing length with Mac for various MaT .

First, we note that if MaT ¼ 0, the exothermicity of the reac-

tion does not contribute to the changes in surface tension and

the induced Marangoni flow field is therefore identical to the

one driven by solutal effects in the isothermal case. The

curve for MaT ¼ 0 is hence the same as in Figure 17(a) of

our previous study,1 showing that the deformation of the

front increases with the absolute value of the solutal Maran-

goni number, which quantifies the effect of a concentration

gradient on the surface tension, and that the results are asym-

metric between positive and negative Mac.

FIG. 7. Periodic time evolution of the concentration field in the presence of

antagonistic solutal and thermal Marangoni effects when the front remains

unsteady in the co-moving frame: Mac ¼ �70 and MaT ¼ 200. The other

parameters are Le¼ 10 and Lz ¼ 10.

FIG. 8. Mixing length as a function of time for MaT ¼ 100, Le¼ 10,

Lz ¼ 10, and various Mac ¼ �180;�80;�60;�20; 20.



When MaT 6¼ 0, we need to distinguish between the

four different situations illustrated in Figure 9. (1) If Mac >
0, the solutal and thermal effects are cooperative (zone

I, cf: Fig. 2). The system attains a steady dynamics, and

the constant mixing length increases with both Mac and

MaT . (2) If Mac < 0, with Mac þMaT sufficiently small,

(Mac þMaT < M1), i.e., jMac þMaTj large solutal and ther-

mal effects are antagonistic and the asymptotic dynamics is

steady (zone II). Solutal effects are dominating and the front

is deformed by a counter-clockwise Marangoni vortex (cf:

Fig. 3). Inside this zone, the mixing length increases with the

absolute value of Mac, which increases the surface tension

difference between the products and the reactants. On the

other hand, W decreases with MaT because the thermal

effects contribute to reduce this surface tension gradient.

The size of this region decreases with MaT since the larger

MaT , the smaller Mac has to be to dominate the thermal

effects. (3) If Mac < 0, with intermediate Mac þMaT

(M1 < Mac þMaT < M2), the dynamics is oscillatory (zone

III, cf: Figs. 4 and 7). The amplitude of the oscillations

increases with MaT as well as the solutal Marangoni range,

Z ¼ M2 �M1, for which these oscillations are observed (see

Fig. 9(b)). (4) If Mac < 0, with Mac þMaT large enough

(Mac þMaT > M2), the asymptotic dynamics is steady again

(zone IV). In this case, thermal effects are dominating and

the front is deformed by a clockwise vortex similarly to the

cooperative situation. The deformation of the front increases

with both Marangoni numbers (meaning a smaller solutal

effect since Mac < 0), which corresponds to an increase of

the surface tension difference across the front. The size of

this region where thermal effects dominate accordingly

increases with MaT .

2. Influence of the Lewis number

The Lewis number measures the ratio between thermal

and molecular diffusivities. Figure 10 depicts the influence

of Le on the front deformation characterized by W. When

Le¼ 1, the solutal and thermal effects are simply additive

and W behaves like in the isothermal case with

M ¼ Mac þMaT . The curve is therefore here shifted by

�MaT with respect to the isothermal curve.1 When Le!1,

the isothermal case is recovered because heat diffusion is so

large that the thermal effects are negligible and the descrip-

tion of the system tends to the unshifted isothermal curve

(see WðMacÞ for Le¼ 120). For intermediate Le, the four as-

ymptotic regimes described in Fig. 9 are observed. The am-

plitude of the oscillations as well as the Mac range

delimiting the oscillatory region, Z, are non-monotonous

functions of Le (see Fig. 10(b)). The existence of a maximum

arises from the fact that Le needs to be large enough to

FIG. 9. (a) Mixing length as a function of Mac for Le¼ 10 and various

MaT ¼ 0; 50; 100; 150. Zones where the curve is splitted correspond to situa-

tions where the front is unsteady in the co-moving frame. (b) Solutal Maran-

goni range, Z, for which the front is unsteady as a function of MaT . In both

figures, the thickness of the layer is Lz ¼ 10.

FIG. 10. (a) Mixing length as a function of Mac for MaT ¼ 100 and various

Le¼ 1, 5,10, 30, 50, 120. Zones where the curve is splitted correspond to sit-

uations where the front is unsteady in the co-moving frame. (b) Solutal Mar-

angoni range, Z, for which the front is unsteady as a function of Le when

MaT ¼ 100. In both figures, the thickness of the layer is Lz ¼ 10.



induce a significant oscillatory mechanism but not too large

to prevent heat from diffusing too far ahead thereby sup-

pressing this mechanism. There is therefore an optimal Le
(Leopt � 10 for MaT ¼ 100) for which oscillations are

observed for the largest range of Mac.

Figure 11 shows the influence of Le on the mixing length

in both cooperative and antagonistic steady regimes. When Le
increases at fixed positive Mac and MaT , the same surface ten-

sion jump between the products and the reactants is stretched

out on a wider region since heat diffuses faster. This results in

a weaker Marangoni flow and therefore a smaller deformation

of the front. At large Le � 80, the presence of a local maxi-

mum might be explained by the fact that when Le increases,

the region where flow is present is larger, which is negligible at

small Le but might contribute to the front spreading at large Le.

In the antagonistic case, W goes non-monotonically from 36 at

Le¼ 1 (cf: isothermal value for M ¼ Mac þMaT ¼ �100) to

43.5 at Le¼ 120 (tending to the isothermal value W¼ 50 for

M ¼ Mac ¼ �200). Since thermal effects reduce the surface

tension jump across the front and larger Le smear out this

effect, W increases with Le > 2:5. The presence of a minimum

at Le¼ 2.5 remains, however, unclear.

3. Influence of the layer thickness

Figure 12 shows the mixing length increasing with the

layer thickness for both cooperative and antagonistic steady

cases. As in the isothermal case,60 this can be explained by

the presence of the bottom no-slip boundary. For a same sur-

face tension gradient, the maximum flow velocity will

increase with Lz because the system is less influenced by the

zero velocity condition at the bottom.

IV. CONCLUSION

We have numerically studied the dynamics of an exo-

thermic autocatalytic front propagating horizontally in the

presence of Marangoni-driven convection. The surface ten-

sion gradient across the front can have a solutal origin linked

to the changes in concentration and a thermal source arising

from the reaction exothermicity. In isothermal conditions,

the system has been shown to exhibit asymptotic dynamics

featuring a steady fluid vortex propagating at a constant

speed with the deformed front.1,55 We have here quantified

the additional influence of thermal effects on such frontal dy-

namics. In that case, the surface tension jump across the front

has both a solutal and a thermal contribution. In the case of

the exothermic autocatalytic reactions studied, the thermal

contribution to the surface tension difference is always nega-

tive since the heat produced by the reaction acts as to

decrease the surface tension. The solutal contribution, how-

ever, can have both signs depending if the compositional

changes increase or decrease the surface tension in the

course of the reaction.

When both effects act as to decrease the surface tension

during the reaction, the dynamics is referred to as coopera-

tive and the system attains an asymptotic regime similar to

the isothermal situation. In the case of antagonistic effects,

new dynamics can be observed if both effects act on different

length scales. The difference in diffusivities of heat and mass

triggers indeed new phenomena such as an oscillatory dy-

namics characterized by the periodic alternation between a

deformed front, the spreading of autocatalytic product

entrained by the thermal Marangoni flow at the surface, and

the rapid transformation of reactants into products restoring

the weakly deformed front. We note that oscillations of the

concentration field have also been observed in the case of

antagonistic solutal and thermal effects in the case of pure

buoyancy-driven flows.44,56 The explanation involves, how-

ever, different mechanisms since only surface forces are

present here.

FIG. 11. Mixing length as a function of Le for MaT ¼ 100 and Lz ¼ 10, in (a)

the cooperative case, Mac ¼ 50, and (b) the antagonistic case, Mac ¼ �200.

FIG. 12. Mixing length as a function of the layer thickness for MaT ¼ 200

and Le¼ 10 in both a cooperative (Mac ¼ 30) and a steady antagonistic

(Mac ¼ �300) case.



We have characterized the system dynamics as a func-

tion of the Marangoni numbers, quantifying the effect of

concentration and temperature gradients on the surface ten-

sion, of the Lewis number, measuring the ratio between ther-

mal and molecular diffusivities, and of the layer thickness.

We have shown that the deformation of the front by the

Marangoni-driven flow increases with the absolute value of

the total Marangoni number, jMacþMaT j, and with the layer

thickness. When both effects act cooperatively, the front de-

formation decreases with Le which reflects the spreading of

the thermal front, and hence of the surface tension gradient.

When both effects contribute antagonistically, several

regimes (steady counter-clockwise vortex, steady clockwise

vortex, and oscillatory dynamics) have been obtained and

characterized as a function of Mac;MaT , and Le.

In conclusion, this work has contributed to a systematic

investigation of the various effects involved in the dynamics

of chemical fronts propagating in horizontal solution layers

with a free surface by considering the influence of pure solu-

tal and thermal Marangoni effects on the frontal dynamics.
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