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Abstract. We focus on a class of path-dependent problems which include
path-dependent PDEs and Integro PDEs (in short IPDEs), and their repre-
sentation via BSDEs driven by a cadlag martingale. For those equations we
introduce the notion of decoupled mild solution for which, under general as-
sumptions, we study existence and uniqueness and its representation via the
aforementioned BSDEs. This concept generalizes a similar notion introduced
by the authors in recent papers in the framework of classical PDEs and IPDEs.
For every initial condition (s, η), where s is an initial time and η an initial path,
the solution of such BSDE produces a couple of processes (Y s,η, Zs,η). In the
classical (Markovian or not) literature the function u(s, η) := Y s,η

s constitutes a
viscosity type solution of an associated PDE (resp. IPDE); our approach allows
not only to identify u as the unique decoupled mild solution, but also to solve
quite generally the so called identification problem, i.e. to also characterize the
(Zs,η)s,η processes in term of a deterministic function v associated to the (above
decoupled mild) solution u.
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1 Introduction

We focus on a family of path-dependent problems of the type
{

AY + f(·, ·, Y,Γ(Ψ, Y )) = 0 on [0, T ]× Ω
YT = ξ on Ω,

(1.1)

where A is a linear map from some linear subspace D(A) of the space of progres-
sively measurable processes into the space of progressively measurable processes,
Ψ := (Ψ1, · · · ,Ψd) is a given vector of elements of D(A) and Γ is a carré du
champs type operator defined by Γ(Φ,Φ′) := A(ΦΦ′)−ΦA(Φ′)−Φ′A(Φ). Asso-
ciated with this map, there is a path-dependent system of projectors (Ps)s∈R+

,
which extends the notion of semigroups from the Markovian case, for which A is
a weak generator, see Definition 2.12. A typical example is to consider Ψ := X

the canonical process, and a map A given by

(AΦ)t(ω) := (DΦ)t(ω) +
1
2Tr(σtσ

⊺

t (∇
2Φ)t(ω)) + βt(ω) · (∇Φ)t(ω)

+
∫

(Φt(ω + γt(ω, y)1[t,+∞[)− Φt(ω)− γt(ω, y) · (∇Φ)t(ω))F (dy),
(1.2)

where β, σ, γ are bounded path-dependent predictable coefficients and F is a
bounded positive measure not charging 0. In (1.2), D is the time derivative and
∇ is the space gradient intended in the sense of [16, 11]. In that case one has

Γ(X,Φ)t = (σσ⊺∇Φ)t +

∫

R

d

γt(·, y)(Φt(·+ γt(·, y)1[t,+∞[)− Φt)F (dy). (1.3)

If γ ≡ 0 then (1.1) becomes the path-dependent PDE

{

DY + 1
2Tr(σσ

⊺∇2Y ) + β∇Y + f(·, ·, Y, σσ⊺∇Y ) = 0 on [0, T ]× Ω
YT = ξ on Ω.

(1.4)

An important particular case of equation (1.4) is the path-dependent Hamilton-
Jacobi-Bellman Equation, which can be written

{

DY + 1
2Tr(σσ

⊺∇2Y ) + inf
u∈U

{b(·, ·, u)σσ⊺∇Y + h(·, ·, u)} = 0

YT = ξ,
(1.5)

which is expected to be verified by the value function of the stochastic control
problem consisting in finding

inf
ν∈U
E

P

ν

[

ξ +

∫ T

0

h(r,X, νr)dr

]

,

where U is a set of admissible controls taking values in some Polish space U ,
and for every ν ∈ U , Pν is the law of the controlled path-dependent SDE

dXt = b(r,X, νr)σσ
⊺(r,X)dr + σ(r,X)dWr .
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In (1.5), the non-linearity f : (t, ω, y, z) 7−→ inf
u∈U

{b(t, ω, u)z + h(t, ω, u)} will

not be regular in (t, ω) unless strong assumptions are made on b, σ, h. In [17],
the authors introduce viscosity solutions of path-dependent PDEs and in [18]
Section 4.3, they discuss the example of HJB equation (1.5). They however
have to formulate uniform continuity assumptions on the coefficients ξ, f (hence
even stronger assumptions on b, σ) to establish existence of a solution. We will
only need ξ, f to be measurable in (t, ω) to provide existence and uniqueness of
a solution with our approach.

Another example of equation of the type (1.1) is currently under investigation
by the authors in the forthcoming paper [5]. That can be written

{

DΦt +∇btΦt +
1
2

∑

i≤d

∇2
kt
i

Φt + f (t, ·,Φt, k(T, t)∇ktΦt) = 0

ΦT = ξ,
(1.6)

where b : [0, T ]×[0, T ]→ R

d and k : [0, T ]×[0, T ]→ Md(R) are two-parameters
functions. Here, if η ∈ Ω, then ∇η (resp. ∇2

η) is a first (resp. second) Gâteaux
type derivatives in the direction η. In particular, such derivatives perturb an
Ft-measurable random variable Φt(ω) on the whole trajectory of ω, whereas
Dupire’s space derivative only perturbs Φt(ω) by perturbing ω(t). The (unique)
solution of (1.6) will be realized through BSDEs whose forward process is a
Gaussian Volterra process of the type Xt =

∫ t

0 b(t, s)ds+
∫ t

0 k(t, s)dWs, W being
a Brownian motion. A typical example is of course fractional Brownian motion.

We introduce a notion of decoupled mild solution which is inspired by the
namesake for classical (I)PDEs introduced in [3] and [4], which can be repre-
sented by solutions of Markovian BSDEs. Concerning the corresponding notion
for (1.1) the intuition behind is the following. We decouple the first line of
equation (1.1) into

{

AY = −f(·, ·, Y, Z)
Zi = Γ(Ψi, Y ), 1 ≤ i ≤ d,

(1.7)

which we can also write
{

AY = −f(·, ·, Y, Z)
A(YΨi) = Zi + Y AΨi +ΨiAY, 1 ≤ i ≤ d,

(1.8)

and finally
{

AY = −f(·, ·, Y, Z)
A(YΨi) = Zi + Y AΨi −Ψif(·, ·, Y, Z), 1 ≤ i ≤ d.

(1.9)

Taking (1.9) into account and inspired by the classical notion of mild solution
of an evolution problem, we define a decoupled mild solution of equation (1.1)
as a functional Y for which there exists an auxiliary Rd-valued functional Z :=
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(Z1, · · · , Zd) such that for all (s, η) ∈ [0, T ]× Ω we have















Ys(η) = Ps[ξ](η) +
∫ T

s
Ps [f (r, ·, Yr, Zr)] (η)dr

(YΨ1)s(η) = Ps[ξΨ
1

T ](η) −
∫ T

s
Ps

[(

Z1

r + YrAΨ1

r −Ψ1

rf (r, ·, Yr, Zr)
)]

(η)dr
· · ·

(YΨd)s(η) = Ps[ξΨ
d
T ](η) −

∫ T

s
Ps

[(

Zd
r + YrAΨd

r −Ψd
rf (r, ·, Yr, Zr)

)]

(η)dr.
(1.10)

The couple (Y, Z) will be called solution of the identification problem related to
(f, ξ) because it can be strictly related to BSDEs driven by cadlag martingales
which are one natural generalization of classical Brownian BSDE. For any (s, η)
we consider the BSDE

Y s,η = ξ +

∫ T

·

f

(

r, ·, Y s,η
r ,

d〈M s,η,M [Ψ]s,η〉r
dr

)

dr − (M s,η
T −M s,η

· ), (1.11)

in the (completed) stochastic basis (Ω,Fs,η,Fs,η,Ps,η) (see Notation 2.10),
where (Ps,η)(s,η)∈R+×Ω solves a martingale problem associated to (D(A), A).
In (1.11), M [Ψ]s,η is the driving martingale of the BSDE, and is the martingale
part of the process Ψ under Ps,η. Those BSDEs were considered in a more gen-
eral framework by the authors in [4]. A significant contribution about BSDEs
driven by cadlag martingales and beyond was provided by [9] and [27]. The BS-
DEs (1.11) have however a forward component which is modeled in law by the
fixed family (Ps,η)(s,η)∈R+×Ω. An important application for path-dependent
(I)PDEs is Theorem 4.32 that states the following. Suppose that the path-
dependent SDE with coefficients β, σ, γ admits existence and uniqueness in law
for every initial condition (s, η); we suppose moreover that βt, σt (resp. γt(·, x))
are continuous for the Skorokhod topology in ω for almost all t (resp. dt⊗ dF

a.e.), that f(·, ·, 0, 0), ξ have polynomial growth and that f is Lipschitz in (y, z)
uniformly in (t, ω). Then there is a unique decoupled mild solution Y for (1.1)
with Ψ := X and A given in (1.2). Moreover, both processes Y, Z appearing in
(1.10) can be represented through the associated BSDEs (1.11). In particular,
(1.10) gives an analytical meaning to the second process Z obtained through
those BSDEs. Usually, the way of linking the first component Y of the solution
(Y, Z) of a BSDE with the solution of a PDE is made by means of viscosity
solutions. However, even when the BSDE is Markovian, this does not allow to
identify Z. In particular, when γ ≡ 0, our technique allows to characterize Z
as a generalized gradient even if the solution does not have the space derivative,
contrarily to the case in [22].

Brownian Backward stochastic differential equations (BSDEs) were intro-
duced in [28], after a pioneering work of [8]. When those involve a forward
dynamics described by the solution X of a Brownian Markovian SDE, they
are said to be Markovian, and are naturally linked to a parabolic PDE, see
[29]. In particular, under reasonable conditions, which among others ensure
well-posedness, the solutions of BSDEs produce viscosity type solutions for the
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mentioned PDE. Recently Brownian BSDEs of the type

Y s,η = ξ
(

(Bs,η
t )t∈[0,T ]

)

+

∫ T

·

f
(

r, (Bs,η
t )t∈[0,r], Y

s,η
r , Zs,η

r

)

dr −

∫ T

·

Zs,η
r dBr,

(1.12)
where B is a Brownian motion and for any s ∈ [0, T ], η ∈ D([0, T ],Rd), Bs,η =
η(· ∧ s) + (B·∨s −Bs) were associated to the path-dependent semi-linear PDE

{

DΦ + 1
2Tr(∇

2Φ) + f(·, ·,Φ,∇Φ) = 0 on [0, T [×Ω
ΦT = ξ.

(1.13)

Path-dependent PDEs of previous type have been investigated by several meth-
ods. For instance strict (classical, regular) solutions have been studied in
[15, 21, 13] under the point of view of Banach space valued stochastic processes.
It was shown for instance in [13, 30] that under some assumptions the mapping
(s, η) 7−→ Y s,η

s is the unique smooth solution of (1.13). In this setup, the BSDE
is an infinite dimensional one. When the state space is a Hilbert spaces, BSDEs
were considered by [23] with applications to optimal control, or more recently
in [14] where the authors give a Feynman-Kac representation for the vorticity
equation associated to the 2D-Navier-Stokes equations. As mentioned before,
another popular approach is the one of viscosity solutions, which was considered
by several authors. For instance it was shown in [17] that if f is bounded, contin-
uous in t, uniformly continuous in the second variable, and uniformly Lipschitz
continuous in (y, z) and if ξ is bounded uniformly continuous, (s, η) 7−→ Y s,η

s is a
viscosity solution of (1.13) in some specific sense, where the sense of solutions in-
volved the underlying probability. On another level, [12] considered the so called
strong-viscosity solutions (based on approximation techniques), which are an an-
alytic concept, the first under non-smoothness conditions. Another interesting
approach (probabilistic) but still based on approximation (discretizations) was
given by [26]. More recently, [7] produced a viscosity solution to a more general
path-dependent (possibly integro)-PDE through dynamic risk measures. In all
those cases the solution Φ of (1.13) was associated to the process Y s,η of the
solution couple (Y s,η, Zs,η) of (1.12) with initial time s and initial condition
η. As mentioned earlier a challenging link to be explored was the link between
Zs,η and the solution of the path-dependent PDE Φ. For instance in the case of
Fréchet C0,1 solutions Φ defined on C([−T, 0]), then Zs,η is equal to the space
derivative ∇Φ, see for instance [22].

The paper is organized as follows. In Section 2, Subsection 2.1 fixes some
notations and basic vocabulary and Subsection 2.2 recalls some fundamental
tools from a previous companion paper [6]. In Subsection 3.1, we are given a
general path-dependent canonical class, its associated path-dependent system of
projectors (Ps)s∈R+

and we discuss BSDEs driven by a general path-dependent
MAF, see Definition A.1. In Subsection 3.2 we are given a weak generator A
of (Ps)s∈R+

, and a corresponding abstract equation. We define the notion of
decoupled mild solution of that equation and, under some conditions, we prove
existence and uniqueness of such a solution in Theorem 3.19. In Section 4, we
focus on the framework of (I)PDEs. In Subsection 4.1 (resp. 4.2) we recall
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some results concerning path-dependent SDEs (resp. path-dependent differen-
tial operators). In Subsection 4.3, we consider an IPDE of coefficients β, σ, γ
(which when γ ≡ 0 is given by (1.4)) and Theorem 4.32 states the existence
and uniqueness of a decoupled mild solution. Proposition 4.34 compares classi-
cal and decoupled mild solutions for that IPDE. Finally in Subsection 4.4, we
discuss an application to stochastic control.

2 Fundamental tools

2.1 Basic vocabulary and notations

For fixed d, k ∈ N∗, Ck
b (R

d) will denote the set of bounded real functions of class
Ck with bounded continuous derivatives. A topological space E will always be
considered as a measurable space equipped with its Borel σ-field which shall be
denoted B(E).

Let (Ω,F), (E, E) be two measurable spaces. A measurable mapping from
(Ω,F) to (E, E) shall often be called a random variable (with values in E), or
in short r.v. If T is some index set, a family (Xt)t∈T of r.v. with values in E,
will be called random field (indexed by T with values in E). In particular, if
T is an interval included in R+, (Xt)t∈T will be called a stochastic process
(indexed by T with values in E).

Given a measurable space (Ω,F), for any p ≥ 1, the set of real-valuedrandom
variables with finite p-th moment under probability P will be denoted Lp(P)
or Lp if there can be no ambiguity concerning the underlying probability. Two
random fields (or stochastic processes) (Xt)t∈T, (Yt)t∈T indexed by the same
set and with values in the same space will be said to be modifications (or
versions) of each other if for every t ∈ T, P(Xt = Yt) = 1.

A filtered probability space
(

Ω,F ,F := (Ft)t∈R+
,P
)

will be called called
stochastic basis and will be said to fulfill the usual conditions if the filtra-
tion is right-continuous, if the probability space is complete and if F0 contains
all the P-negligible sets. Let (Ω,F ,F,P) be a stochastic basis. Let Y be a
process and τ a stopping time, we denote Y τ the process t 7→ Yt∧τ . If C is a
set of processes, we will say that Y is locally in C (resp. locally verifies some
property) if there exists an a.s. increasing sequence of stopping times (τn)n≥0

tending a.s. to infinity such that for every n, Y τn belongs to C (resp. verifies the
mentioned property). In this paper we will consider martingales (with respect
to a given filtration and probability), which are not necessarily cadlag. For any
cadlag local martingales M,N , we denote [M ] (resp. [M,N ]) the quadratic
variation of M (resp. quadratic covariation of M,N). If moreover M,N

are locally square integrable, 〈M,N〉 (or simply 〈M〉 if M = N) will denote
their (predictable) angular bracket.
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2.2 Path-dependent canonical classes and systems of pro-
jectors

We start by recalling some notions and results of Section 3 of [6] that will be
used all along the paper. The first definition refers to the canonical space that
one can find in [24], see paragraph 12.63.

Notation 2.1. In the whole section, E will be a fixed Polish (i.e. separable
completely metrizable topological) space, which will be called the state space.
Ω := D(R+, E) will denote the Skorokhod space of functions from R+ to E

right-continuous with left limits (e.g. cadlag).
For every t ∈ R+ we denote the coordinate mapping Xt : ω 7→ ω(t) and we

define on Ω the σ-field F := σ(Xr|r ∈ R+). On the measurable space (Ω,F),
we introduce the initial filtration Fo := (Fo

t )t∈R+
, where Fo

t := σ(Xr|r ∈
[0, t]), and the (right-continuous) canonical filtration F := (Ft)t∈R+

, where
Ft :=

⋂

s>t

Fo
s . (Ω,F ,F) will be called the canonical space (associated to E),

and X the canonical process. On R+ × Ω, we will denote by Proo (resp.
Preo) the Fo-progressive (resp. Fo-predictable) σ-field. Ω will be equipped with
the Skorokhod topology which makes it a Polish space since E is itself Polish
(see Theorem 5.6 in chapter 3 of [20]), and for which the Borel σ-field is F ,
see Proposition 7.1 in chapter 3 of [20]. P(Ω) will denote the set of probability
measures on (Ω,F).

For any ω ∈ Ω and t ∈ R+, the path ω stopped at time t r 7→ ω(r ∧ t) will
be denoted ωt.

Definition 2.2. A path-dependent canonical class will be a set of proba-
bility measures (Ps,η)(s,η)∈R+×Ω defined on the canonical space (Ω,F). It will
verify the three following items.

1. For every (s, η) ∈ R+ × Ω, Ps,η(ωs = ηs) = 1;

2. for every s ∈ R+ and F ∈ F , the mapping
η 7−→ P

s,η(F )
Ω −→ [0, 1]

is Fo
s -measurable;

3. for every (s, η) ∈ R+ × Ω, t ≥ s and F ∈ F ,

P

s,η(F |Fo
t )(ω) = P

t,ω(F ) for Ps,η almost all ω. (2.1)

A path-dependent canonical class (Ps,η)(s,η)∈R+×Ω will be said progressive if
for every F ∈ F , the mapping (t, ω) 7−→ P

t,ω(F ) is Fo-progressively measurable.

Very often path-dependent canonical classes will verify the following impor-
tant hypothesis which is a reinforcement of (2.1).

Hypothesis 2.3. For every (s, η) ∈ R+ × Ω, t ≥ s and F ∈ F ,

P

s,η(F |Ft)(ω) = P
t,ω(F ) for Ps,η almost all ω. (2.2)
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Remark 2.4. By approximation through simple functions, one can easily show
the following.

• For s ≥ 0 and random variable Z we have that η 7−→ E

s,η[Z] is Fo
s -

measurable and for every (s, η) ∈ R+ × Ω, t ≥ s, Es,η[Z|Fo
t ](ω) =

E

t,ω[Z] for Ps,η almost all ω, provided previous expectations are finite;

• if the path-dependent canonical class is progressive, (t, ω) 7−→ E

t,ω[Z] is
F

o-progressively measurable, provided previous expectations are finite.

Notation 2.5. Bb(Ω) stands for the set of real bounded measurable functions
on Ω. Let s ∈ R+, Bs

b(Ω) will denote the set of real bounded Fo
s -measurable

functions on Ω. We also denote by B+
b (Ω) the subset of r.v. φ ∈ Bb(Ω) such

that φ(ω) ≥ 0 for all ω ∈ Ω.

Definition 2.6.

1. A linear map Q : Bb(Ω) → Bb(Ω) is said positivity preserving mono-
tonic if for every φ ∈ B+

b (Ω) then Q[φ] ∈ B+
b (Ω) and for every increasing

converging (in the pointwise sense) sequence fn −→
n

f then Q[fn] −→
n

Q[f ].

2. A family (Ps)s∈R+
of positivity preserving monotonic linear operators on

Bb(Ω) will be called a path-dependent system of projectors if it verifies
the three following items.

• For all s ∈ R+, Ps maps Bb(Ω) into Bs
b(Ω);

• for all s ∈ R+, the restriction of Ps to Bs
b(Ω) coincides with the

identity;

• for all s, t ∈ R+ with t ≥ s, Ps ◦ Pt = Ps.

The proposition below states a correspondence between path-dependent canon-
ical classes and path-dependent systems of projectors.

Proposition 2.7. The mapping

(Ps,η)(s,η)∈R+×Ω 7−→

(

Z 7−→ (η 7→ E

s,η[Z])
Bb(Ω) −→ Bb(Ω)

)

s∈R+

, (2.3)

is a bijection between the set of path-dependent system of probability measures
and the set of path-dependent system of projectors.

Definition 2.8. From now on, two elements in correspondence through the
previous bijection will be said to be associated.

Notation 2.9. Let (Ps)s∈R+
be a path-dependent system of projectors, and

(Ps,η)(s,η)∈R+×Ω the associated path-dependent system of probability measures.
Then for any r.v. φ ∈ L1(Ps,η), Ps[φ](η) will still denote the expectation of
φ under Ps,η. In other words we extend the linear form φ 7−→ Ps[φ](η) from
Bb(Ω) to L1(Ps,η).
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In relation to the all the statements of this section, we are given a progressive
path-dependent canonical class (Ps,η)(s,η)∈R+×Ω satisfying Hypothesis 2.3 and
the corresponding path-dependent system of projectors (Ps)s∈R+

.

Notation 2.10. For any (s, η) ∈ R+ × Ω we will consider the stochastic basis
(

Ω,Fs,η,Fs,η := (Fs,η
t )t∈R+

,Ps,η
)

where Fs,η (resp. Fs,η
t for all t) is F (resp.

Ft) augmented with the Ps,η negligible sets. Ps,η is extended to Fs,η.

We remark that, for any (s, η) ∈ R+×Ω, (Ω,Fs,η,Fs,η,Ps,η) is a stochastic
basis fulfilling the usual conditions, see 1.4 in [25] Chapter I.

The subsequent notions and results of the present subsection are taken from
Subsection 5.2 of [6]. From now on we are given a couple (D(A), A) verifying
the following.

Hypothesis 2.11.

1. D(A) is a linear subspace of the space of Fo-progressively measurable pro-
cesses;

2. A is a linear mapping from D(A) into the space of Fo-progressively mea-
surable processes;

3. for all Φ ∈ D(A), ω ∈ Ω, t ≥ 0,
∫ t

0
|AΦr(ω)|dr < +∞;

4. for all Φ ∈ D(A), (s, η) ∈ R+ × Ω and t ∈ [s,+∞[, we have

E

s,η
[

∫ t

s
|A(Φ)r |dr

]

< +∞ and Es,η[|Φt|] < +∞.

Inspired from the classical literature (see 13.28 in [25]) we introduce the
following notion of weak generator.

Definition 2.12. We say that (D(A), A) is a weak generator of a path-
dependent system of projectors (Ps)s∈R+

if for all Φ ∈ D(A), (s, η) ∈ R+ × Ω
and t ∈ [s,+∞[, we have

Ps[Φt](η) = Φs(η) +

∫ t

s

Ps[A(Φ)r ](η)dr. (2.4)

Definition 2.13.

1. (Ps,η)(s,η)∈R+×Ω will be said to solve the martingale problem associ-

ated to (D(A), A) if for every (s, η) ∈ R+ × Ω,

• Ps,η(ωs = ηs) = 1;

• Φ −
∫ ·

0 A(Φ)rdr, is on [s,+∞[ a (Ps,η,Fo)-martingale for all Φ ∈
D(A).

2. The martingale problem associated to (D(A), A) will be said to be well-

posed if for every (s, η) ∈ R+ × Ω there exists a unique Ps,η verifying
both items above.
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Proposition 2.14. (D(A), A) is a weak generator of (Ps)s∈R+
if and only if

(Ps,η)(s,η)∈R+×Ω solves the martingale problem associated to (D(A), A).
In particular, if (Ps,η)(s,η)∈R+×Ω solves the well-posed martingale problem

associated to (D(A), A) then (Ps)s∈R+
is the unique path-dependent system of

projectors for which (D(A), A) is a weak generator.

Remark 2.15.

• Proposition 2.14 associates analytically to (D(A), A) a unique path-dependent
system of projectors (Ps)s∈R+

through Definition 2.12.

• In the companion paper [6], Definition 2.12 and Proposition 2.14 were
stated in the case when the Lebesgue measure dr is replaced by a more
general non-atomic measure dV (r). For example dV could be a fractal
measure singular with respect to the Lebesgue measure. We will not use
that extension in the present paper.

3 BSDEs and abstract analytical problem

We keep using Notation 2.1. We fix a progressive path-dependent canonical
class (Ps,η)(s,η)∈R+×Ω verifying Hypothesis 2.3, and (Ps)s∈R+

the associated
path-dependent system of projectors. (Ps,η)(s,η)∈R+×Ω will model the forward
process evolution in the BSDEs.

In this section, we fix T > 0. By convention, any process (resp. function) Y
defined on [0, T ]×Ω (resp. [0, T ]) will be extended assigning the value YT after
time T .

3.1 BSDEs driven by a path-dependent MAF

Concerning path-dependent MAFs, the reader may consult Appendix A.1 for
basic definitions and results.

Notation 3.1. For a fixed (s, η) ∈ [0, T ] × Ω, we denote by dt ⊗ dPs,η the

measure on B([s, T ])⊗F defined by dt⊗ dPs,η(C) = Es,η
[

∫ T

s
1C(r, ω)dr

]

. For

any real p ≥ 1 we denote by Lp(dt⊗dPs,η) the space of (Fs,η
t )t∈[s,T ]-progressively

measurable processes Y such that ‖Y ‖p,s,η :=
(

E

s,η
[

∫ T

s
|Yr|pdr

])
1
p

<∞. By a

slight abuse of notation we will also say that a process indexed by [0, T ] belongs
to Lp(dt⊗ dPs,η) if its restriction to [s, T ]× Ω does.

H2
0(P

s,η) will denote the space of (Ps,η, (Fs,η
t )t∈[0,T ])-square integrable mar-

tingales vanishing at time s, hence on the interval [0, s] since Fs is Ps,η-trivial
by Corollary 3.3 in [6]; they will be defined up to indistinguishability.

For any p ≥ 1, we define Lp
uni as the linear space of Fo-progressively mea-

surable processes such that for all (s, η) ∈ [0, T ] × Ω, (Yt)t∈[s,T ] belongs to
Lp(dt ⊗ dPs,η). Let N be the linear subspace of Lp

uni constituted of elements
which are equal to 0 dt ⊗ dPs,η a.e. for all (s, η) ∈ [0, T ] × Ω. We denote
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L
p
uni := Lp

uni\N . Lp
uni can be equipped with the topology generated by the family

of semi-norms (‖ · ‖p,s,η)(s,η)∈[0,T ]×Ω which makes it a separate locally convex

topological vector space, see Theorem 5.76 in [1].

Definition 3.2. A set C ∈ Proo will be said to be of zero potential if 1C ∈ N ,

meaning that Es,η
[

∫ T

s
1C(t, ω)dt

]

= 0 for all (s, η), i.e. equivalently that 1C is

equal to 0 in L2
uni.

A property is said to hold quasi surely (or by abbreviation q.s.) on [0, T ]×Ω
if it holds everywhere except on a set of zero potential.

Remark 3.3. The terminology zero potential is inspired from classical potential
theory in the Markovian setup, whereas the terminology quasi surely comes from
the theory of capacities and is justified by the fact A is of zero potential if and
only if sup

(s,η)∈[0,T ]×Ω

dt⊗ dPs,η(A ∩ ([s, T ]× Ω)) = 0.

We now fix some some d ∈ N

∗ and d square integrable path-dependent
MAFs (see Definition A.1) (N1

t,u)0≤t≤u, · · · , (Nd
t,u)0≤t≤u with cadlag versions

Ns,η := (N1,s,η, · · · , Nd,s,η) under Ps,η for fixed (s, η).

Definition 3.4. N := (N1, · · · , Nd) will be called the driving MAF.

In relation to this driving MAF we introduce the following hypothesis, which
will be in force for the rest of the section.

Hypothesis 3.5. For every integer i such that 1 ≤ i ≤ d, N i has an absolutely

continuous angular bracket which (see Definition A.1) and d〈Ni〉t
dt

(see Notation
A.4) is q.s. bounded.

We consider some ξ, f verifying the following hypothesis.

Hypothesis 3.6.

1. ξ is an FT -measurable r.v. which belongs to L2(Ps,η) for every (s, η);

2. f : ([0, T ] × Ω) × R × Rd 7−→ R is measurable with respect to Proo ⊗
B(R)⊗ B(Rd) and such that

(a) f(·, ·, 0, 0) ∈ L2
uni;

(b) there exists K > 0 such that for all (t, ω, y, y′, z, z′) ∈ [0, T ] × Ω ×
R×R×Rd ×Rd

|f(t, ω, y′, z′)− f(t, ω, y, z)| ≤ K(|y′ − y|+ ‖z′ − z‖). (3.1)

An immediate application of Theorem 3.3 and Remark 3.4 in [4] is the fol-
lowing existence and uniqueness theorem.

Theorem 3.7. Assume the validity of Hypotheses 3.5, 3.6. For every (s, η) ∈
[0, T ] × Ω, there exists a unique couple of processes (Y s,η,M s,η) ∈ L2(dt ⊗
dPs,η)×H2

0(P
s,η) such that on [s, T ]
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Y s,η
· = ξ +

∫ T

·

f

(

r, ·, Y s,η
r ,

d〈M s,η, Ns,η〉r
dr

)

dr − (M s,η
T −M s,η

· ), (3.2)

in the sense of indistinguishability, under probability Ps,η.

Notation 3.8. For the rest of this section, at fixed (s, η) ∈ [0, T ] × Ω, the
previous equation will be denoted BSDEs,η(f, ξ). Its unique solution will be
denoted (Y s,η,M s,η) and we will use the notation Zs,η := (Z1,s,η, · · · , Zd,s,η) :=
(

d〈Ms,η ,Ns,η〉t
dt

)

t∈[s,T ]
.

Remark 3.9. We emphasize that equation BSDEs,η(f, ξ) of the present paper
corresponds to equation BSDE(ξ, f, t 7→ t, Ns,η) in [4].

The following proposition can be seen as a path-dependent extension of
Theorem 5.19 in [4]. Its proof is similar to the one in the Markovian setup and
is therefore postponed to the Appendix.

Proposition 3.10. Assume the validity of Hypotheses 3.5, 3.6. For any (s, η)
let (Y s,η,M s,η) be as introduced at Theorem 3.7. There exists a unique process
Y ∈ L2

uni, a square integrable path-dependent MAF (Mt,u)0≤t≤u and Z1, · · · , Zd ∈
L2
uni unique up to zero potential sets (see Definition 3.2) such that for all

(s, η) ∈ [0, T ]× Ω the following holds.

1. Y s,η is on [s, T ] a Ps,η-modification of Y ;

2. M s,η is the cadlag version of M under Ps,η;

3. For all integers i ∈ {1, . . . , d}, Zi = d〈Ms,η,Ni,s,η〉t
dt

dt⊗ dPs,η a.e.

Moreover, Y is given by Y : (s, η) 7−→ Y s,η
s .

3.2 Decoupled mild solutions for abstract operators

In this subsection, we assume that we are given some (D(A), A) satisfying Hy-
pothesis 2.11 and being a weak generator of (Ps)s∈R+

. We recall that by Propo-
sition 2.14, this implies that (Ps,η)(s,η)∈R+×Ω solves the martingale problem
associated to (D(A), A). By convention we will assume that every Φ ∈ D(A) is
constant after time T (meaning Φ = Φ·∧T ) and AΦ = 0 on ]T,+∞[.

Notation 3.11. For every Φ ∈ D(A) we introduce the MAF (see Proposition
A.2)

M [Φ]t,u(ω) := Φu(ω)− Φt(ω)−

∫ u

t

AΦr(ω)dr. (3.3)

For all (s, η) we denote by M [Φ]s,η its cadlag version.
We also denote Φs,η := Φs(η) +

∫ s∨·

s
(AΦ)rdr +M [Φ]s,η.
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Remark 3.12. By Proposition A.2, M [Φ]s,η is a cadlag (Ps,η,Fs,η)-martingale
which is a Ps,η-version of Φs∨·∧T − Φs(η)−

∫ s∨·

s
(AΦ)rdr and therefore Φs,η is

a cadlag special semimartingale which is a Ps,η-version of Φ on [s, T ].

Notation 3.13. Let Φ,Ψ ∈ D(A) be such that ΦΨ ∈ D(A). We denote by
Γ(Φ,Ψ) the process A(ΦΨ)− ΦA(Ψ)−ΨA(Φ). If Φ or Ψ is multidimensional,
then we define Γ(Φ,Ψ) as a vector or matrix, coordinate by coordinate.

When it exists, Γ(Φ,Φ) will be denoted Γ(Φ).

Γ can be interpreted as a path-dependent extension of the concept of carré
du champ operator in the theory of Markov processes.

Lemma 3.14. Let Φ,Ψ ∈ D(A) be such that ΦΨ ∈ D(A) and assume that both
M [Ψ],M [Φ] are square integrable MAFs. Then for any (s, η) ∈ [0, T ]×Ω we have

〈M s,η[Φ],M [Ψ]s,η〉 =
∫ s∨·∧T

s
Γ(Φ,Ψ)dr in the sense of Ps,η-indistinguishability.

In particular, Γ(Φ,Ψ) = d〈M [Φ],M [Ψ]〉t
dt

q.s., see Notation A.4.

Proof. We fix Φ,Ψ ∈ D(A), (s, η) ∈ [0, T ] × Ω and the associated probabil-
ity Ps,η. We recall that on [s, T ], Φs,η = Φs(η) +

∫ ·

s
A(Φ)rdr +M s,η[Φ] and

Ψs,η = Ψs(η) +
∫ ·

s
A(Ψ)rdr +M s,η[Ψ] are both cadlag special semimartingales;

since M s,η[Φ],M s,η[Ψ] are assumed to be square integrable martingales, they
have a well-defined quadratic covariation and angular bracket. Therefore, by
integration by parts on [s, T ] and by Lemma A.6 we have

Φs,ηΨs,η = Φs(η)Ψs(η) +
∫ ·

s
(ΨrA(Φ)r +ΦrA(Ψ)r)dr + 〈M s,η[Φ],M s,η[Ψ]〉

+
∫ ·

s
Φs,η

r−
dM s,η[Ψ]r +

∫ ·

s
Ψs,η

r−
dM s,η[Φ]r

+([M s,η[Φ],M s,η[Ψ]]− 〈M s,η[Φ],M s,η[Ψ]〉) .

On the other hand, since ΦΨ belongs to D(A), we also have that

Φs,ηΨs,η = (ΦΨ)s,η = Φs(η)Ψs(η) +

∫ ·

s

A(ΦΨ)rdr +M s,η[ΦΨ]. (3.4)

By uniqueness of the decomposition of a special semimartingale, we can identify
the predictable bounded variation part in the two previous decompositions, and
we get

∫ ·

s

(ΨrA(Φ)r +ΦrA(Ψ)r)dr + 〈M s,η[Φ],M s,η[Ψ]〉 =

∫ ·

s

A(ΦΨ)rdr, (3.5)

hence that

〈M s,η[Φ],M s,η[Ψ]〉 =

∫ ·

s

(A(ΦΨ)r −ΨrA(Φ)r − ΦrA(Ψ)r)dr, (3.6)

and the proof is complete.

Lemma 3.15. If Φ ∈ D(A), Φ2 ∈ D(A) and AΦ ∈ L2
uni, then the MAF M [Φ]

is square integrable. Moreover, sup
t∈[s,T ]

|Φs,η
t | ∈ L2(Ps,η) for all (s, η).

13



Proof. Let (s, η) be fixed. We have (Φs,η)2 = Φ2
s(η) +

∫ ·

s
A(Φ2)rdr +M s,η[Φ2],

where M s,η[Φ2] is a martingale, hence takes L1-values; moreover A(Φ2) ∈
L1(dt⊗dPs,η), see Hypothesis 2.11. It is therefore clear that Φs,η has L2-values.
Since

Φs,η = Φs(η) +

∫ ·

s

A(Φ)rdr +M s,η[Φ], (3.7)

by Cauchy-Schwarz inequality we have

(M s,η[Φ]T )
2 ≤ 4(Φ2

s(η) + (T − s)

∫ T

s

A(Φ)2rdr + (Φs,η
T )2).

The right-hand side belongs to L1 because AΦ ∈ L2
uni, Φ

2
s(η) is deterministic

and Φs,η takes L2 values, therefore M s,η[Φ] ∈ H2(Ps,η).
Concerning the second statement, (3.7) yields

sup
t∈[s,T ]

(Φs,η
t )2 ≤ 4(Φ2

s(η) + (T − s)

∫ T

s

A(Φ)2rdr + sup
t∈[s,T ]

(M s,η[Φ]t)
2) ∈ L1,

by Doob’s inequality because M s,η[Φ] ∈ H2(Ps,η).

We will now be interested in a specific type of driving MAF N , see Definition
3.4.

We fix Ψ1, · · · ,Ψd ∈ D(A) verifying the following.

Hypothesis 3.16. For every 1 ≤ i ≤ d,

1. Ψi, A(Ψi) ∈ L2
uni;

2. (Ψi)2 ∈ D(A);

3. Γ(Ψi) is bounded.

Remark 3.17.

1. (M [Ψ1], · · · ,M [Ψd]) is a vector of square integrable MAFs verifying Hy-
pothesis 3.5. This follows because of Lemmas 3.14 and 3.15.

2. In the sequel of Section 3, we therefore work with the driving MAF N =
M [Ψ] := (M [Ψ1], · · · ,M [Ψd]), see Definition 3.4. With this choice we fit
the framework of Section 3.1.

3. In particular, Theorem 3.7 and Proposition 3.10 apply: for all (s, η) there
is a unique solution (Y s,η,M s,η) of the BSDEs,η(f, ξ) (3.2), where the
driving MAF is N =M [Ψ].

We now consider the abstract path-dependent non-linear evolution equation:
{

AΦ + f(·, ·,Φ,Γ(Φ,Ψ)) = 0 on [0, T ]× Ω
ΦT = ξ on Ω.

(3.8)

Inspired by an analogous notion in the Markovian framework (see [4]) and
by the classical notion of mild solution, we introduce the corresponding notion
of decoupled mild solution for (3.8).
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Definition 3.18. Let Y, Z1, · · · , Zd ∈ L2
uni (see Notation 3.1) and denote Z :=

(Z1, · · · , Zd).

1. The couple (Y, Z) will be called solution of the identification problem
related to (f, ξ) or simply solution of IP (f, ξ) if for every (s, η) ∈
[0, T ]× Ω,















Ys(η) = Ps[ξ](η) +
∫ T

s
Ps [f (r, ·, Yr, Zr)] (η)dr

(YΨ1)s(η) = Ps[ξΨ
1

T ](η)−
∫ T

s
Ps

[(

Z1

r + YrA(Ψ1)r −Ψ1

rf (r, ·, Yr, Zr)
)]

(η)dr
· · ·

(YΨd)s(η) = Ps[ξΨ
d
T ](η)−

∫ T

s
Ps

[(

Zd
r + YrA(Ψd)r −Ψd

rf (r, ·, Yr, Zr)
)]

(η)dr.
(3.9)

2. A process Y will be called decoupled mild solution of (3.8) if there
exist some Z such that the couple (Y, Z) is a solution of IP (f, ξ).

Theorem 3.19. Assume the validity of Hypothesis 3.16 for Ψ1, . . . ,Ψd and of
Hypothesis 3.6 for (f, ξ).

1. IP (f, ξ) admits a unique solution (Y, Z) ∈ L2
uni× (L2

uni)
d. By uniqueness

we mean more precisely the following: if (Y, Z) and (Ȳ , Z̄) are two solu-
tions then Y and Ȳ are identical and Z = Z̄ q.s. In particular, there is a
unique decoupled mild solution Y of (3.8).

2. For every (s, η), let (Y s,η,M s,η) be the solution of BSDEs,η(f, ξ) (3.2)
with Ns,η =M [Ψ]s,η. Then, for every (s, η), Ys(η) = Y s,η

s , and (Z1, . . . , Zd)
are identified as in item 3. of Proposition 3.10 with N =M [Ψ].

Proof. We start establishing existence in item 1. Let Y, Z be the processes
introduced in Proposition 3.10. A direct consequence of that proposition, of
Lemma A.6 and of equations BSDEs,η(f, g) is that for every (s, η) ∈ [0, T ]×Ω,
we have

Ys = ξ +

∫ T

s

f (r, ·, Yr, Zr) dr − (M s,η
T −M s,η

s ) P

s,η a.s. (3.10)

Taking the expectation, applying Fubini’s theorem and using the fact that M s,η

is a martingale, in agreement with Remark 2.4 we get

Ys(η) = Ps[ξ](η) +

∫ T

s

Ps[f(r, ·, Yr, Zr)](η)dr. (3.11)

We now fix an integer 1 ≤ i ≤ d and (s, η) ∈ [0, T ]× Ω. By Remark 3.12. we
recall that the process Ψi admits on [s, T ] a Ps,η-modification which is a cadlag
special semimartingale with decomposition

Ψi,s,η = Ψi
s(η) +

∫ ·

s

A(Ψi)rdr +M [Ψi]s,η. (3.12)
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Applying the integration by parts formula to Y s,ηΨi,s,η, we get

d(Y s,ηΨi,s,η)t = −Ψi,s,η
t f(t, ·, Y s,η

t , Z
s,η
t )dt+Ψi,s,η

t−
dM

s,η
t + Y

s,η
t A(Ψi)tdt

+ Y
s,η

t−
dM [Ψi]s,ηt + d[M s,η,M [Ψi]s,η]t,

hence integrating between s and T , by Proposition 3.10 and by Lemma A.6,

Ys(η)Ψ
i
s(η) = ξΨi

T −

∫ T

s

(YrA(Ψ
i)r −Ψi

rf(r, ·, Yr, Zr))dr −

∫ T

s

Ψi,s,η

r−
dM s,η

r

(3.13)

−

∫ T

s

Y
s,η

r−
dM [Ψi]s,ηr − [M s,η,M [Ψi]s,η]T .

We wish once again to take the expectation and to use Fubini’s theorem. Since
Y,A(Ψi),Ψi, f(·, ·, Y, Z) ∈ L2

uni then (YrA(Ψ
i)r −Ψi

rf(r, ·, Yr, Zr)) ∈ L1
uni.

By Lemma 3.15 we have sup
t∈[s,T ]

|Ψi,s,η
t | ∈ L2(Ps,η) and M [Ψi]s,η ∈ H2(Ps,η).

We also have M s,η ∈ H2(Ps,η), and by Remark A.11 in [4], sup
t∈[s,T ]

|Y s,η
t | ∈

L2(Ps,η). We recall that this implies that both
∫ ·

s
Ψi,s,η

r−
dM s,η

r and
∫ ·

s
Y

s,η

r−
dM [Ψi]s,ηr

are martingales, see for example Lemma 3.15 in [2]. Finally, since by Lemma
3.15, Ψi

T ∈ L2(Ps,η) and since ξ ∈ L2(Ps,η), then ξΨi
T ∈ L1(Ps,η). So we can

take the expectation in (3.13) to get

Ys(η)Ψ
i
s(η) = Es,η

[

ξΨi
T −

∫ T

s
(YrA(Ψi)r −Ψi

rf(r, ·, Yr, Zr))dr − [Ms,η,M [Ψi]s,η ]T
]

= Es,η
[

ξΨi
T −

∫ T

s
(YrA(Ψi)r −Ψi

rf(r, ·, Yr, Zr))dr − 〈Ms,η,M [Ψi]s,η〉T
]

= Es,η
[

ξΨi
T −

∫ T

s
(Zi

r + YrA(Ψi)r −Ψi
rf(r, ·, Yr, Zr))dr

]

,

(3.14)

where the latter equality yields from Proposition 3.10. Since Zi ∈ L2
uni and

(YrA(Ψ
i)r −Ψi

rf(r, ·, Yr, Zr)) ∈ L1
uni, by Fubini’s Theorem we have

Ys(η)Ψ
i
s(η) = Ps[ξΨ

i
T ](η)−

∫ T

s

Ps[Z
i
r + YrA(Ψ

i)r −Ψi
rf(r, ·, Yr, Zr)](η)dr.

(3.15)
This shows existence in item 1. The validity of item 2. comes from the choice
of (Y, Z) and by Proposition 3.10.

We will now proceed showing uniqueness in item 1. We assume the existence
of U,W 1, · · · ,W d ∈ L2

uni such that for all (s, η) ∈ [0, T ]× Ω,







Us(η) = Ps[ξ](η) +
∫ T

s
Ps[f(r, ·, Ur,Wr)](η)dr

Us(η)Ψ
i
s(η) = Ps[ξΨ

i
T ](η) −

∫ T

s
Ps[W

i
r + UrA(Ψ

i)r −Ψi
rf(r, ·, Ur,Wr)](η)dr

1 ≤ i ≤ d.

(3.16)
We will show that U = Y and that for all (s, η), 1 ≤ i ≤ d,

W i = d〈Ms,η,M [Ψi]s,η〉r
dr

, dt⊗ dPs,ηa.e. hence that W = Z q.s.
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We fix (s, η) ∈ [0, T ]× Ω. We define the process M̄ as being equal to 0 on
[0, s] and to Ut − Us(η) +

∫ t

s
f(r, ·, Ur,Wr)dr for t ∈ [s, T ]. Let us fix t ∈ [s, T ].

We emphasize that U and M̄ are a priori not cadlag. Applying the first line of
(3.16) to (s, η) := (t, ω), we get, Ps,η a.s.

Ut(ω) = Pt[ξ](ω) +
∫ T

t
Pt[f(r, ·, Ur,Wr)](ω)dr

= E

t,ω
[

ξ +
∫ T

t
f(r, ·, Ur,Wr)dr

]

= E

s,η
[

ξ +
∫ T

t
f(r, ·, Ur,Wr)dr|Ft

]

,

(3.17)

thanks to Remark 2.4. From this we deduce that for all t ∈ [s, T ],

M̄t = E
s,η

[

ξ +

∫ T

s

f(r, ·, Ur,Wr)dr

∣

∣

∣

∣

∣

Ft

]

− Us(η) P

s,ηa.s. (3.18)

In particular M̄ is a Ps,η-martingale on [s, T ]. Since (Ω,Fs,η,Fs,η,Ps,η) fulfills
the usual conditions, M̄ admits a cadlag version which we will denote M̄ s,η.
Then U admits on [s, T ] a cadlag version Us,η which is a special semimartingale
with decomposition

Us,η := Us(η)−

∫ ·

s

f(r, ·, Ur,Wr)dr + M̄ s,η

(3.19)

= Us(η)−

∫ ·

s

f(r, ·, Us,η
r ,Wr)dr + M̄ s,η,

where the second equality follows by the fact that Us,η is a version of U and by
Lemma A.6. By (3.17), we have Us,η

T = UT = ξ, Ps,η-a.s. so,

Us,η = ξ +

∫ T

·

f(r, ·, Us,η
r ,Wr)dr − (M̄ s,η

T − M̄ s,η). (3.20)

We show below that (Us,η, M̄ s,η) solvesBSDEs,η(f, ξ) on [s, T ]. For this, we are

left to show that W = d〈M̄s,η,M [Ψ]s,η〉t
dt

, dt⊗ dPs,η a.e., and that (Us,η, M̄ s,η) ∈
L2(dt⊗dPs,η)×H2

0(P
s,η). By (3.18) together with Jensen’s and Cauchy-Schwarz

inequalities we have

E

s,η[M̄2
T ]

= E

s,η
[

(ξ − Us(η) +
∫ T

s
f(r, ·, Ur,Wr)dr)

2
]

≤ 4
(

Us(η)
2 +Es,η[ξ2] + (T − s)Es,η

[

∫ T

s
f2(r, ·, Ur,Wr)dr)

])

,

(3.21)

where the latter term is finite because f(·, ·, 0, 0), U,W 1, · · · ,W d ∈ L2
uni and

because of the Lipschitz condition on f . So the cadlag version M̄ s,η of M̄ ,
belongs to H2

0(P
s,η). We fix again some 1 ≤ i ≤ d.
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Combining the second line of (3.16) with this fixed integer i, applied with
(t, ω) instead of (s, η), Fubini’s lemma and Remark 2.4, we get the Ps,η-a.s.
equalities

Ut(ω)Ψ
i
t(ω)

= Pt[ξΨ
i
T ](ω)−

∫ T

t
Pt

[(

W i
r + UrA(Ψ

i)r −Ψi
rf (r, ·, Ur,Wr)

)]

(ω)dr

= E

t,ω
[

ξΨi
T −

∫ T

t

(

W i
r + UrA(Ψ

i)r −Ψi
rf (r, ·, Ur,Wr)

)

dr
]

= E

s,η
[

ξΨi
T −

∫ T

t

(

W i
r + UrA(Ψ

i)r −Ψi
rf (r, ·, Ur,Wr)

)

dr|Ft

]

(ω).

(3.22)
We introduce the process M̃ i equal to 0 on [0, s[ and defined on [s, T ] by

M̃ i
t := UtΨ

i
t−Us(η)Ψ

i
s(η)−

∫ t

s

(

W i
r + UrA(Ψ

i)r −Ψi
rf (r, ·, Ur,Wr)

)

dr. (3.23)

Similarly as for (3.18), we deduce from (3.22) that for all t ∈ [s, T ], Ps,η a.s.,

M̃ i
t = E

s,η
[

ξΨi
T −

∫ T

s

(

W i
r + UrA(Ψ

i)r −Ψi
rf (r, ·, Ur,Wr)

)

dr|Ft

]

−Us(η)Ψ
i
s(η)

So M̃ i is a Ps,η-martingale. Under Ps,η, we consider the cadlag version M̃ i,s,x

of M̃ i.
It follows by (3.23) that the process

Us(η)Ψ
i
s(η) +

∫ ·

s

(

W i
r + UrA(Ψ

i)r −Ψi
rf (r, ·, Ur,Wr)

)

dr + M̃ i,s,η, (3.24)

is a cadlag special semimartingale which is a Ps,η-version of UΨi on [s, T ] hence
indistinguishable from Us,ηΨi,s,η on [s, T ] since Us,η (resp. Ψi,s,η) is a cadlag
version of U (resp. Ψi). Using (3.19) and integrating by parts, on [s, T ] we also
get for Us,ηΨi,s,η the decomposition

Us,ηΨi,s,η

= Us(η)Ψ
i
s(η) +

∫ ·

s
Us,η
r A(Ψi)rdr +

∫ ·

s
U

s,η

r−
dM [Ψi]s,ηr

−
∫ ·

s
Ψi,s,η

r f(r, ·, Ur,Wr)dr +
∫ ·

s
Ψi,s,η

r−
dM̄ s,η

r + [M̄ s,η,M [Ψi]s,η]

= Us(η)Ψ
i
s(η) +

∫ ·

s
(Us,η

r A(Ψi)r −Ψi,s,η
r f(r, ·, Ur,Wr))dr + 〈M̄ s,η,M [Ψi]s,η〉

+
∫ ·

s
U

s,η

r−
dM [Ψi]s,ηr +

∫ ·

s
Ψi,s,η

r−
dM̄ s,η

r +
(

[M̄ s,η,M [Ψi]s,η]− 〈M̄ s,η,M [Ψi]s,η〉
)

.

(3.25)
(3.24) and (3.25) provide now two ways of decomposing the special semimartin-
gale Us,ηΨi,s,η into the sum of an initial value, a bounded variation predictable
process vanishing at time s and of a local martingale vanishing at time s.

By uniqueness of the decomposition of a special semimartingale, identifying
the bounded variation predictable components and using Lemma A.6 we get

∫ ·

s
(W i

r + UrA(Ψ
i)r −Ψi

rf(r, ·, Ur,Wr))dr
= 〈M̄ s,η,M [Ψi]s,η〉+

∫ ·

s
(UrA(Ψ

i)r −Ψi
rf(r, ·, Ur,Wr))dr.

(3.26)

This yields that 〈M̄ s,η,M [Ψi]s,η〉 and
∫ ·

s
W i

rdr are indistinguishable on [s, T ].
Since this holds for all i, thanks to (3.20) we have

Us,η = ξ +

∫ T

·

f

(

r, ·, Us,η
r ,

d〈M̄ s,η,M [Ψ]s,η〉r
dr

)

dr − (M̄ s,η
T − M̄ s,η), (3.27)
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with M̄ s,η ∈ H2
0(P

s,η). This implies of course that (Us,η, M̄ s,η) is a solution of
BSDEs,η(f, ξ). Thanks to the uniqueness statement for BSDEs, see Theorem
3.7, this shows Us,η = Y s,η and M̄ s,η =M s,η in the sense of indistinguishability.
In particular, the first equality gives

Us(η) = Us,η
s = Y s,η

s = Ys(η) a.s. (3.28)

Since this holds for all (s, η), we have U = Y . On the other hand, for all i we

have W i
t = d〈M̄s,η ,M [Ψi]s,η〉t

dt
= d〈Ms,η ,M [Ψi]s,η〉t

dt
= Zi

t dt⊗dP
s,η a.e. for all (s, η)

hence W i = Zi q.s. This concludes the proof of uniqueness.

4 Decoupled mild solutions of path-dependent PDEs

and IPDEs

In this section we keep using Notation 2.1, but E = R

d for some d ∈ N

∗

and (X1
t , · · · , X

d
t )t∈R+

will denote the coordinates of the canonical process,see
Notation 2.1. T > 0 will be a fixed horizon.

For the convenience of the reader, the stopped canonical process (X1, · · · , Xd)T

will still be by denoted (X1, · · · , Xd).

4.1 Path-dependent SDEs

We now recall some notions and results concerning a family of path-dependent
SDEs with jumps whose solution provide examples of path-dependent canonical
classes. In this subsection, all results come from Section 6 in [6]. We will also
refer to notions of [25] Chapters II, III, VI and [24] Chapter XIV.5.

Notation 4.1. For any t ∈ R+, we denote Ωt := {ω ∈ Ω : ω = ωt} the set of
paths which are constant after time t. We also denote Λ := {(s, η) ∈ R+ × Ω :
η ∈ Ωs}.

Proposition 4.2. Λ is a closed subspace of R+×Ω, hence a Polish space when
equipped with the induced topology. The Borel σ-field B(Λ) is equal to the trace
σ-field Λ ∩ Proo.

From now on, Λ, introduced in Notation 4.1, is equipped with the induced
topology and the trace σ-field.

We fix a bounded positive measure F on (Rd,B(Rd)) not charging 0, and some
coefficients:

• β, a bounded Rd-valued Fo-predictable process;

• σ, a bounded Md(R)-valued Fo-predictable process;

• γ, a bounded Rd-valued Preo ⊗B(Rd)-measurable function on R+ ×Ω×
R

d,
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defined on the canonical space.

Definition 4.3. Let (s, η) ∈ R+ × Ω. We call weak solution of the SDE

with coefficients β, σ, γ and starting in (s, η) any probability measure
P

s,η on (Ω,F) such that there exists a stochastic basis fulfilling the usual con-
ditions (Ω̃, F̃ , F̃, P̃) on which is defined a d-dimensional Brownian motion W

and a Poisson measure p of intensity q(dt, dx) := dt ⊗ F (dx), W, p being op-
tional for the filtration F̃, a d-dimensional F̃-adapted cadlag process X̃ such
that Ps,η = P̃ ◦ X̃−1 and such that the following holds.

Let β̃, σ̃, γ̃ be defined by β̃t := βt ◦ X̃, σ̃t := σt ◦ X̃ for all t ∈ R+ and
γ̃t(·, x) := γt(X̃, x) for all (t, x) ∈ R+ ×Rd. Then

• for all t ∈ [0, s], X̃t = η(t) P̃ a.s.;

• X̃t = η(s) +
∫ t

s
β̃rdr +

∫ t

s
σ̃rdWr + γ̃ ⋆ (p− q)t P̃ a.s. for all t ≥ s,

where ⋆ is the integration against random measures, see [25] Chapter II.2.d for
instance.

Definition 4.4. Let s ∈ R+ and (Yt)t≥s be a cadlag special semimartingale de-
fined on the canonical space with (unique) decomposition Y = Ys+B+M c+Md,
where B is predictable with bounded variation, M c a continuous local martin-
gale, Md a purely discontinuous martingale, all three vanishing at time s. We
will call characteristics of Y the triplet (B,C, ν) where C = 〈M c〉 and ν is
the predictable compensator of the measure of the jumps of Y .

There are several equivalent characterizations of weak solutions of path-
dependent SDEs with jumps which we will now state in our setup.

Notation 4.5. For any f ∈ C2
b (R

d) and t ≥ 0, we denote by Atf the r.v.

βt · ∇f(Xt) +
1
2Tr(σσ

⊺∇2f(Xt))
+

∫

R

d(f(Xt + γt(·, y))− f(Xt)−∇f(Xt) · γt(·, y))F (dy).
(4.1)

Proposition 4.6. Let (s, η) ∈ R+ × Ω be fixed and let P ∈ P(Ω). There is
equivalence between the following items.

1. P is a weak solution of the SDE with coefficients β, σ, γ starting in (s, η).

2. P(ωs = ηs) = 1 and, under P, (Xt)t≥s is a special semimartingale with
characteristics

B =
∫ ·

s
βrdr;

C =
∫ ·

s
(σσ⊺)rdr;

ν : (ω,A) 7−→
∫ +∞

s

∫

R

d 1A(r, γr(ω, y))1{γr(ω,y) 6=0}F (dy)dr.
(4.2)

3. P(ωs = ηs) = 1 and f(X·)−
∫ ·

s
Arfdr is on [s,+∞[ a (P,Fo)-martingale

for all f ∈ C2
b (R

d).
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Theorem 4.7. Assume that for every (s, η) ∈ R+ × Ω, the SDE with coeffi-
cients β, σ, γ and starting in (s, η) admits a unique weak solution Ps,η. Then
(Ps,η)(s,η)∈R+×Ω is a path-dependent canonical class verifying Hypothesis 2.3.

We introduce the following hypothesis on the coefficients triple (β, σ, γ).

Hypothesis 4.8.

1. β, σ (resp. γ) are bounded and for Lebesgue almost all t (resp. dt ⊗ dF

almost all (t, y)), βt, σt (resp. γt(·, y)) are continuous.

2. For every (s, η) ∈ R+ × Ω there exists a unique weak solution Ps,η of the
SDE of coefficients β, σ, γ starting in (s, η), see Definition 4.3.

In the example below we mention a class of conditions on the coefficients for
which it is known that there is existence and uniqueness of a weak solution for
the path-dependent SDE, see Theorem 14.95 and Corollary 14.82 in [24].

Example 4.9. Assume that β, σ, γ are bounded. Moreover we suppose that for
all n ∈ N∗ there exist Kn

2 ∈ L1
loc(R+) and a Borel function Kn

3 : R+×Rd → R

such that
∫

R

d K
n
3 (·, y)F (dy) ∈ L1

loc(R+) verifying the following. For all x ∈ Rd,
t ≥ 0 and ω, ω′ ∈ Ω such that sup

r≤t

‖ω(r)‖ ≤ n and sup
r≤t

‖ω′(r)‖ ≤ n, we have

• ‖σt(ω)− σt(ω
′)‖ ≤ Kn

2 (t)sup
r≤t

‖ω(r)− ω′(r)‖2;

• ‖γ(t, ω, x)− γ(t, ω′, x)‖ ≤ Kn
3 (t, x)sup

r≤t

‖ω(r)− ω′(r)‖2.

Finally assume that one of the two following hypotheses are fulfilled.

1. For all n ∈ N

∗, there exists Kn
1 ∈ L1

loc(R+) such that for all t ≥ 0
and ω, ω′ ∈ Ω verifying sup

r≤t

‖ω(r)‖ ≤ n and sup
r≤t

‖ω′(r)‖ ≤ n, we have

‖βt(ω)− βt(ω
′)‖ ≤ Kn

1 (t)sup
r≤t

‖ω(r)− ω′(r)‖;

2. there exists c > 0 such that for all x ∈ Rd, t ≥ 0 and ω ∈ Ω, x⊺σt(ω)σt(ω)
⊺x ≥

c‖x‖2.

Then item 2. of Hypothesis 4.8 is satisfied.

Proposition 4.10. Assume that Hypothesis 4.8 holds. Then (Ps,η)(s,η)∈R+×Ω

is a progressive path-dependent canonical class verifying Hypothesis 2.3.

4.2 Dupire’s derivatives and path-dependent stochastic cal-
culus

We will recall here some notions and results introduced in [16] and later devel-
oped in [11].
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Definition 4.11. From now on, an Fo-progressively measurable process with
values in Rn for some n ∈ N∗ will also be called an Rn-valued functional. If
n = 1, Φ will be said real-valued functional.

We recall that such an Rn-valued functional can also be seen (by con-
sidering its restriction on Λ) as a Borel function from Λ to Rn, see Definition
4.1 and Proposition 4.2. In the sequel we will not distinguish between an Fo-
progressively measurable process and its restriction to Λ.

Notation 4.12. For all t ≥ 0, we denote Λt := {(s, η) ∈ [0, t] × Ω : η ∈ Ωs}
which is clearly a closed subspace of Λ and of R+×Ω. On ΛT we denote by d∞
the distance defined by d∞((s1, η1), (s2, η2)) := sup

t∈[0,T ]

|η2(t)− η1(t)| + |s2 − s1|.

This distance induces a topology on ΛT which is stronger than its natural
induced topology inherited from R+ × Ω.

Definition 4.13. Let Φ be some Rn-valued functional. Φ will be said to be
continuous if it is continuous with respect to d∞.

The following definitions and notations are adapted from [10].

Definition 4.14. In the whole definition, we fix Φ to be a real-valued functional,
constant after time T , i.e. such that Φt(ω) = Φt∧T (ω) for all (t, ω).

Let (s, η) ∈ ΛT . We say that Φ is space differentiable at (s, η) if

x 7−→ Φs(η + x1[s,T ])
R

d −→ R,
(4.3)

is differentiable in 0. The corresponding gradient at 0 is denoted ∇Φs(η).
We say that Φ is space differentiable if it is space differentiable in (s, η)

for all (s, η) ∈ ΛT . In this case, ∇Φ : (s, η) 7−→ ∇Φ(s, η) defined on ΛT , will
be called the gradient of Φ. We remark that, whenever that derivation gradient
is Borel, it defines an Rd-valued functional. Its coordinates will be denoted
(∇iΦ)i≤d.

Similarly, we can define the Hessian ∇2Φs(η) of Φ at some point (t, η). It
belongs to the space of symmetric matrices of size d and its coordinates will be
denoted (∇2

i,jΦs(η))i,j≤d.
Let (s, η) ∈ ΛT (implying that η is constant after time s). We say that Φ is

time differentiable at (s, η) ∈ ΛT , s < T if

t 7−→ Φt(η)
[s, T ] −→ R,

(4.4)

admits a right-derivative at s. The corresponding derivative will be denoted
DΦs(η).

We say that Φ is time differentiable if it is time differentiable in (s, η) for
all (s, η) ∈ ΛT such that s < T and the limit DΦT (η) := lims↑T DΦs(η

s) exists
for every η ∈ ΩT . In this case, DΦ : (s, η) 7−→ DΦs(η) will be called the time

derivative of Φ.
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If it is Borel, it defines a real-valued functional. Φ will be said continuous

at fixed times if for all t ∈ [0, T ], Φt(·) : Ωt 7−→ R is continuous with respect
to the sup norm on Ωt.

By convention, if Ψ = DΦ,∇Φ,∇2Φ is well-defined on ΛT , it will be ex-
tended on [0, T ]×Ω by setting Ψt(ω) := Ψt(ω

t) and on ]T,+∞[×Ω by the value
0.

Φ will be said left-continuous if for all t ∈ [0, T ], ǫ > 0, ω ∈ Ωt, there
exists ζ > 0 such that for any (t′, ω′) ∈ Λt verifying d∞((t, ω), (t′, ω′)) < ζ we
have |Φt(ω)− Φt′(ω

′)| ≤ ǫ.
Φ will be said boundedness preserving if for any compact set K of Rd

there exists a constant CK > 0 such that for all t ∈ [0, T ] and ω ∈ Ωt taking
values in K, we have |Φt(ω)| ≤ CK .

Φ will be said to have the horizontal local Lipschitz property if for all
(t, ω) ∈ ΛT , there exists C > 0 and ζ > 0 such that for all (s, η) ∈ ΛT verifying
d∞((t, ω), (s, η)) ≤ ζ we have for all 0 ≤ t1 ≤ t2 ≤ s that |Φt2(η

t1)−Φt1(η
t1)| ≤

C|t2 − t1|.

Notation 4.15. We denote by C1,2
b (ΛT ) the space of real-valued functionals Φ

constant after time T , which admit a time derivative and space derivatives up to
order two such that Φ, DΦ,∇Φ,∇2Φ are boundedness preserving, left-continuous
and are continuous at fixed time.

This space is stable by pointwise sum and product.

Notation 4.16. For every ω ∈ Ω, and t ≥ 0, we denote by ωt− the element of
Ωt defined by ωt−(r) = ω(r) if r ∈ [0, t[ and ωt−(r) = ω(t−) otherwise.

For any process Y and time t ≥ 0, we denote ∆Yt := Yt − Yt− .

The following path-dependent Itô formula comes from [10] Proposition 6.1.
We formulate it in our setup.

Theorem 4.17. Let P be a probability measure on the canonical space (Ω,F).
Let s ∈ [0, T ] and assume that under probability P, the canonical process X is
such that (Xt)t∈[s,T ] is an (Ft)t∈[s,T ]-semimartingale. Let Φ ∈ C1,2

b (ΛT ) and
assume that ∇Φ has the horizontal local Lipschitz property. Then (Φt)t∈[s,T ] is
an (Ft)t∈[s,T ]-semimartingale and we have

Φ = Φs +

∫ ·

s

DΦrdr +

∫ ·

s

∇ΦrdXr +
1

2

∫ ·

s

Tr((∇2Φr)
⊺d〈Xc〉r)

+
∑

r∈]s,·]:∆Xr 6=0

(Φr(ω)− Φr(ω
r−)−∇Φr(ω

r−) ·∆Xr),

in the sense of P-indistinguishability.

We recall the following elementary example.

Lemma 4.18. Let h ∈ C1,2([0, T ]×Rd) then H : (t, ω) 7−→ h(t ∧ T, ω(t ∧ T ))
belongs to C1,2

b (ΛT ) and DH : (t, ω) 7→ ∂th(t, ω(t))1[0,T ](t), ∇H : (t, ω) 7→
∇xh(t, ω(t))1[0,T ](t), ∇

2H : (t, ω) 7→ ∇2
xh(t, ω(t))1[0,T ](t).
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Remark 4.19.

1. In Lemma 4.18, it is moreover clear that if h does not depend on t then
∇H has the horizontal local Lipschitz property, hence that Theorem 4.17
above applies for Φ = H.

2. In particular, for any i ∈ [[1, d]], X i ∈ C1,2
b (ΛT ), DX

i ≡ 0, ∇X i ≡ ei1[0,T ]

and ∇2X i ≡ 0, where (e1, · · · , ed) denotes the Euclidean basis of Rd.

4.3 Decoupled mild solutions of path-dependent (I)PDEs

We fix some coefficients β, σ, γ verifying Hypothesis 4.8 but vanishing after time
T . We denote by (Ps,η)(s,η)∈R+×Ω the weak solution of the corresponding
SDE. By Proposition 4.10 it defines a progressive path-dependent canonical
class verifying Hypothesis 2.3. We denote again by (Ps)s∈R+

the associated
path-dependent system of projectors, see Definition 2.8.

Definition 4.20. Let Φ be an Fo-progressively measurable process constant
after time T . Φ will be said to have polynomial growth if there exists C > 0,
p ∈ N∗ such that for all (t, ω) ∈ [0, T ]× Ω, |Φt(ω)| ≤ C(1 + sup

r≤t

‖ω(r)‖p).

A r.v. ξ will be said to have polynomial growth if there exists C > 0,
p ∈ N∗ such that |ξ(ω)| ≤ C(1 + sup

r≤T

‖ω(r)‖p).

Lemma 4.21. For any finite p ≥ 1, (s, η) ∈ [0, T ]× Ω, sup
t∈[s,T ]

|X i
t | ∈ Lp(Ps,η).

Proof. We fix some (s, η) ∈ [0, T ]×Ω, 1 ≤ i ≤ d and some finite p ≥ 1. A direct
consequence of Proposition 4.6 item 2. and of Definition 4.4 a is that under Ps,η,

X i may be decomposed on [s, T ] as ηi(s)+
∫ ·

s
βi
rdr+M c+Md where M c (resp.

Md) is a continuous (resp. purely discontinuous) local martingale.
∫ ·

s
βi
rdr is

bounded and M c is a continuous local martingale with bounded bracket 〈M c〉 =
[M c] =

∫ ·

s
(σσ⊺)irdr hence by BDG inequality, sup

t∈[s,T ]

|M c
t | ∈ Lp(Ps,η). In order

to conclude, we are therefore left to show that the same holds for Md. We have
Md

t =
∑

r≤t

∆X i
r −

∫ t

s

∫

R

d γ
i
r(·, y)F (dy)dr, where the integral in previous formula

is bounded, because γ is bounded. So we need to show that

(

∑

r≤T

|∆X i
r|

)

∈

Lp(Ps,η). Observing the definition of Ps,η and X̃ in Definition 4.3 it is clear that
since γ is bounded then the jumps of X under Ps,η are bounded. So finally, we
are left to show that the number of jumps ofX i, meaning

∑

r≤T

1∆Xi
r 6=0, belongs to

Lp(Ps,η). This holds since X can jump only if the underlying Poisson measure
p jumps (see Definition 4.3) and the number of jumps of p on [s, T ] is a Poisson
r.v. of parameter (T − s)F (Rd) which admits a finite p-th moment.
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Notation 4.22. We set D(A) to be the space of real-valued functionals Φ ∈
C

1,2
b (ΛT ) such that Φ, DΦ,∇Φ,∇2Φ have polynomial growth and such that ∇Φ

has the horizontal local Lipschitz property. We define the map A on D(A) by
setting for every Φ ∈ D(A)

(AΦ)t(ω) := DΦt(ω) +
1
2Tr((σσ

⊺)t(ω)∇2Φt(ω)) + βt(ω) · ∇Φt(ω)
+
∫

R

d(Φt(ω + γt(ω, y)1[t,+∞[)− Φt(ω)− γt(ω, y) · ∇Φt(ω))F (dy).
(4.5)

We also set M [Φ] as in (3.3) in Notation 3.11. It defines a MAF.

Remark 4.23. By Lemma 4.18, and expression (4.5), the coordinates X i, 1 ≤
i ≤ d of the canonical process belong to D(A) and A(X i) = βi.

Definition 4.20, Lemma 4.21, Notation 4.22 and the fact that β, σ, γ are
bounded and F is finite yield the following.

Corollary 4.24.

1. for every Φ ∈ D(A), AΦ and Φ−
∫ ·

0
(AΦ)rdr have polynomial growth;

2. every Φ with polynomial growth verifies that sup
r∈[s,T ]

|Φr| ∈ Lp(Ps,η) for all

finite p ≥ 1, (s, η) ∈ [0, T ]× Ω;

3. for all Φ ∈ D(A), (s, η) ∈ [0, T ]× Ω and finite p ≥ 1, we have

sup
t∈[s,T ]

∣

∣

∣
Φt − Φs(η)−

∫ t

s
A(Φ)rdr

∣

∣

∣
∈ Lp(Ps,η);

4. (D(A), A) verifies Hypothesis 2.11.

Proposition 4.25. Let (s, η) ∈ [0, T ]×Ω. A probability measure P on (Ω,F) is
a weak solution of the SDE with coefficients β, σ, γ starting in (s, η) if and only
if it solves the martingale problem associated to (D(A), A), defined in Notation
4.22, in the sense of Definition 2.13.

Proof. We fix (s, η). LetP be a weak solution of the SDE with coefficients β, σ, γ
starting in (s, η). We show that it fulfills the martingale problem in the sense
of Definition 2.13. By Proposition 4.6, we immediately see that P(ωs = ηs) = 1
which constitutes item 1. of Definition 2.13. By Proposition 4.6 it follows
that, under P, (Xt)t∈[s,+∞[ is a semimartingale with characteristics

∫ ·

s
βrdr,

∫ ·

s
(σσ⊺)rdr and ν : (ω,C) 7→

∫ +∞

s

∫

R

d 1C(r, γr(ω, y))1{γr(ω,y) 6=0}F (dy)dr.
Now let Φ ∈ D(A). Since for every ω, the set of jump times {t : ∆ω(t) 6= 0}

is countable hence Lebesgue negligible, then Φr(ω
r) = Φr(ω

r−), dr a.e., and so
∫ ·

s

∫

R

d

(Φr(ω + γr(ω, y)1[r,+∞[)− Φr(ω)− γr(ω, y) · ∇Φr(ω))F (dy)dr,

is indistinguishable from
∫ ·

s

∫

R

d

(Φr(ω
r− + γr(ω, y)1[r,+∞[)− Φr(ω

r−)− γr(ω, y) · ∇Φr(ω
r−))F (dy)dr,

(4.6)
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which is the compensator of

∑

r∈]s,·]:∆Xr 6=0

Φr(ω)− Φr(ω
r−)−∆Xr · ∇Φr(ω

r−), (4.7)

i.e. the difference between (4.6) and (4.7) is a local martingale. Therefore by
Theorem 4.17 Φ −

∫ ·

s
AΦrdr is a local martingale, and by item 3. of Corollary

4.24 it is a martingale. Since this holds for any Φ ∈ D(A), P also verifies item
2. of Definition 2.13. This concludes the proof of the direct implication.

As far as the converse implication is concerned, let us assume that P satisfies
both items of Definition 2.13. By Lemma 4.18 and Remark 4.19, we have the
following. For any h ∈ C2

b (R
d), the functionalH : (t, ω) 7→ h(ω(t∧T )) belongs to

D(A) and, for any (t, ω) ∈ Λ, AH(t, ω) = Ath(ω), see Notation 4.5. Definition
2.13 therefore implies that P verifies item 3. in Proposition 4.6, hence that it
is a weak solution of the SDE.

Corollary 4.26. Let (Ps,η)(s,η)∈R+×Ω be the family introduced at the beginning
of Section 4.3. We suppose the validity of Hypothesis 4.8.

1. (Ps,η)(s,η)∈R+×Ω solves the well-posed martingale problem associated to
(D(A), A), see Definition 2.13.

2. (D(A), A) is a weak generator of (Ps)s∈R+
, which is the unique path-

dependent system of projectors for which this holds.

3. For all Φ ∈ D(A), the AF M [Φ] is a square integrable MAF.

Proof. The first statement follows by Proposition 4.25, the second one by the
second statement of Proposition 2.14. The third statement holds because of
Proposition A.2. We are indeed in the framework of Section 3.2, see Notation
3.11.

Proposition 4.27. Let Φ ∈ D(A) be such that for all i ≤ d, ΦX i ∈ D(A).
Then for all (t, ω) ∈ R+ × Ω,

Γ(X,Φ)t(ω) = (σσ⊺∇Φ)t(ω)+

∫

R

d

γt(ω, y)(Φt(ω+γt(ω, y)1[t,+∞[)−Φt(ω))F (dy).

(4.8)

Proof. We fix Φ and 1 ≤ i ≤ d. We recall that the usual product rules apply to
both the time and the space derivatives so that

26



A(ΦX i)t − ΦtAX
i
t −X i

tAΦt

= D(ΦX i)t − ΦtDX
i
t −X i

tDΦt

+ 1
2Tr((σσ

⊺∇2(ΦX i))t)−
1
2ΦtTr((σσ

⊺∇2X i)t)−
1
2X

i
tTr((σσ

⊺∇2Φ)t)
+βt · ∇(ΦX i)t − Φtβt · ∇X i

t −X i
tβt · ∇Φt

+
∫

R

d(Φt(·+ γt(·, y)1[t,+∞[)(X
i
t + γit(·, y))− ΦtX

i
t − γt(·, y) · ∇(X iΦ)t)F (dy)

−Φt

∫

R

d(γ
i
t(·, y)− γt(·, y) · ∇Φt)F (dy)

−X i
t

∫

R

d(Φt(·+ γt(·, y)1[t,+∞[)− Φt − γt(·, y) · ∇Φt)F (dy)
= 1

2Tr
(

σσ
⊺

t (∇
2(ΦX i)t − Φt∇2X i

t −X i
t∇

2Φt)
)

+
∫

R

d(Φt(·+ γt(·, y)1[t,+∞[)(X
i
t + γit(·, y))− ΦtX

i
t

−X i
t(Φt(·+ γt(·, y)1[t,+∞[)− Φt)− Φtγ

i
t(·, y))F (dy)

= 1
2

∑

j,k

(σσ⊺)j,kt (∇2
j,k(ΦX

i)t − Φt∇2
j,kX

i
t −X i

t∇
2
j,kΦt)

+
∫

R

d γ
i
t(·, y)(Φt(·+ γt(·, y)1[t,+∞[)− Φt)F (dy)

= 1
2

∑

j,k

(σσ⊺)j,kt (∇jΦt∇kX
i
t +∇kΦt∇

jX i
t)

+
∫

R

d γ
i
t(·, y)(Φt(·+ γt(·, y)1[t,+∞[)− Φt)F (dy)

= 1
2

(

∑

j

(σσ⊺)j,it ∇jΦt +
∑

k

(σσ⊺)i,kt ∇kΦt

)

+
∫

R

d γ
i
t(·, y)(Φt(·+ γt(·, y)1[t,+∞[)− Φt)F (dy)

= (σσ⊺∇Φ)it +
∫

R

d γ
i
t(·, y)(Φt(·+ γt(·, y)1[t,+∞[)− Φt)F (dy),

(4.9)
where by Lemma 4.18, the fifth equality holds since ∇jX

i is constantly equal
to 1 if j = i and 0 otherwise.

Proposition 4.28. X verifies Hypothesis 3.16.

Proof. We fix i ≤ d. By Remark 4.23, X i ∈ D(A) with A(X i) = βi. A conse-
quence of Lemma 4.21 and of the fact that β is bounded is that X i verifies item
1. of Hypothesis 3.16. By Remark 4.19 and since (X i)2 clearly has polynomial
growth we have (X i)2 ∈ D(A) which is item 2. of Hypothesis 3.16. Finally by
Proposition 4.27, we have Γ(X i)t(ω) = (σσ⊺)i,it (ω)+

∫

R

d(γ
i)2t (ω, y)F (dy) which

is bounded being the coefficients σ, γ, F bounded; so item 3. of Hypothesis 3.16
is verified.

From now on we fix Ψi := X i for all i and the corresponding driving MAF
M [X ] and we will apply the results of Subsection 3.2 to this specific setup.

We now fix ξ, f verifying Hypothesis 3.6. We will be interested in the fol-
lowing path-dependent non linear IPDE with terminal condition, denoted by
IPDE(f, ξ):

{

A(Φ) + f(·, ·,Φ,Γ(Φ, X)) = 0 on [0, T ]× Ω
ΦT = ξ on Ω,

(4.10)

where the explicit expression of Γ(Φ, X) is given by Proposition 4.27.
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Remark 4.29. When γ ≡ 0, the equation (4.10) is given by

{

DΦ + 1
2Tr(σσ

⊺∇2Φ) + β∇Φ + f(·, ·,Φ, σσ⊺∇Φ) = 0 on [0, T ]× Ω
ΦT = ξ on Ω,

(4.11)

and it is a path-dependent PDE.

To the path-dependent IPDE (4.10), we will associate a family of BSDEs
driven by a cadlag martingale, indexed by (s, η) ∈ [0, T ]× Ω.

Notation 4.30. BSDEs,η(f, ξ) will denote equation

Y s,η = ξ +

∫ T

·

f

(

r, ·, Y s,η
r ,

d〈M s,η,M s,η[X ]〉r
dr

)

dr − (M s,η
T −M s,η

· ), (4.12)

in the stochastic basis (Ω,Fs,η,Fs,η,Ps,η).

By Proposition 4.28, Ψ := X , where X is the canonical process, verifies
Hypothesis 3.16; by item 1. of Remark 3.17, M [X ] satisfies Hypothesis 3.5.
Now ξ, f verify Hypothesis 3.6; so by Theorem 3.7, for every (s, η) ∈ [0, T ] ×
Ω, BSDEs,η(f, ξ) admits a unique solution (Y s,η,M s,η) in L2(dt ⊗ dPs,η) ×
H2

0(P
s,η).

Definition 4.31. Let Φ ∈ D(A) such that ΦX i ∈ D(A) for all i ≤ d. We will
say that Φ is a classical solution of IPDE(f, ξ) if it verifies (4.10).

We can now formulate the main result of this paper.

Theorem 4.32. Assume that Hypothesis 4.8 holds, that ξ, f(·, ·, 0, 0) are Borel
with polynomial growth and that f is Lipschitz in y, z uniformly in t, ω.

1. The identification problem IP (f, ξ) (see Definition 3.18) admits a unique
solution (Y, Z) ∈ L2

uni × (L2
uni)

d.

2. IPDE(f, ξ) admits a unique decoupled mild solution Y in the sense that
whenever Y and Ȳ are two decoupled mild solutions then Y and Ȳ are
identical.

3. If for every (s, η), (Y s,η,M s,η) is the solution of BSDEs,η(f, ξ), i.e.
(4.12), then the decoupled mild solution Y is given by (s, η) 7→ Y s,η

s .
Moreover, for every (s, η), on [s, T ], Y s,η is a Ps,η version of Y and

Zt =
d〈Ms,η,M [X]s,η〉t

dt
, dt⊗Ps,η a.e.

Proof. It is a consequence of Theorem 3.19. Indeed firstly Hypothesis 3.16
holds by Proposition 4.28 and Ψ := X satisfies Hypothesis 3.16; secondly ξ and
f(·, ·, 0, 0), being of polynomial growth then (f, ξ) fulfill Hypothesis 3.6 because
of item 2. of Corollary 4.24 and the Lipschitz property of f in (y, z).
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Remark 4.33. As anticipated in the introduction, given the family of solutions
(Y s,η,M s,η) of BSDEs,η(f, ξ), we have obtained an analytical characterization

of the process d〈Ms,η,M [X]s,η〉
dt

. This constitutes indeed the ”identification” of the
”second component” of a solution to a BSDE via solving an analytical problem.

1. Indeed, by item 3. of Theorem 4.32, that process is dt⊗ dPs,η a.e. equal
to the q.s. unique functional Z such that (Y, Z) fulfills (3.9).

2. If Γ(Y,X) (hence σσ⊺∇Y if γ ≡ 0) is well-defined then (Y,Γ(Y,X)) fulfills
equation (3.9), see item 3. of Proposition 4.34.

3. Previous analytical characterization of d〈Ms,η,M [X]s,η〉
dt

is not possible with
the theory of viscosity solutions, even in the case of classical Pardoux-Peng
Markovian Brownian BSDEs.

The link between decoupled mild solutions and classical solutions is the
following.

Proposition 4.34.

1. Let Φ be a classical solution of IPDE(f, ξ), see Definition 4.31. Then
(Φ,Γ(Φ, X)) is a solution of the identification problem IP (f, ξ) (see Defi-
nition 3.18) and in particular, Φ is a decoupled mild solution of IPDE(f, ξ);

2. there is at most one classical solution of IPDE(f, ξ);

3. assume that the unique decoupled mild solution Y of IPDE(f, ξ) veri-
fies Y ∈ D(A) and Y X i ∈ D(A), 0 ≤ i ≤ d, then Y is a classical
solution q.s., in the sense that YT = ξ (for all ω) and that A(Y ) =
−f(·, ·, Y,Γ(Y,X)) q.s., see Definition 3.2.

Proof. 1. Let Φ be a classical solution. First, since Φ and ΦX i belong to
D(A) for all i ≤ d; taking into account Notation 3.13, by items 1. 2.
of Corollary 4.24 we can show that Φ,Γ(Φ, X1), · · · ,Γ(Φ, Xd) belong to
L2
uni.

On the other hand, let (s, η) ∈ [0, T ]×Ω. By Corollary 4.26 3. M [Φ]s,· :=
Φ−Φs(η)−

∫ ·

s
AΦrdr, andM [ΦX i]s,· := ΦX i−Φs(η)η

i(s)−
∫ ·

s
A(ΦX i)rdr, 1 ≤

i ≤ d, are Ps,η-martingales on [s, T ] vanishing at time s. By Definition
4.31 we have AΦ = −f(·, ·,Φ,Γ(Φ, X)) and by Remark 4.23 and Notation
3.13 we have

A(ΦX i) = Γ(ΦX i)+ΦAX i+X iAΦ = Γ(ΦX i)+Φβi−X if(·, ·,Φ,Γ(Φ, X)),

so the previously mentioned martingales indexed by [s, T ], can be rewritten






M [Φ]s,· = Φ− Φs(η) +
∫ ·

s
f(r, ·,Φr,Γ(Φ, X)r)dr

M [ΦXi]s,· = ΦXi − Φs(η)η
i(s)−

∫ ·

s
(Γ(ΦXi)r + Φrβ

i
r −Xi

rf(r, ·,Φ,Γ(Φ, X)r))dr,
1 ≤ i ≤ d.

(4.13)
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Finally, again by Definition 4.31 we have ΦT = ξ, so, for any (s, η), taking
the expectations in (4.13) at s = T , we get














E

s,η
[

ξ − Φs(η) +
∫ T

s
f(r, ·,Φr,Γ(Φ, X)r)dr

]

= 0;

E

s,η
[

ξXi
T − Φs(η)η

i(s)−
∫ T

s
(Γ(ΦXi)r + Φrβ

i
r −Xi

rf(r, ·,Φ,Γ(Φ, X)r))dr
]

= 0,

1 ≤ i ≤ d,

(4.14)
which by Fubini’s Lemma and Definition 2.8 yields














Φs(η) = Ps[ξ](η) +
∫ T

s
Ps [f (r, ·,Φr ,Γ(Φ, X)r)] (η)dr

(ΦX1)s(η) = Ps[ξX
1

T ](η) −
∫ T

s
Ps

[(

Γ(ΦX1)r + Φrβ
1

r −X1

rf (r, ·,Φr,Γ(Φ, X)r)
)]

(η)dr
· · ·

(ΦXd)s(η) = Ps[ξX
d
T ](η) −

∫ T

s
Ps

[(

Γ(Φ, Xd)r + Φrβ
d
r −Xd

r f (r, ·,Φr ,Γ(Φ, X)r)
)]

(η)dr,
(4.15)

and the first item is proven.

2. The second item follows from item 1. and by the uniqueness of a decoupled
mild solution of IPDE(f, ξ), see Theorem 4.32.

3. Concerning item 3. let (Y, Z) be the unique decoupled mild solution of
IP (f, ξ). We first note that the first line of (3.9) taken with s = T yields
YT = ξ.

Let us now fix some (s, η) ∈ [0, T ] × Ω. The fact that Y ∈ D(A) im-
plies by Proposition 4.25 that Y − Ys −

∫ ·

s
AYrdr is on [s, T ] a Ps,η-

martingale and by Theorem 4.17 that this martingale, which we shall
denote M s,η[Y ], is Ps,η a.s. cadlag. Hence Y is under Ps,η a cadlag
special semi-martingale. Let us keep in mind the solution (Y s,η,M s,η)
of (4.12). A consequence of item 3. of Theorem 4.32 is that Y admits
on [s, T ], Y s,η as Ps,η cadlag version which is a special semi-martingale
verifying Y

s,η
t = Y s,η

s −
∫ t

s
f(r, Yr, Zr)dt + M

s,η
t , t ∈ [s, T ]. Since Y is

P

s,η a.s. cadlag, then Y and Y s,η are actually Ps,η-indistinguishable on
[s, T ] and by uniqueness of the decomposition of the semi-martingale Y ,
we have that (

∫ ·

s
AYrdr,M

s,η[Y ]) and (−
∫ ·

s
f(r, Yr, Zr)dr,M

s,η) are Ps,η-
indistinguishable on [s, T ]. Since this holds for all (s, η), by Definition 3.2
we have AY = −f(·, ·, Y, Z) q.s. so we are left to show that Z = Γ(Y,X)
q.s.

We fix again (s, η). By item 3. of Theorem 4.32, 〈M s,η,M s,η[X ]〉 =
∫ ·

s
Zrdr. By item 3. of Corollary 4.26 and Lemma 3.14, 〈M s,η[Y ],M s,η[X ]〉 =

∫ ·

s
Γ(Y,X)rdr. As we have remarked above, M s,η = M s,η[Y ] so

∫ ·

s
Zrdr

and
∫ ·

s
Γ(Y,X)rdr are Ps,η-indistinguishable on [s, T ]. Since this holds for

all (s, η), we indeed have by Definition 3.2 that Z = Γ(Y,X) q.s., and the
proof is complete.
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4.4 Application to the path-dependent Hamilton-Jacobi-
Bellman Equation and to stochastic control

In this section, we characterize the value function of a (path-dependent) stochas-
tic control problem as the unique decoupled mild solution of a Hamilton-Jacobi-
Bellman Equation (HJB) PDE.

We fix a Polish space U equipped with its Borel σ-field B(U), some T > 0,
and d ∈ N∗. For all t ∈ [0, T ] we denote by Ut the set of progressively-measurable
processes on [t, T ]× Ω withe values in U .

We fix some coefficients σ : [0, T ]×Ω 7−→ Md(R); b : [0, T ]×Ω×U 7−→ R

d;
h : [0, T ]× Ω× U 7−→ R; ξ : Ω 7−→ R, and make the following assumptions.

Hypothesis 4.35.

1. σ is bounded predictable and (0, σ, 0) satisfies Hypothesis 4.8;

2. b is bounded and measurable with respect to Proo ⊗ B(U);

3. h has polynomial growth and is measurable with respect to Proo ⊗ B(U);

4. ξ is Borel with polynomial growth.

We now consider the following path-dependent Hamilton-Jacobi-Bellman
equation.

{

DY + 1
2Tr(σσ

⊺∇2Y ) + inf
u∈U

{b(·, ·, u)σσ⊺∇Y + h(·, ·, u)} = 0

YT = ξ,
(4.16)

We set f : (t, ω, z) 7−→ inf
u∈U

{b(t, ω, u)z + h(t, ω, u)}.

We also introduce the corresponding BSDEs. Hypothesis 4.35 in particular
implies the validity of Hypothesis 4.8 for the coefficients triple (0, σ, 0). For each
(s, η), let Ps,η be the unique solution of the SDE with coefficients 0, σ, 0 starting
at (s, η). Under Ps,η we consider the BSDE

Y
s,η
t = ξ +

∫ T

t

f

(

r,X,
d〈M s,η, X〉r

dr

)

dr − (M s,η
T −M

s,η
t ), t ∈ [s, T ]. (4.17)

Theorem 4.36. Assume Hypothesis 4.35. Then, for all (s, η), BSDE (4.17)
admits a unique solution.

Moreover, Y : (s, η) 7−→ Y s,η
s is the unique decoupled mild solution of PDE

(4.16).

Proof. Since b is bounded, f is uniformly Lipschitz in z. Moreover, ξ has poly-
nomial growth and the same holds for f(·, ·, 0) = h. We recall that (through
Hypothesis 4.35) Hypothesis 4.8 is in force. The statement follows now from
Theorem 4.32 and the considerations preceeding it.
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Remark 4.37. In this setup, one can show (following for instance Proposition
3.2 in [19]), that the functional Y given by the BSDEs (4.17) is equal to the
value function V of a stochastic control problem defined as follows.

For all (s, η) ∈ [0, T ]× Ω,

Vs(η) := inf
ν∈Us

E

P

s,η
ν

[

ξ +

∫ T

s

h(r,X, νr)dr

]

, (4.18)

where Ps,η
ν is obtained through Ps,η by change of equivalent probability measure

with Radon-Nikodym derivative given by

dLν
t

Lν
t

= b(t,X, νt)dXt.

A Appendix

A.1 Path-dependent martingale additive functionals

We here recall the notion of path-dependent Martingale Additive Functionals
that we use in this paper. This was introduced in [6] and can be conceived
as a path-dependent extension of the notion of non-homogeneous Martingale
Additive Functionals of a Markov process developed in [2]. In this subsection,
all results come from Section 4 in [6]. In this subsection we consider a progressive
path-dependent canonical class (Ps,η)(s,η)∈R+×Ω satisfying Hypothesis 2.3 and
the corresponding path-dependent system of projectors (Ps)s∈R+

.

Definition A.1. On (Ω,F), a path-dependent Martingale Additive Func-

tional, in short path-dependent MAF will be a real-valued random-field M :=
(Mt,u)0≤t≤u verifying the two following conditions.

1. For any 0 ≤ t ≤ u, Mt,u is Fo
u-measurable;

2. for any (s, η) ∈ R+×Ω, there exists a real cadlag (Ps,η,Fs,η)- martingale
M s,η (taken equal to zero on [0, s] by convention) such that for any η ∈ Ω
and s ≤ t ≤ u,

Mt,u =M s,η
u −M

s,η
t P

s,η a.s.

M s,η will be called the cadlag version of M under Ps,η.
A path-dependent MAF will be said to verify a certain property (being square

integrable, having an absolutely continuous angular bracket) if under any Ps,η

its cadlag version verifies it.

Proposition A.2. Let (D(A), A) be a weak generator of (Ps)s∈R+
and (s, η) ∈

R+ × Ω. Then for every Φ ∈ D(A), Φ −
∫ ·

0
A(Φ)rdr admits for all (s, η)

on [s,+∞[ a Ps,η version M [Φ]s,η which is a (Ps,η,Fs,η)-cadlag martingale.
In particular, the random field defined by M [Φ]t,u(ω) := Φu(ω) − Φt(ω) −
∫ u

t
AΦr(ω)dr defines a MAF with cadlag version M [Φ]s,η under Ps,η.
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Proposition A.3. Let M and N be two square integrable path-dependent MAFs
and let M s,η (respectively Ns,η) be the cadlag version of M (respectively N)
under a fixed Ps,η. Assume that N has an absolutely continuous angular bracket.

Then there exists an Fo-progressively measurable process k such that for any
(s, η) ∈ R+ × Ω,

〈M s,η, Ns,η〉 =

∫ ·∨s

s

krdr.

Notation A.4. The process k whose existence is stated in Proposition A.3 will

be denoted d〈M,N〉t
dt

.

A.2 Proof of Proposition 3.10

In the sequel, we are in the framework of Section 3.

Lemma A.5. Let f̃ ∈ L1
uni. Then

(s, η) 7−→ E

s,η[
∫ T

s
f̃rdr]

[0, T ]× Ω −→ R

is Fo-

progressively measurable.

Proof. We fix T0 ∈]0, T ] and we will show that on [0, T0]×Ω, (s, η) 7−→ E

s,η[
∫ T

s
f̃rdr]

is B([0, T0]) ⊗ Fo
T0

-measurable. We will start by showing that on [0, T0] × Ω ×
[0, T0], the function

kn : (s, η, t) 7→ E

s,η[
∫ T

t
((−n) ∨ f̃r ∧ n)dr] is B([0, T0]) ⊗ Fo

T0
⊗ B([0, T0])-

measurable, where n ∈ N.
Let t ∈ [0, T0] be fixed. Then by Remark 2.4

(s, η) 7→ E

s,η[
∫ T

t
((−n) ∨ f̃r ∧ n)dr] is B([0, T0])⊗Fo

T0
-measurable.

Let (s, η) ∈ [0, T0]× Ω be fixed and tm −→
m→∞

t be a converging sequence in

[0, T0]. We then have
∫ T

tm

((−n) ∨ f̃r ∧ n)dr −→
m→∞

∫ T

t

((−n) ∨ f̃r ∧ n)dr a.s. (A.1)

This sequence is uniformly bounded by nT , so by dominated convergence
theorem, the convergence in (A.1) also holds under the expectation, so that
t 7→ E

s,η[
∫ T

t
((−n) ∨ f̃r ∧ n)dr] is continuous. By Lemma 4.51 in [1], kn is

therefore B([0, T0])⊗Fo
T0

⊗ B([0, T0])-measurable.
The composition of (s, η) 7→ (s, η, s) with the maps kn yields that, for any

n ≥ 0, k̃n : (s, η) 7−→ E

s,η[
∫ T

s
((−n)∨f̃r∧n)dr] is (on [0, T0]×Ω) B([0, T0])⊗Fo

T0
-

measurable. k̃n therefore defines an Fo-progressively measurable process. Then
by letting n tend to infinity, ((−n)∨ f̃ ∧n) tends dt⊗ dPs,η a.e. to f̃ and since
we assumed Es,η[

∫ T

s
|f̃r|dr] < ∞, by dominated convergence, Es,η[

∫ T

s
((−n) ∨

f̃r ∧ n)dr] tends to Es,η[
∫ T

s
f̃rdr]. (s, η) 7−→ E

s,η[
∫ T

s
f̃(r,Xr)dr] is therefore an

F

o-progressively measurable process as the pointwise limit of the k̃n which are
F

o-progressively measurable processes.

We recall the following immediate consequence of Fubini’s Theorem which
corresponds to Lemma 5.12 in [2].
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Lemma A.6. Let P be a probability measure on (Ω,F) and φ, ψ be two mea-
surable processes. If φ and ψ are P-modifications of each other, then they are
equal dt⊗ dP a.e.

The proof of Proposition 3.10 goes through a linearization lemma.

Lemma A.7. Let f̃ ∈ L2
uni. Let, for every (s, η) ∈ [0, T ]× Ω, (Ỹ s,η, M̃ s,η) be

the unique solution of

Ỹ
s,η
t = ξ +

∫ T

t

f̃rdr − (M̃ s,η
T − M̃

s,η
t ), t ∈ [s, T ], (A.2)

in (Ω,Fs,η,Fs,η,Ps,η). Then there exists a process Ỹ ∈ L2
uni, a square integrable

path-dependent MAF (M̃t,u)0≤t≤u and Z̃1, · · · , Z̃d ∈ L2
uni, such that for all

(s, η) ∈ [0, T ]× Ω the following holds.

1. Ỹ s,η is on [s, T ] a Ps,η-modification of Ỹ ;

2. M̃ s,η is the cadlag version of M̃ under Ps,η.

3. For each integer 1 ≤ i ≤ d, Z̃i = d〈M̃s,η ,Ni,s,η〉t
dt

dt⊗ dPs,η a.e.

Remark A.8. The existence, for any (s, η), of a unique solution (Ỹ s,η, M̃ s,η)
of (A.2) holds because ξ and (t, ω, y, z) 7→ f̃t(ω) trivially verify the hypothesis
of Theorem 3.7.

Proof. We set Ỹ : (s, η) 7→ E

s,η
[

ξ +
∫ T

s
f̃rdr

]

which is Fo-progressively mea-

surable by Remark 2.4 and Lemma A.5. Therefore, for a fixed t ∈ [s, T ] we have
P

s,η-a.s.
Ỹt(ω) = E

t,ω
[

ξ +
∫ T

t
f̃rdr

]

= E

s,η
[

ξ +
∫ T

t
f̃rdr

∣

∣

∣
Ft

]

(ω)

= E

s,η
[

Ỹ
s,η
t + (M̃ s,η

T − M̃
s,η
t )|Ft

]

(ω)

= Ỹ
s,η
t (ω).

The second equality follows by Remark 2.4 and the third one uses (A.2). For
every 0 ≤ t ≤ u and ω ∈ Ω we set

M̃t,u(ω) :=

{

Ỹu∧T (ω)− Ỹt∧T (ω)−
∫ u∧T

t∧T
f̃r(ω)dr if

∫ u∧T

t∧T
|f̃r(ω)|dr < +∞,

0 otherwise.
(A.3)

For fixed (s, η), (A.2) implies dỸ s,η
r = −f̃rdr + dM̃ s,η

r . On the other hand
∫ T

s
|f̃ |rdr < +∞ P

s,η a.s.; so for any s ≤ t ≤ u we have M̃ s,η
u − M̃

s,η
t = M̃t,u

P

s,η- a.s. Taking into account that M̃ s,η is square integrable and the fact
that previous equality holds for any (s, η) and t ≤ u, then (M̃t,u)0≤t≤u indeed
defines a square integrable path-dependent MAF. Y belongs to L2

uni because
the validity of the two following arguments hold for all (s, η). First Y is a Ps,η-
modification of Y s,η on [s, T ], so by Lemma A.6 Y = Y s,η dt⊗dPs,η a.e.; second

Y s,η ∈ L2(dt⊗dPs,η). The existence of Z follows setting for all i, Zi = d〈M̃,Ni〉t
dt

,
see Notation A.4 and Proposition A.3.
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Notation A.9. For every fixed (s, η) ∈ [0, T ]×Ω, we will denote by (Y k,s,η,Mk,s,η)k∈N
the Picard iterations associated to BSDEs,η(f, ξ) as defined in Notation A.13

in [4] and Zk,s,η := (Z1,k,s,η, · · ·Zd,k,s,η) will denote 〈Mk,s,η ,Ns,η〉t
dt

.

This means that for all (s, η) ∈ [0, T ]× Ω, (Y 0,s,η,M0,s,η) ≡ (0, 0) and for
all k ≥ 1, we have on [s, T ]

Y k,s,η = ξ +

∫ T

·

f(r, ·, Y k−1,s,η
r , Zk−1,s,η

r )dr − (Mk,s,η
T −Mk,s,η

· ), (A.4)

in the sense of Ps,η-indistinguishability, and that for all (s, η) ∈ [0, T ] × Ω,
k ≥ 0, Y k,s,η, Z1,k,s,η, · · ·Zd,k,s,η belong to L2(dt ⊗ dPs,η), see Notation A.13
and Lemma A.2 in [4].

A direct consequence of Proposition A.15 in [4] and the lines above it, is the
following.

Proposition A.10. For every (s, η) ∈ [0, T ]× Ω, each component of
(Y k,s,η, Z1,k,s,η, · · · , Zd,k,s,η) tends to each component of (Y s,η, Z1,s,η, · · · , Zd,s,η)
in L2(dt⊗ dPs,η) and dt⊗ dPs,η-a.e. when k tends to infinity.

Proposition A.11. For each k ∈ N, there exist processes Y k ∈ L2
uni, Z

k,1, · · · , Zk,d ∈
L2
uni, a square integrable path-dependent MAF (Mk

t,u)0≤t≤u such that for all
(s, η) ∈ [0, T ]× Ω, we have the following.

1. Y k,s,η is on [s, T ] a Ps,η-modification of Y k;

2. Mk,s,η is the cadlag version of Mk under Ps,η.

3. For all (s, η) ∈ [0, T ]×Ω and i ∈ [[1; d]], Zk,i = d〈Mk,s,η,Ni,s,η〉t
dt

dt⊗ dPs,η

a.e.

Proof. We prove the statement by induction on k ≥ 0. It is clear that Y 0 ≡ 0
and M0 ≡ 0 verify the assertion for k = 0.

Suppose the existence, for k ≥ 1, of a square integrable path-dependent MAF
Mk−1 and processes Y k−1 Zk−1,1, · · · , Zk−1,d ∈ L2

uni such that the statements
1. 2. 3. above hold replacing k with k − 1.

We fix (s, η) ∈ [0, T ]×Ω. By Lemma A.6, (Y k−1,s,η, Zk−1,s,η) = (Y k−1, Zk−1)
dt⊗ dPs,η a.e. Therefore by (A.4)

Y
k,s,η
t = ξ +

∫ T

t

f
(

r, ·, Y k−1
r , Zk−1

r

)

dr − (Mk,s,η
T −M

k,s,η
t ), t ∈ [s, T ].

According to Notation 3.8, the equation (A.4) can be seen as a BSDE of the
type BSDEs,η(f̃ , ξ) where f̃ : (t, ω) 7−→ f(t, ω, Y k−1

t (ω), Zk−1
t (ω)). We now

verify that f̃ verifies the conditions under which Lemma A.7 applies.
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f̃ is Fo-progressively measurable since Y k−1, Zk−1 are Fo-progressively mea-
surable and f is Proo ⊗ B(R)⊗ B(Rd)-measurable. Since

|f̃(t, ω)| = |f(t, ω, Y k−1
t (ω), Zk−1

t (ω))| ≤ |f(t, ω, 0, 0)|+K(|Y k−1
t (ω)|+‖Zk−1

t (ω)‖),

for all t, ω, with f(·, ·, 0, 0), Y k−1, Zk−1,1, · · · , Zk−1,d ∈ L2
uni by recurrence hy-

pothesis, it is clear that f̃ ∈ L2
uni. Since (Y k,s,η,Mk,s,η) is a solution of

BSDEs,η(f̃ , ξ), Lemma A.7 shows the existence of suitable Y k,Mk, Zk,1, · · · , Zk,d

verifying the statement for the integer k.

Proof of Proposition 3.10. We define Ȳ and Z̄i, 1 ≤ i ≤ d by Ȳs(η) :=
limsup

k∈N
Y k
s (η) and Z̄i

s(η) := limsup
k∈N

Zk,i
s (η), for every (s, η) ∈ [0, T ]× Ω.

Ȳ and Z̄ := (Z̄1, · · · , Z̄d) are Fo-progressively measurable. Combining Propo-
sitions A.11, A.10 and Lemma A.6 it follows that, for every (s, η) ∈ [0, T ]× Ω,

{

Y k −→
k→∞

Y s,η dt⊗ dPs,η

Zk,i −→
k→∞

Zi,s,η dt⊗ dPs,η, for all 1 ≤ i ≤ d.
(A.5)

Let us fix 1 ≤ i ≤ d and (s, η) ∈ [0, T ]×Ω. There is a set As,η of full dt⊗ dPs,η

measure such that for all (t, ω) ∈ As,η we have











Ȳt(ω) = limsup
k∈N

Y k
t (ω) = lim

k∈N
Y k
t (ω) = Y

s,η
t (ω)

Z̄t(ω) =

(

limsup
k∈N

Z
k,i
t (ω)

)

i≤d

=

(

lim
k∈N

Z
k,i
t (ω)

)

i≤d

= Z
s,η
t (ω).

(A.6)
This implies

Ȳt(ω) = Y s,η dt⊗ dPs,ηa.e. (A.7)

Z̄t(ω) = Zs,η dt⊗ dPs,ηa.e.

By (A.7) and (3.2), under every Ps,η, we actually have

Y s,η = ξ +

∫ T

·

f
(

r, ·, Ȳr, Z̄r

)

dr − (M s,η
T −M s,η

· ), (A.8)

in the sense of Ps,η-indistinguishability, on the interval [s, T ]. At this stage, in
spite of (A.7), Ȳ is not necessarily a modification of Y s,η. We will construct
processes Y, Z fulfilling indeed the statement of Proposition 3.10. In particular
Y fulfills item 1. that is a bit stronger than (A.7).

We set now f̃ : (t, ω) 7→ f(t, ω, Ȳt(ω), Z̄t(ω)); equation (A.8) is now of the
form (A.2) and we show that f̃ so defined verifies the conditions under which
Lemma A.7 applies. f̃ is Fo-progressively measurable since f is Proo ⊗B(R)⊗
B(Rd)-measurable and Ȳ , Z̄ are Fo-progressively measurable.

Moreover, for any (s, η) ∈ [0, T ] × Ω, Y s,η and Z1,s,η, · · · , Zd,s,η belong to
L2(dt⊗ dPs,η); therefore by (A.6), so do Ȳ and Z̄1, · · · , Z̄d.
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Since this holds for all (s, η), then Ȳ and Z̄1, · · · , Z̄d belong to L2
uni.

Finally, since |f̃(t, ω)| = |f(t, ω, Ȳt(ω), Z̄t(ω))| ≤ |f(t, ω, 0, 0)| + K(|Ȳt(ω)| +
‖Z̄t(ω)‖) for all t, ω, with f(·, ·, 0, 0), Ȳ , Z̄1, · · · , Z̄d ∈ L2

uni, it is clear that f̃ ∈
L2
uni. Now (A.8) can be considered as a BSDE where the driver does not

depend on y and z of the form (A.2). We can therefore apply Lemma A.7 to f̃
and conclude on the existence of (Y,M,Z1, · · · , Zd) verifying the three items of
the proposition.

It remains to prove now the last assertion of Proposition 3.10. We fix some
(s, η). The first item implies that Ys = Y s,η

s P

s,η a.s. But since Ys is Fo
s -

measurable and Ps,η(ωs = ηs) = 1, it also yields that Ys is Ps,η a.s. equal to
the deterministic value Ys(η) hence Y s,η

s is Ps,η a.s. equal to the deterministic
value Ys(η). This also proves that Y is unique because it is given by Y :
(s, η) 7−→ Y s,η

s . The uniqueness of Z up to zero potential sets is immediate by
the third item of the proposition and Definition 3.2.
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