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Blind audio source separation using sparsity
based criterion for convolutive mixture case

A. Aissa-El-Bey, K. Abed-Meraim and Y. Grenier

ENST-Paris, TSI Department, 46 rue Barrault 75634, Paris Cedex 13, France
{elbey, abed, grenier}@tsi.enst.fr

Abstract. In this paper, we are interested in the separation of audio
sources from their instantaneous or convolutive mixtures. We propose a
new separation method that exploits the sparsity of the audio signals
via an £,-norm based contrast function. A simple and efficient natural
gradient technique is used for the optimization of the contrast function in
an instantaneous mixture case. We extend this method to the convolutive
mixture case, by exploiting the property of the Fourier transform. The
resulting algorithm is shown to outperform existing techniques in terms
of separation quality and computational cost.

1 Introduction

Blind Source Separation (BSS) is an approach to estimate and recover indepen-
dent source signals using only the information within the mixtures observed at
each channel. Many algorithms have been proposed to solve the standard blind
source separation problem in which the mixtures are assumed to be instanta-
neous. A fundamental and necessary assumption of BSS is that the sources are
statistically independent and thus are often separated using higher-order statis-
tical information [1]. If extra information about the sources is available at hand,
such as temporal coherency [2], source nonstationarity [3], or source cyclosta-
tionarity [4], then one can remain in the second-order statistical scenario, to
achieve the BSS.

In the case of non-stationary signals (including audio signals), certain solutions
using time-frequency analysis of the observations exist [5]. Other solutions use
the statistical independence of the sources assuming a local stationarity to solve
the BSS problem [6]. This is a strong assumption that is not always verified
[7]. To avoid this problem, we propose a new approach that handles the general
linear instantaneous model (possibly noisy) by using the sparsity assumption of
the sources in the time domain. Then, we extend this algorithm to the convolu-
tive mixture case, by transforming the convolutive problem into instantaneous
problem in the frequency domain, and separating the instantaneous mixtures
in every frequency bin. The use of sparsity to handle this model, has arisen in
several papers in the area of source separation [8,9]. We first present a spar-
sity contrast function for BSS. Then, in order to achieve BSS, we optimize the
considered contrast function using an iterative algorithm based on the relative
gradient technique.



In the following section, we discuss the data model that formulates our prob-
lem. Next, we detail the different steps of the proposed algorithm. In Section 4,
some simulations are undertaken to validate our algorithm and to compare its
performance to other existing BSS techniques.

2 Instantaneous mixture case

2.1 Data model

Assume that N audio signals impinge on an array of M > N sensors. The
measured array output is a weighted superposition of the signals, corrupted by
additive noise, i.e.

z(t) = As(t) + w(t) t=0,...,T—1 (1)

where s(t) = [s1(t), -+ ,sn(t)]T is the N x 1 sparse source vector, w(t) =
[wi(t), - ,war(t)]T is the M x 1 complex noise vector, A is the M x N full
column rank mixing matrix (i.e., M > N), and the superscript 7' denotes the
transpose operator. The purpose of blind source separation is to find a separating
matrix, i.e. a N X M matrix B such that 8(¢t) = Bz(t) is an estimate of the
source signals.

Before proceeding, note that complete blind identification of separating matrix
B (or equivalently, the mixing matrix A) is impossible in this context, because
the exchange of a fixed scalar between the source signal and the corresponding
column of A leaves the observations unaffected. Also note that the numbering of
the signals is immaterial. It follows that the best that can be done is to determine
B up to a permutation and scalar shifts of its columns, i.e., B is a separating
matrix iff :

Bz(t) = PAs(t) (2)

where P is a permutation matrix and A a non-singular diagonal matrix.

2.2 Sparsity-based BSS algorithm

Before starting, we propose to use ’an optional’ whitening step which set the
mixtures to the same energy level and reduces the number of parameters to be
estimated. More precisely, the whitening step is applied to the signal mixtures
before using our separation algorithm. The whitening is achieved by applying a
N x M matrix W to the signal mixtures in such a way Cov(Wa) = I in the
noiseless case, where Cov(-) stands for the covariance operator. As shown in [2],
W can be computed as the inverse square root of the noiseless covariance matrix
of the signal mixtures (see [2] for more details). In the following, we apply our
separation algorithm on the whitened data :

T, (t) = W(t).

We propose an iterative algorithm for the separation of sparse audio signals,
namely the ISBS for Iterative Sparse Blind Separation. It is well known that



audio signals are characterized by their sparsity property in the time domain 8,
9] which is measured by their ¢, norm where 0 < p < 2. More specifically, one
can define the following sparsity based contrast function

HOED LA (3)

where

—_

Tolsi) = 7 3 Isi(t)” (4)

The algorithm finds a separating matrix B such as,
B = argmin {G,(B)} , (5)
B

where

gp(B) £ Gp(z) ) (6)

and z(t) £ Bx,(t) represents the estimated sources. The approach we choose
to solve (5) is inspired from [10]. It is a block technique based on the processing
of T received samples and consists in searching iteratively the minimum of (5)
in the form :

B+ — (1 4 ®)B® (7)
2D (1) = (T + €M)z (2) (®)

where I denotes the identity matrix. At iteration k, a matrix €*) is determined
from a local linearization of Gp(B(k“):cw). It is an approximate Newton
technique with the benefit that €*) can be very simply computed (no Hessian
inversion) under the additional assumption that B®) is close to a separating
matrix. This procedure is illustrated in the following :

At the (k+1)%" iteration, the proposed criterion (4) can be developed as follows:
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Under the assumption that B*) is close to a separating matrix, we have

e < 1
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and thus, a first order approximation of J,(z;

) is given by :
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where Re(z) and Sm(z) denote the real and imaginary parts of « and (bgk)(t) is
the argument of the complex number zi(k) (t).

Using equation (9), equation (3) can be rewritten in more compact form as :

G, (B*) =G, (BW) +we {Tr (RO D®1T) | (10)

where (-) denotes the conjugate of (-), T'r(-) is the matrix trace operator and the
ijth entry of matrix R is given by :

T-1
k1 k —1 =6 (1) (K
Ry =3 2 12 OP et 050 (1)
t=0
1
DM — [diag (RTY,....RE)|" (12)

Using a gradient technique, €(*) can be chosen as :
e® = pOR™ (13)

where p > 0 is the gradient step. Replacing (13) into (10) leads to,
G, (B*V) =G, (B®) - u| DORM2. (14)

So p controls the decrement of the criterion. Now, to avoid the algorithm’s

convergence to the trivial solution B = 0, one normalizes the outputs of the
separating matrix to unit-power, i.e. p(zlfﬂ) L %ZtT;ol z§k+1)(t)|2 =1, Vi
Using first order approximation, this normalization leads to :

(k)

1—pz,
) = —F (15)
2pz;
After convergence of the algorithm, the separation matrix B = B is applied

to the whitened signal mixtures x,, to obtain an estimation of the original source
signals. K denotes here the number of iterations that can be either chosen a priori
or given by a stopping criterion of the form ||[B**1) — B®)|| < § where ¢ is a
small threshold value.



3 Convolutive mixture case

Unfortunately, instantaneous mixing is very rarely encountered in real-world
situations, where multipath propagation with large channel delay spread occurs,
in which case convolutive mixtures are considered. In this case, the signal can
be modeled by the following equation :

L
2(t) =Y H(l)s(t - 1) +w(t) (16)
=0

where H (I) are M x N matrices for [ € [0, L] representing the impulse response
L

coefficients of the channel and the polynomial matrix H(z) = Y, H(l)z7! is
=0

assumed to be irreducible (i.e. H(z) is of full column rank for all z).
If we apply a short time Fourier transform (STFT) to the observed data x(t),
the model in (16) (in the noiseless case) becomes approximately

Sa(t, f) = H(f)Ss(t, f) (17)

where Sg(t, f) is the mixture STFT vector, Sg(t, f) is the source STFT vector
and H(f) is the channel Fourier Transform matrix. It shows that, for each
frequency bin, the convolutive mixtures reduce to simple instantaneous mixtures.
Therefore we can apply our ISBS algorithm for each frequency and separate the
signals. As a result, in each frequency bin, we obtain the STEFT source estimate

S§(tv f) = B(f)Sm(t’ f) . (18)

It seems natural to reconstruct the separated signals by aligning these Sz(¢, f)
obtained for each frequency bin and applying the inverse short time Fourier
transform. For that we need first to solve the permutation and scaling ambiguities
as shown next.

3.1 Removing the scaling end permutation ambiguities

In this stage, the output of the separation filter is processed with the permutation
matrix IT(f) and the scaling matrix C(f).

G(f) = (f)C(f)B(f) - (19)

The scaling matrix C(f) is a N x N diagonal matrix found as in [11] by
C(f) = diag[B(f)*]. For the permutation matrix IT(f), we exploit the con-
tinuity property of the acoustic filter in the frequency domain [12]. To align the
estimated sources at two successive frequency bins, we test of the closeness of
G(fn)G(fn_1)" to a diagonal matrix. Indeed, by using the representation (19),
one can find the permutation matrix by minimizing :

11(7,) = argmin § S (HC(f)BUIGa)?) ¢ (20)

I i#] Y



In our simulations, we have used an exhaustive search to solve (20). How-
ever, when the number of sources is large, the exhaustive search becomes pro-
hibitive. In that case, one can estimate IT(f,) as the matrix with ones at
the ij'" entry satisfying |[M(f,)]i; = mI?X\M(fn)\ik and zeros elsewhere with

M(f) = C(fu)B(f1)G(fn_1)". This solution has the advantage of simplicity
but may lead to erroneous solution in difficult context. An alternative solution
would be to decompose IT(f,) as product of elementary permutations® IT (pa)-
The latter is considered at a given iteration, only if it decrease criterion (20), if

[M(f)l5g + IMUIG, > [MFa)l, + M5

Finally, we obtain :

H(fn) = H H ﬁ(pq) y (21)

nb of iterations 1<p<q<N

II (pq) Deing either the identity matrix or the above permutation matrix I,
depending on the binary decision rule define above. We stop the iterative process,
when all matrices IT(,q) are equal to the identity. We have observed that one or,
at most, two iterations are sufficient to get the desired permutation. Finally, we
apply the updated separation matrix G(f) to the frequency domain mixture :

Ss(t, f) = G(f)S=(t, f) - (22)

4 Simulation results

We present here some numerical simulations to evaluate the performance of
our algorithm. We consider an array of M = 2 sensors receiving two audio
signals in the presence of stationary temporally white noise of covariance oI
(02 being the noise power). 10000 samples are used with a sampling frequency
of 8Khz (this represents 1.25sec recording). In order to evaluate the performance
in the instantaneous mixture case, the separation quality is measured using the
Interference to Signal Ratio (ISR) criterion [2] defined as :

def E (|(BA)pg|*) pq
IS8 = 2 5 ((BAYWE) oy

(23)

P#q
where p; = E(|s;(t)[?) is the i'" source power evaluated here as + EtT:_Ol |s:(t)]?.
Fig. 1-(a) represents the two original sources and their mixtures in the noiseless
case. In Fig. 1-(b), we compare the performance of the proposed algorithm in
instantaneous mixture case, to the Relative Newton algorithm developed by
Zibulevsky et al. in [9] where the case of sparse sources is considered and to SOBI
algorithm developed by Belouchrani et al. in [2]. We plot the residual interference
between separated sources (ISR) versus the SNR. It is clearly shown that our
algorithm (ISBS) performs better in terms of ISR especially for low SNRs as
compared to the two other methods. In Fig. 2-(a), we represent the evolution of

! IT(,,) is defined such as way that for a given vector y, y = I,y iff y(k) = y(k),
for k ¢ {p,q}, y(p) = y(q) and y(q) = y(p)-
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Fig. 1. (a) Up the two original source signals and bottom the two signal mixtures. (b)
Interference to Signal Ratio (ISR) versus SNR for 2 audio sources and 2 sensors in
instantaneous mixture case.

the ISR as a function of the iteration number. A fast convergence rate is observed.
In Fig. 2-(b), we compare, in the 2 X 2 convolutive mixture case the separation
performance of our algorithm, Deville’s algorithm in [13], Parra’s algorithm in
[14] and extended version of Zibulevsky’s algorithm to the convolutive mixture
case. The filter coefficients are chosen randomly and the channel order is L = 128.
We use in this experiment the ISR criterion defined for the convolutive case in
[14] that takes into account the fact the source estimates are obtained up to a
scalar filter. We observe a significant performance gain in favor of the proposed
method especially at low SNR values. Moreover, the complexity of the proposed
algorithm is equal to 2N2T + O(N?) flops per iteration whereas the complexity
of the Relative Newton algorithm in [9] is 2N* + N3T + N°©/6.

5 Conclusion

This paper presents a blind source separation method for sparse sources in in-
stantaneous mixture case and its extension to the convolutive mixture case. A
sparse contrast function is introduced and an iterative algorithm based on gra-
dient technique is proposed to minimize it and perform the BSS. Numerical
simulation results have been given evidence the usefulness of the method. The
proposed technique outperforms existing solutions in terms of separation quality
and computational cost in both instantaneous and convolutive mixture cases.
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