N

HAL

open science

Human centered processes

Philippe Lenca

» To cite this version:

‘ Philippe Lenca (Dir.). Human centered processes. pp.515, 1999. hal-01769544

HAL Id: hal-01769544
https://hal.science/hal-01769544

Submitted on 21 Oct 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-01769544
https://hal.archives-ouvertes.fr




Philippe Lenca (Editor)

Human Centered Processes

Proceedings of the Conference Human
Centered Processes (HCP’99),

Brest, France, September 22-24, 1999



Local Editorial Board

Philippe Lenca
Jean-Pierre Barthélemy
Sébastien Bigaret
Sébastien Tksal
Nathalie Lépy
Christophe Osswald



Preface

The HCP’99 conference concerns professional users who are involved in human factors
in companies and complex systems centered on human skills and abilities.

The study of operational strategies and processes used by human beings is the aim of
Cognitive Science. It has been more or less recently applied in an industrial setting. For
instance, the European Communities have supported a programme called
Anthropocentric Production Systems, while in the US the notion of Human Centered
Designs and Technologies has emerged and has become very popular. Such a
movement is an important challenge for companies concerned with human beings in a
workday context, because cognitive approaches, complementing more traditional ones,
provide a great number of additional dimensions that allow design and analysis of more
complete and complex systems.

The purpose of this conference is to bring together:

e Industrialists who deal with questions related to cognition.

e Researchers who are experts in Cognitive Science.

e Operation Researchers interested in discussing human centered approaches applied to
complex industrial problems.

In view of this, the topics covered by the Conference concern industrially oriented
themes where human centered approaches have already shown their usefulness; like
planning, scheduling, decision making, quality control, project management, intelligent
management of multimedia documents,...

This mini EURO conference has one of its motivations in the European COMAPS
Brite-Euram project (Cognitive Management of Anthropocentric Production Systems,
Be 96 - 3941).

About eighty papers are scheduled in the conference. Most of them are printed in these
proceedings. The sessions are organized into seven streams (Applied Cognitive Science
and Human Centered Systems, Knowledge Engineering and Management,
Computational Linguistics, Manufacturing and Process Control, Decision Making,
Multi-Modalities and Interactions, Methodology and/or Applied Mathematics). The
conference includes: Keynote speakers talks (Jean-Claude Falmagne - University of
California at Irvine — USA; Henry Montgomery - Stockholm University — Sweden;
James Shanteau - Kansas State University — USA; Kim J. Vincente - University of
Toronto — Canada), semi-plenary sessions (Jean-Pierre Brans - Vrije University —
Belgium; Dietmar Janetzko - University of Freiburg — Germany), one invited session
within the COMAPS Project (Wolfgang Miiller - Fraunhofer Institute Information- and
Data Processing — Germany), proposed sessions and regular sessions. Talks come from
Europe in a broad sense (15 countries), from America (Chile, USA), Asia (Japan,
Thailand) and from Africa (Cameroon).

Jean-Pierre Barthélemy, Chairman of Organization Committee,
Raymond Bisdorff, Chairman of Programme Committee,
Philippe Lenca, Editor of the Proceedings
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DSS DEDICATED TO SUPERVISION: THE CASE OF AIR-
TRAFFIC CONTROL

Igor Crévits, Serge Debernard, Pascal Denecker

Université de Valenciennes
Laboratoire d’ Automatique et de Mécanique Industrielles et Humaines
Le Mont Houy — BP 311
59304 Valenciennes Cedex
{Igor.Crevits, Serge.Debernard, Pascal. Denecker} @univ-valenciennes.fr

Abstract:

In the supervision of industrial processes, complex situations appear that only a human
operator is able to grasp. This complexity comes from the size of the process and from
the diversity of factors to master. Design assistances to the supervision operator is a
mean to improve the masteyr of this complexity. Then the complexity must be grasped by
the designer of assistances. But in this context, the human operator introduces a
additional difficulty. In order to master all the difficulties, several points of view, taking
advantage of the results of various disciplines and technics, are necessary.

Keywords: Supervision, human automation, modelling, cognitive mechanisms, air-
traffic control

1 Introduction

The global objective of air-traffic control is to provide to airline companies crossing
French airspace three kinds of services: the supervision of flights at airports, during
approach and fly-over phases, the distribution of information to flights, warnings and
assistance. The en-route control supervises aircrafts when they are outside of the
approach zones of airports. This control has three objectives: to insure flight security, to
regulate air traffic, and to allow flight economy. Particularly the security objective
consists in avoiding collision between aircrafts, situations called conflicts.

To realize this control, French airspace is divided into five control regions, they are
themselves divided into several sectors. A control center is associated with each region.
Each sector manned by from one to three controllers, according to the quantity of traffic
to manage. A plane crossing French airspace therefore passes from sector to sector.

To perform their work, controllers have technical procedures. Each control position
is endowed with a radar view full of information about the aircraft. This information is
provided by the CAUTRA system (Coordinateur AUtomatisé du TRafic Aérien - the
French acronym for an automated air-traffic coordinator) from radar and from the flight
plans registered by airline companies. This system also delivers paper strips to each
control position, containing informations about the aircrafts crossing the sector, even
before they appear. A strip contains four pieces of information: the call number of the
plane, the route that it has to follow (a succession of points through which it must pass,
so well as the estimated passage schedules for these points), the flight levels for entry
and exit each sector, and the flight level required by the pilot, and the destination of the
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plane. Controllers have also a radio system allowing them to contact the aircraft, and a
telephone connecting them to the other control positions.

En-route air-traffic control functions are divided into two levels: tactical and
strategical. The strategical level, called organic control, aims at managing the controlled
sector periphery and realizing an air-traffic filtering. In a first time, the pheriphy
management consists in modifying the enter flight levels on the request of the previous
sector, role called entry coordination. In a second time, this management consists in
negociating the exit light level with the next sector, role called exit coordination. The
air-traffic filtering consists in maintening traffic load allowing to the second level to
achieve their control objectives. This filtering is realized by coordination modifications
limiting the number of conflits.

The tactical level, called radar control, aims at managing the sector interior and is
decomposed into three roles. The flight integration seeks to maintain the global
coherence, according to the control objectives, when new flight enter in the sector. The
trafic supervision aims at verifying the trafic runs according to the flow foreseen by the
flight plan or the controller. Finally the flight guidance consists in entering in contact
with the aircraft in order to indicate them the operations they have to do to continue
their route into the sector. Particularly this last role includes the management of
conflicts which are avoided by modifications of flight parameters.

Highly dynamic situations appear in air-traffic. These situations submit the
controllers, particularly the radar controller, to strong workload variations. Moreover
this situation is enhanced by the air-traffic increasing [Mac Alindon, 1991], without the
air-traffic security decrease.

For theses reasons, we study the introduction of assistance to air-traffic control
intended to regule the controllers workload. This problematic, called dynamic task
allocation, requires to master many human factors to design the assistances.

This paper is organised in three parts. The first part presents the different notions
inherent in the dynamic task allocation. The second part presents the essential points of
view of identification and modelling needed by the design of the assistances. Finally the
third part presents the human factors used in the work of controllers and the
investigations methods permitting to give them prominence.

2 Principles of Dynamic Allocation of Tasks between Human Operator and
Support System

2.1 Introduction

Dynamic allocation of tasks is a sort of man-machine cooperation which consists in
sharing dynamically all the tasks to be performed between a human operator (HO) and
an automated system. The main advantage expected is the regulation of the human
workload [Millot, 1988]. So, the automated system must be able to take care of some
tasks, and provides a decision aid but also an action aid to the H.O.

This sort of man-machine cooperation is really suited to the process where the human
workload changes a lot along the time because dynamic allocation allows to modify the
degree of automation for adapting it to the human needs [Debernard and al., 19901]:
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e When the human workload is low, all the the tasks are allocated to the H.O. for
maintaining his own abilities.

e On the contrary, when H.O is unable to perform all the tasks because his workload
is too high, some tasks (called shareable tasks) are allocated to the automated
system.

The integration of this cooperation in a man-machine system requires to answer to
different quesiions:

e Which tasks can be shared between H.O and automated system ? This question
refers to the definition of all the tasks, and to the abilities of the automated system
to set up.

¢ How allocating the shareable tasks ? This question refers to the definition of the
structure of the man-machine system in view of characteristics process, and to the
position of the H.O. in this structure. This question refers also to the algorithms
and the criteria for choosing the tasks allocations.

e Which interactions between the H.O. and the automated system must be setting up
to obtain an efficient cooperation ? How assessing this efficiency ? Which
minimal interactions to be setting up between the two decision makers for
building a common frame of reference for avoiding interferences on their current
representation situation or diagnosis ? How showing this common frame of
reference on man-machine interfaces and how update it in an optimal way for the
H.O. (human model, automatic recognition of human intentions, etc.).

e How integrating in the automated system the specificity of the man-machine
cooperation.

These different questions are treated now.

2.2 Structure of Dynamic Allocation

The general structure of dynamic allocation of tasks is given on Figure 1.

At the same level that H.O., the automated system (support system) controls the
process only for the tasks which have been allocated to it. The allocations are decided by
the task dispatchor and implemented by the task allocator. The latter has two functions
[Debernard, 93]:

e Upstream the two decision-maker, it informs them about the allocations and
how the tasks are performed by the other.

¢ Downstream the two decision-makers, it prevents one of them to perform a task
allocated to the other.

The dynamic task allocation aims at modifying dynamically the allocations so as to
optimize the process performance, but it is necessary to take into account the
competences and the capabilities of the two decision-makers. For the H.O., these
competences are considered as stable. But for the support system, some tasks normally
in its competence may be not in certain case. So, it's necessary to determine on line for
each task, the competences of each decision-maker.
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Competences | Task | Compelences
Capabilities | Dispatchor Capabilities

Control of,
Allocation

Task Allocator
(information)

Y v L__—Jr v

Human Support
Operator System
1 1
controls * \ * controls

Task Aliocator
(check)

\2

( Process ]
Informations T

Figure 1: General structure of dynamic allocation of tasks

About the decision-makers capabilities of processing, we consider they are stable and
known. Nevertheless, it's necessary to assess on line the human workload for avoiding
underload or overload. Indeed, the underload can produce, in a short-term, a fall of
vigilance and the H.O. can make some errors, [Jorna, 1991], and in a long-term a
deterioration in human competences. The overload has some dangerous and immediate
effects: errors, missing, delays, etc.

2.3  Interactions between H.O. and Support System

In a multi-task process, the different tasks to be performed are more or less
independent. When the tasks are independant, the interactions between the two decision-
makers does not exist. This is the ideal case and the only problem of the dynamic
allocation of tasks to solve, concerns the tasks allocation.

When the tasks are not totally independant, some decisionnal conflicts can appear
between the two decision-makers. These tactical conflits can appear, for example, when
the treatment of one task allocated to the H.O. is constrained by the treatment of an
another task allocated to the support system.

In the case of SPECTRA project [Debernard, 1993], [Crévits, 1996], the initial
competences of the support system had been reduced for avoiding these situations. This
support system called SAINTEX, has been produced by the CENA (french research
center in air traffic control) [Angerand and Le Jeannic, 1992]. Now, SAINTEX is able
to solve conflicts between only two planes, and these air conflicts are independent of the
rest of the traffic. So the competences of SAINTEX are not stable in comparison with
the number of possible situations.
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2.4 The Task Allocator

The main function of the task allocator is the implementation of the allocations
decided by the task dispatchor.

On one hand, the task allocator must inform each decision-maker about the allocation
of each task. For example in SPECTRA project, on the radar screen, each plane which is
part of a conflict allocated to SAINTEX, is showed with a specific color. On the other
hand, for preventing tactical decisionnal conflict between the two decision-makers, the
support system informs the H.O. about its decisions and actions. This permits to avoid
two antagonistic actions which could create a new conflict between two planes. So, the
functions of the task allocator are really important because it supports communication
between the two decision-makers and its design enables human operators to increase
partially their trust into the support system.

It exists an another kind of decisional conflict which could be qualified of strategic.
These conflicts appear when difference exists between the effective allocation of tasks
and the own human planning. Theses interferences are not due to the task allocator but
to the task dispatchor which is going to be presented here after.

2.5 Types of Dynamic Allocation of Tasks

The function of the task dispatchor can be managed by the H.O. himself or by an
automated system [Rieger and Greenstein, 1982]:

¢ The former is called explicit task allocation and the H.O controls the task allocator
with a specific man-machine interface (Figure 2). So the H.O. uses its own criteria
for allocating shareable tasks to the support system.

e The latter is called implicit task allocation and the task dispatchor is an automated
system (Figure 3). The task dispatchor performs the allocations from an algorithm
and criteria defined by the designer. These criteria can lead to assess some
parameters of the man-machine system as human workload, task demand or global
performance. The implicit task allocation presents the ergonomic advantage to
decrease the human workload but the H.O. can't modify the allocations.

Human Op.

Dispatchor

Decisions

Support System

outputs

Objectives

Process

Allocator
Allocator

Figure 2: Explicit Task Allocation
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Human Cp.

Objectives
outputs

Process

Decisions

I

Dispatchor

Support System

Figure 3: Implicit Task Allocation

These two types have been evaluated with a simulated process including independent
tasks [Kamoun, 1989]. The results had shown an improvement of global performance
with explicit and implicit allocation, and a good regulation of human workload
[Kamoun and al., 1988], [Kamoun and al., 1989]. But for more complex process, the
integration of an dynamic allocation of tasks is more critical for different reasons: the
task complexity to perform, the assessment of the human workload when the tasks are
cognitive, assessment of the global performance in line, human responsibility of support
system's controls. In this last case, implicit allocation cannot be applied. However, it is
possible to adopt an intermediate type of task allocation — the explicit assisted
allocation — which consists of an automatic allocation by the task dispatchor, but the
H.O. can modify the allocations if it's necessary.

2.6 External and Internal Allocation of Tasks

The tasks dispatchor, in a complex system where different levels or functions exist,
can be situated at the same level than the H.O. and the support system which perform
the tasks, or at an upper level, [Crévits, 1996]. In the first case, the dynamic allocation
of tasks is qualified of internal, figure 4. In the other case, the dynamic allocation of
tasks is qualified of external, figure 5. The advantage of the latter is to unload the
"lower" level from the management of the allocations, because this level is overloaded
in an explicit allocation for example, or because the "upper" level has better criteria for
allocating the tasks. It is possible then to mix these two kinds of dynamic allocation to
benefit from their respective advantages (mixed dynamic allocation).

explicit

Task
Allocator

implicit

Human
Operator

Support
System

Tasks

Figure 4: Internal dynamic allocation of tasks
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Figure 5: External dynamic allocation of tasks

2.7  The Task Dispatchor

In the implicit or assisted explicit type of dynamic allocation of tasks, the task
dispatchor chooses the allocations of the shareable tasks. In complex process, one of the
major problem is that the support system is not able to take always in charge some tasks
under specific conditions. This is called dynamic shareability and it is necessary that the
support system informs in real time the task dispatchor [Debernard, 93]. For example, in
the case of SPECTRA project, a shareable conflict with two planes can become not
shareable if the H.O. changes the trajectory of a third plane which interferes with the
two others.

When the task dispatchor has choosen the first allocation for a task, it is possible to
modify this allocation in certain case. The dynamic allocation is then qualified of pre-
emptive [Debernard, 1993] and permits a better regulation of the choosen criteria.
Nevertheless, if the task is too complex a modification of an allocation can be
impossible because, for example, if the support system is unable to finish a task started
by the H.O. In this case, dynamic allocation is qualified of non-pre-emptive.

Finally, the task dispatchor can work in a real-time mode or in a predictive mode.

In the case of SPECTRA, a real-time mode has been evaluated with nine qualified air
traffic controllers from Athis-Mons Control Center and six engineers from the CENA.
We have used an internal and non-pre-emptive allocation in explicit and implicit
allocation. For ther latter, the criteria used by the task dispatchor was based on a task
demands estimator.

The main results have shown in implicit mode a decreasing of human workload and
an increasing of performances [Debernard and al., 1992], [Debernard,, 1993]. These
results are similarly the sames? in explicit mode, but some dangerous behaviours appear
because certain air traffic controllers don't use the support system in a good manner.

Nevertheless, these first results are not optimal about the human workload regulation.
Indeed, in real-time the task dispatchor can not detect specific situations, and because
the non-pre-emptive mode was used, some little overloads are appeared.

In a predictive mode, these problems are better treated. But it is necessary to predict
all the tasks, the competences and the capabilities of each decision-makers. The major
problem is then the reliability of the predictions.

This approach has been used in a second phase of SPECTRA project (SPECTRA
V2). An external and explicit assisted allocation has been evaluated. The problematic is
then more complex and it is treated in the next part.
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3 Features needed to a distribution algorithm

3.1 Introduction

The definition of task distribution respecting the features presented, requires the
modelling of several problems in different ways. In order to master the complexity of
this problem, we have used a procedure build around three models of the problem, the
human operator and the resolution [Fréville and al., 1996].

3.2  The problem model

The problem model seeks to identify a reference framework to the dynamic task
allocation problematic. Here we have used the production management which provides
hierarchical models of production fonctions translating the system reffinement level by
level (figure 6) [Dindeleux, 1992].

Previsional Weekly:
programy follow-up
Scheduling
Detailed

planning

Executable Real-timée
task follow-up

- Real-time guidance

Captors ..
P I I Previsional management

Procédé

Figure 6: Production management functions

In this context, the three low levels are interesting. The scheduling level represents
the lowest level of previsionnal management. It aims at optimizing the utilization of
production means, satisfying their own constraints and respecting the production
objectives. This level gives a work organization planning. The two lower levels
constitute the real-time guidance. The control level aims at applying the planning given
by the scheduling level. The order level, directly connected to the process, transmits the
orders. In the context of dynamic task allocation, that is the human operator or the
automated system.

Table 1 shows the correspondance between the dynamic task allocation functions and
the production management functions. So the order level corresponds to the action level
on the process, i.e. the human operator or the automated system. The control level
corresponds to the task allocator because it applies the task distribution. The scheduling
level defines the tasks to do. So this previsionnal level corresponds to the task prevision.
Verify the constraints introduced by the human operator or the automated system enters
also in the capacities of this level [Courtois and al., 1989], [Lamy, 1987]. Then this
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level is able to continue the task prevision by the total or partial definition of the task
distribution. In this case, there is an external or mixed dynamic task allocation. When no
previsionnal distribution is defined, the dynamic task allocation is internal.

Production management Dynamic task allocation | Air-traffic control functions
functions functions
Previsionnal |Scheduling |External Prevision Organic Air-traffic
management distribution Distribution control filtering
Real-time Control Internal Distribution |Radar Aircraft
guidance distribution Allocation control guidance
Order Action Orders to
pilots
Table 1: Correspondance between dynamic task allocation functions, production

management functions and air-traffic control functions

In the framework of the design of DSS for air-traffic control, the dynamic task
allocation provides an appropriate structure because the production management is also
a mod¢1 of air-traffic control (table 1) [Crévits and al., 1993]:

e On the scheduling level, the air-traffic filtering is a strategical function which
redefines as preventive the aircraft transition between sectors (coordinations), in
order to reduce the number of conflicts, when it is necessary to reduce the
workload of the tactical controller. On this level, the dynamic task allocation gives
a mean to overpass the control capacities without penalizing coordinations with
the others sectors. So the possible tasks to allocate to the automated system are
simple conflicts between two aircraft only.

e The control level supervises the aircraft in the sector. On this level, the controller
has to guide the aircraft. He can decide to modify some of the flight parameters of
a plane when it is necessary, for instance, in case of conflict between two planes.

e The order level consists in contacting the aircraft when the controller implements
the decisions concerning modifications of the planes trajectory (for example in the
case of conflicts).

3.3  The human operator model

Providing a DSS is an operationnal mean for the operator to master the supervision
difficulties. But the resulting interactions between human operator and DSS, also called
man-machine cooperation, generate and introduce specific questions for the human
operator, such as "how is the information perceived ?", "How are the situations evolved
7", "How should the decisions be taken ?" and "What action must be done ?". Because
of these questions, the human dimension must be taken into consideration when drafting
a model of the human operator. This model should be considered early on in the DSS
development in order to improve the quality of the man-machine cooperation during the
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problem resolution phase and decrease the divergences. From this point of view, the use
of cognitive and artificial intelligence offers significant results.

In the case of dynamic task allocation, in function of the state of the process, the
human operator has to do some actions to supervize it. So the definition of the task
distribution is based on the prediction of the human operator's tasks during normal
functionning. These ones come from events intervening in the process which can be
classified in two categories:

e events after which a task can start,
e events before which a task must be finished.

Moreover, in the overloaded context of the dynamic task allocation, it is obvious to
consider the quickest execution of tasks. So the human operator execute a task entirely
when he starts it. On the contrary each interruption increases the global duration of the
task. Then the tasks are non pre-emptive.

In the context of air-traffic control, the work of controllers comes from three types of
events associated to aircraft: the enter of planes into the controlled sector, the conflicts
and the exit of planes of the controlled sector. According to the human operator model,
these events generate six types of tasks (figure 7) [Crévits, 1996]:

e the assume is the first task done by controllers, when the plane enters in the sector;

e the order in level is a modification of the flight level, forecasted by the flight plan
between the enter and the exit;

e the conflict solving is a modification of flight parameters in order to avoid
collision, between the enter time of the plane and the estimated time collision;

o the flight parameters restoration replaces the plane on its initial route when the
conflit is terminated, between the estimated time collision and the exit time;

o the plane supervision is a task associated to each plane present in the sector;

e the transfer is the last task done by controllers to give the control to the next
sector, when the plane exits from the sector.

Confli Flight
Assame SOt parameters gy
T >
Entry Smallest Exit Ersrtxlemated

distance

Figure 7: Tasks in the air-traffic control

In order to determine task distribution, it is necessary to first know the human
operator's workload, particularly concerning overloads. This will allow to define a task
distribution, if it is necessary, according to the tasks the human operator already has to
do. Overload indicators are given by the single channel hypothesis [Welford, 1959]
which translates the capacity of the human operator to process at least one task at any
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moment. This hypothesis allows us therefore to determine if the human operator can
respect the temporal constraints imposed by certain tasks.

The air-traffic management tries to master the air-traffic complexity reducing the size
of controlled zones into regions, then into sectors. Controllers themselves reduce the
complexity of situations they manage limiting the size of problems they treat. In this
case, this limitation expresses in planes number. So controllers manage several
independent problems, each ones composed of a reduced planes quantity.

The problem of dynamic task allocation is centered on the human operator. The
human operator must be assisted when he needs it, without precisely scheduling his
work. Moreover, the assistance must allow the human operator to remain the master of
the entire process. Particularly information presented by the assistance must be
understanding. In the case of dynamic task allocation, this information is based on
events appearing on the process. But these events translate temporal information about
the evolution of the process. Then the presentation of the decisions from the assistance
is based on events and time to be efficiently inserted in the decisions of the human
operator.

208 2108 1zt

Figure 8: Interface of DSS for air-traffic control

The interface of controllers assistance is based on a temporal scale (figure 8). The
interface recall the flight parameters (indicative, route, flight levels,...) and presents
events to manage (modification of flight level, conflicts), information usually used by
controllers. The assistance also gives informations on task distribution. Here shareable
tasks are conflicts between two planes. The workload, particularly the overloads, is not
an explicit information provided by air-traffic control means.The assistance introduces
this kind of information putting in evidence time intervals where such overloads occur.

3.4  The solving model

After highlighting the different dimensions of the problem, the reference problematic
still has to be determined taking into account the objectives to reach and the constraints
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that to satisfy. This model is built around an AI/RO approach, hierarchised in time. Such
an hybrid articulation helps to avoid the creation of a too simple and reductionist vision
of reality, not compatible with the supervison problems studied.

By using the expressive power of these different models, the assistance provided to
the operator is based on a resolution approach, including, for example, linear
programming, multicriteria decision-making, graph theory, constraint handling
programming, production scheduling or object-oriented programming,... and on a
variety of exact or approximated problem solving techniques, such as branch and bound,
metaheuristics, dynamic programming, referenced point multicriteria procedures,
knowledge-based systems,....

As view in the problem model the task distribution enters in a scheduling
problematic. Such a problem meets four notions: tasks, constraints, objectives and
execution calendar [Gondran and Minoux, 1995]. In the case of the dynamic task
allocation, the objectives are the same as the supervision which add to regulate the
human operator workload.

On basis on events given by the human operator model, it is possible to define the
tasks that the human operator has to execute to supervise the process. For each
supervision situation, therefore a set of tasks is associated which is constituted of four
parameters:

e therelease date r before which the task cannot start,
o the due date d before which the task has to be completed,

e the processing time p of the task,

o the sharing indicator s comprising the true value when the task can be assigned
to the automated system.

Both human operator and automated system represent the resources of the scheduling
problem submitted respectively to the capacity constraint and sharing constraint as given
by the human operator model.

Finally the specificity of the problem is seen when there is no pre-defined task
execution calendar. The problem consists in mobilizing supplementary resources in
order to avoid the human operator overloads.

The DSS is divided into three modules (figure 9). The first module, based on pattern
matching technics coming from Al, generates tasks that the operator will have to do.
The second module, based on explicit enumeration technics coming from OR, searches
out overload subsets of task. To face the combinatorial complexity of this search
problem, respecting the complexity limitation hypothesis of controllers, the exploration
depth is limited to eight tasks subsets. If it is possible, the third module divides the
overloaded sets of tasks into two separate subsets, one containing only tasks that the
automated system is capable of processing, and the other, containing tasks for the
human operator, who is no longer overloaded, because the task overload was shifted to
the automated system. The last two modules have also been the subject of studies based
on the linear programming in O-1 variables associated to exact solving technics
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[Crévits and al., 1994], and on constructive methods of scheduling associated to priority
rules [Crévits and Fréville, 1997].

Control
_ situation
Al .
technics Prevision
] l Tasks set
Overload search
OR Overloaded
technics L tasks subsets
Partition

N Subset allocated to
automated system

Figure 9: Structure of DSS for air-traffic control

4 Cognitive dimensions of supervision activities

4.1 Introduction

In process control, human activities need the construction of a plan to be guided.
Planning plays a major role in cognitive activities and has two dimensions: anticipation
and schematisation [Hoc, 1987]. In psychology, recent models of cognitive activities
don't focus on the sequential structure of activities, as a strict expression of a plan. On
the contrary, these models describe a global management of the updating of a current
representation of the situation [Amalberti and Hoc, 1998b; Hoc, 1996; Endsley, 1995a;
Sarter and Woods, 1991]. In complex systems, operators have to construct a mental
representation of their multiple interactions, as in problem solving situations [Richard
1990]. These interactions are not only related to the supervised system, but affect all the
human-system interactions. First, we will propose a definition of anticipation, not only
centred on time management (explicit part of activities). That's why we will develop in a
second part the importance of implicit cognitive mechanisms in risk, especially the role
of metaknowledge to regulate the compromise between the mental workload demand
and the quality/security optimisation of the system. In a third part, we will specify some
methodological approaches to describe these implicit and explicit cognitive activities. In
a last part, we will present some results to justify these theoretical aspects.

4.2  Characteristics of human operators’ strategies in process control

Anticipation always played a major role in adaptive capacities of humans. This
activity constitutes a distinctive characteristic of expertise [Amalberti, 1996; Grosjean,
1995; Roth and Woods, 1988].

Anticipation takes an important part in experts' activities, since these experts have a
vast class of knowledge directly oriented to the objectives of the supervised systems. We
can express the hypothesis that forecasts are integrated in the experts' knowledge.
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We often mean by anticipation the notion of time management [Cellier, De Keyser
and Valot, 1996]. Nevertheless, recent studies in process control have shown that this
single aspect is not sufficient to explain all observed strategies. Indeed, we have to
consider more variables if we want to take into account these related to the human (risk,
workload) [Amalberti, 1996], and not only these related to the dynamic of the system.

Models of human activities usually describe a sequential ordering of non-
decomposable activities. In considering only the temporal aspects, this conception has
particularly reduced the definition of anticipation. This restriction probably comes from
the methods, which only give the possibility to describe the explicit part of the
behaviour (verbal report). However, several studies lead us to believe that anticipation
and planning cannot be reduced to a symbolic form. Indeed, deeper mechanisms
(implicit) play a major role in the regulation of human operator activities [Denecker and
Hoc, 1997].

In the context of aeronautics, the notion of "situation awareness" describes several
dimensions of human activities. This notion is distinguishable from others theories, as
for instance mental models theory, insofar as the situation awareness does not consist of
a finished number of elements or of a definite internal structure [Moray, 1990]. It must
be seen as an opened system, according to a continuous movement of representations,
which depend on the evolution of the process [Endsley, 1995a]. This "situation
awareness" can be described as a complex process of perceptions and of recognition of
patterns limited to the capacities of the working memory and the resource of the
attentional processes. So, this notion allows us to define three types of integrated
processes: the perception of the elements of the situation, the integration of the
information, the comprehension and the forecasts of the future states of the process
[Sarter and Woods, 1991; Endsley and Smith, 1996].

Therefore, the sub-symbolic cognitive activities have an important function in the
construction and the updating of a representation of the situation. Thus, we have to
modify our theoretical approach of anticipation to combine the symbolic and sub-
symbolic aspects of the human cognitive activities. We distinguish in anticipation two
part: forecasting and expectation [Denecker, in press]. Forecasting is the explicit
component of anticipation, as plan with finite elements to guide the future activities. On
the other hand, expectation is the implicit part of the activities. Its role is to prepare the
organism to the future states of the situation. These expectations probably depend on
expert knowledge in a domain, to identify the internal coherence of plan during time,
and anticipate adapted responses.

4.3 Risk management and the cognitive compromise in the supervision

The complexity of the situations and the uncertainty associated to their evolutions
introduce supplementary constraints into the operator's activities. Consequently, the
classical description of these activities is not sufficient to explain all the strategies
related to the risk and the mental workload.

During supervision, human operator has to be able to manage risks. These risks can
be external, when they are directly related to the systems, or internal when they depends
on the human constraints. The maximai value of the internal risk is the loss of control
[Amalberti, 1996; Amalberti and Hoc, 1998a].
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To introduce his own constraints, human operator has to develop metaknowledge for
an optimal regulation of human-system couple, and expectations play a major role in
this regulation. In other words, the human operator has to integrate, to his own current
representation of the states of the situation, all its cognitive possibilities, which can
interfere with the dynamic of the system. These strategies have a special role in the
regulation of workload, insofar as human operator has to be always able to reconstruct a
plan to intervene on the system. Studies on fighter aircraft have shown that during the
pre-planning step, operators anticipate many possible states, but also their capacity to
deal with them [Amalberti, 1992].

Classical models used in experimental psychology seem to be poor to describe all
these activities in complex systems, insofar as differences between situation in
laboratory and natural situations are too important. Sometimes, to deal with the
situation, operators have to diagnose and to forecast the state of variables with
incomplete data or with a minimal definition of goals.

With Hoc and Amalberti, we can consider diagnostic and prognostic activities of
supervision organised around a current representation of the situation [Amalberti and
Hoc, 1998b; Hoc and Amalberti, 1999]. This current representation has to be seen as a
central element, which organise all cognitive activities. It is a reference for diagnostic
and prognostic and is a guide for the comprehension of the permanent changes in the
supervised environment. All cognitive activities are involved in the construction of this
current representation and in its updating [Hoc, 1996]. Then, human activities have to
be seen through three complementary dimensions: parallelism/seriality dimension,
autonomy/dependence dimension and the time of the event/differed diagnosis
dimension. All these cognitive activities are related to the time of the situation to be
synchronised in the time of the process, in the time of the task and in the time of the
episode [De Keyser, 1990]. These dimensions are compatible with a model of diagnostic
constructed on symbolic system of representations [Hoc and Amalberti, 1995].

This theoretical approach allows us to understand how operators introduce their own
constraints (human limitations). To deal with these risks, operators have not always an
algorithmic approach of the supervision, and produce errors that he can get back. Then,
the anticipation of these constraints has to be considered to give a right description of
mental workload.

4.4  Methods to describe cognitive activities

The access to the cognitive activities is not always easy, and methods used are often
dependent, on the one hand on initial questions raised by the research, and on the other
hand on the possibilities of investigation in the natural situation. Classically, we
distinguish two main ways to describe these activities: the explicit part of behaviour
(direct measure on variables), and the implicit part of behaviour (measure guided by the
interpretation) [Hoc and Lemoine, 1998].

Several techniques are available to have access to these activities, for instance:
physiological measures, performance measures, modification of the supervised
environment, subjective measures, questionnaire. These methods could intervene in the
course of activities or are not able to give a good description of the activities.
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We can consider supervision as a situation of problem solving. Thus, verbal report
analysis is a good way to access of operators' strategies [Amalberti and Hoc, 1998b], but
not allows to access to the implicit activities. Endsley propose a method (SAGAT) to
describe mechanisms of attention and its distribution, mental models, schemas,
automaticity and limits of working memory [Endsley, 1995b]. This method consists on a
succession of interruption during task and to question operator on all data he has in
working memory. This gives a good description of the current representation of the
situation and more by interpreting these data with verbal reports collecting during
activities.

That is why, verbal report analysis and interruption of task, seem to us to be
complementary. In our actual project (AMANDA), data are analysed according to this
double point of view. In a simulation of ATC, we interrupted the traffic every two
minutes. During interruption, we covered up the radar controller's screen, and give a
hardcopy of a blind screen (controllers have just information about limits of the sector
and positions of beacons). The radar had to draw positions and orientations of planes,
which seem to him very important for the traffic. During the two kinds of
experimentation (control and interruption), we have recorded all verbal reports.

In a first time, all data collected on hardcopy codes characteristics of the recall
(planes represented in advance, differences between conflict angle, ...). These
deformations of recall are signs of controllers' strategies to represent the situation
[Bisseret, 1995]. In a second time, verbal report encoding was performed using a
cognitive method introduced by Amalberti & Hoc [Hoc and Amalberti, 1999]. This
method consists in inferring elementary cognitive activities from the behaviour, the
context, a general architecture, and knowledge in the application domain. The verbal
protocol is decomposed into elementary units, which are coded using a
predicate/arguments format, with the help of the MacSHAPA software [Sanderson and
al., 1994]. In a first time, we have coded only the activities related to diagnostic and
decision-making. The diagnostic activities are inference (INFHY) when controllers
report uncertainty through an hypothesis, and identification (IDENT), when data of the
situation are immediately categorised in a known problem. The decision-making
activities are schematic decision (DECI-SCH) when the comprehension of the situation
is not sufficient to act on planes, or to plan activities to organise the traffic. The other
decision-making activities are the precise decision (DECI-PRS) when controllers decide
to act on planes, the action (ACT) when controllers set on the action and the evaluation
of decision (DECI-EVAL) to have a feedback on the global structure of the traffic.

We think that the conjunction of these different variables (implicit and explicit) will
give us a global understanding of cognitive activities of air traffic controllers. The 15
interruptions during the simulation will give us the possibility to describe the dynamic
evolution of the current representation. From a good description of this current
representation of the different states of the situation, we will probably understand how
controllers structure the traffic to act on it. In the following paragraph we will give first
results to describe the expected results in a near future.
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4.5  First results as example
4.5.1 Distribution of cognitive activities

As we can see on the table 2 (average on 12 controllers), the activities of inference
take on average a large place (32.4%) as actions (32.5%). For controllers, the
comprehension and the construction of a operational represention of the problem
(conflict) are very important activities.

Cognitive Activities - Diagnostic and Decision Making

' DECHEVAL
wACT
 DECHPRS
O DEGHSCH
B INFHY

& IDENT

80%
60%

40%

percentages

12 3 4 5 6 7 8 9 10111213 14 15

interruptions

0% -

Table 2: distributions of diagnostic and decision-making activities

We can think that if the controller have a good comprehension of the situation, all
decisions seem natural. The comprehension give the possibility to act following
heuristic, because controllers prefer acting with few variety of action. More, this
comprehension plays a major role to determine the context of the actions. Indeed, when
the traffic increase, controllers report less inferences and more identifications
(interruptions  8-12). During this period the precise decisions increase, and
proportionnaly the schematic decision decrease. This is probably the sign that
controllers have not the time to plan their traffic, and take some risks. This risk means
that they have no possibility to deal with the situation when a problem occur.

4.5.2 Precision of the recall

We present on table 3 the precision on the position of the reproduced planes. We can see
at the beggining that all planes (more than 90%) are represented in advanced. For
Bisseret [Bisseret, 1995], this a sign of heuristics used by controllers. During the
simulation, we can define a same period of charge (last paragraph). During this period,
the deformation of recall vary, and the proportion of planes in advance decrease (60%).
We can hypothesis that controllers can not anticipate all the traffic, and focus on certain
part of this one, without paying attention to other planes. In others words, the quality of
planification decrease, and controllers are not able to deal with all the trafic.
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Precision of the positions of the reproduced planes
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Table 3: Precision of the positions of the reproduced planes

If we are interested in representation of conflicts, table 4 presents the deformations of
their representations. Before the eighth interruption, a large part of conflicts (more than
60%) are represented with an over representation of the angle. After this interruption,
we can see that the distribution of correct and under representation of the angles
increase. In the first part of the session, we can think that controllers represents through
their deformations a part of their plan of actions. But, in the second part of the
experimental session, this fact can't be observed. These decision are expressed during
the control and do not correspond to a real plan of action. In other words, controllers do
not need to express this plan because the time between the identification of the problem
and its resolution increase under the control time (2 minutes).

Representation of conflict angles
100%

80%

60% £ "M over reprasentation

H correct
40%

percentages

- under representation

20%

0%

1 2 3 4 6 6 7 8 9 10 11 12 13 14 15

interruptions

Table 4: Representation of the conflict angles

These firsts results just present an idea of the method we used to code all protocols.
As we can see, the conjunction between explicit and implicit representation can give a
more detailed representation of the strategies used by controllers.

5 Conclusion
In the context of the DSS dedicated to the supervision of industrial processes, the

meaning of the term modelling is over the two usual signification: formulate in and
solve.
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On one hand, the single notion of equation restricts the term modelling to the context
of mathematics or computer science. To define such models, required by the concrete
realization of the assistance, other formalisms are necessary to express all the factors
contributing to the decision.

In this way a systemic view allow to replace the decision in the global context of the
process. Moreover the preponderant place the human operator takes in the supervision
problems requires the utilization of models coming from the psychology in order to
represent the mechanisms used by the operator.

On the other hand, to master the complexity of the problems, the formalization must
be preceded by the identification of the decision it is necessary to assist, among all the
activities of the operator.

Then the design of DSS dedicated to supervision requires a narrow collaboration
between the decision and cognitive sciences. The major difficulty is the searched
mechanisms are not always directly observable, but use no explicit phenomena.
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Abstract:

The purpose of this paper is to present the IMSA Project. IMSA stands for Intelligent
Multimedia System for Automedication and aims at providing a healthcare Internet tool
for the end-user. IMSA proposes an environment that integrates on-line health
information, a medical database and a knowledge base system for medical diagnosis.
This provides public healthcare, medicine tutoring and general practitioner decision
support services. Toward developing this system’s Internet sites, we were concerned
with developing an intelligent framework, ergonomics and providing a relevant level of
medical information for a non-health expert.

Keywords: Cognitive science, knowledge representation, Human-Computer Interfaces
(HCI), public healthcare, automedication.

Introduction
e The IMSA project proposes several healthcare services on the Internet such as:
e On-line health information,
¢ Tips to provide a good automedication,
e Access to a drugs database,

e A diagnosis for a single symptom and proposing a list of drugs that will help
toward a better health.

Automedication could be defined as: «the use of drugs products that haven’t been
recently prescribed by a healthcare professional. » [Dictionnaire]. It’s being used more
and more by a large amount of people in France and Europe, and many medical
conferences [QdM,1999] are now dedicated to it. Many doctors consider it’s about time
for them to get involved in this process. In fact, it’s not useful to discuss whether
automedication is appropriate or not because it’s already there and growing. It’s more
important to bother on providing information to the patient’s safe and relevant use of
automedication.

Most of the time, drugs purchased in automedication are OTC (Over The Counter)
products, which means that you can buy them on your own, without a doctor's
prescription. The database of drugs in IMSA only involves OTCs.
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With IMSA, the patient will have the opportunity to use a diagnosis module which,
through a series of questions, will provide a therapeutic class of drugs that will help the
end-user cure.

1 Cognitive work

The cognitive work is the heart of our system as far as IMSA could be defined as a
Knowledge Base System (KRS) where the rules and facts are stored in a relational
database system. Such as the well-known Mycin expert system [Shortliffe, 1976], the
development of this tool needs a close collaboration with healthcare experts. We found
the skills and motivations in the team of Professor Jean-Paul Giroud at the C.H.U.
Cochin (Paris 5). Although Pr Jean-Paul Giroud is the pharmacolgy department chief at
the C.H.U. of the Cochin hospital, he is also the author of books on healthcare and
automedication [Giroud and Hagege,1997].

With the help of doctors and pharmacologists, we were able to extract the knowledge
that a practitioner uses during a medical consultation and which helps him to prescribe a
drug.

The first important task of our teamwork was to select a list of mild symptoms where
automedication of OTC drugs is harmless and effective. The cognitive work could be
defined in different phases:

1. Work on the symptoms, considering the different forms a single symptom can
take. For instance, cough was the first symptom studied and its forms are dry cough,
productive cough, cough caused by smoking, cough due by a minor physical activity,
etc.. The doctors helped us determined which forms need the assistance of a doctor and
which could be cured with OTC drugs.

2. Work on drugs and their relations with symptoms. A close look at the contra-
indications of a drug or a therapeutic class was a very important step toward a safe
proposition of healthcare products. In fact, it’s necessary to study the active chemical
component of each therapeutic classes and drugs to determine its correlation with a
symptom. It’s by far the most demanding task of the cognitive work.

3. Doctors also worked on all healthcare information provided in the site. All the on-
line information definitions, questions and replies need to be understood easily by the
end-user.

This cognitive phase emphasized that a symptom and a group of drugs are related by
a therapeutic class which is determined by the active chemical component of the drug.
This relation could be studied with medical books, doctors and pharmacologists.

2 Knowledge representation

Once the cognitive work was done for a dozen of symptoms, we started the
development of a prototype. The knowledge representation was a major issue due to a
constraint: the Internet supports the system, so the knowledge base and inference
module needs to be implemented toward an effective and fast access. The amount of
information available on the site is rather important:
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1500 drugs descriptions with name of the product, price, rating efficiency by Pr
Giroud, contra-indications, doses to prescribe, when to start and stop using the product,
composition, etc.

Tenths of symptoms with definitions, causes of occurrence, extra information such as
what to do first, etc.

Definitions and general information on healthcare.

Due to the amount of information and the need for a dynamic management of pages,
a database approach was relevant. The use of a relational database system was then a
must because it has been proved to work well on the Internet, which is not the case for
Object Oriented database.

It was obvious that the medical knowledge used during a diagnosis can be easily
represented via a decision tree. We had another constraint here: if the end-used spends
too much time replying to question without a fast feed-back on drugs proposition, he
will leave the site and never come back. The question always asked is how much is too
much time? We don’t intend to reply to this issue but our concern was that the end-user
spends the shortest time in the diagnosis module and access a therapeutic class of drugs
as fast as possible. To do so, we bundled together questions in classes. We ended up
with three major classes of questions:

¢ Questions that detect whether the end-user’s symptoms is mild or not. If any harm
is possible, we invite the user to consult a doctor.

e Questions that help the system to detect which form of symptom the patient is
suffering from.

¢ Questions that provide a list of drugs that are supposed to help the patient toward
a better health. These questions are bound to the drug contra-indications.

For the diagnosis module, the medical knowledge is represented with a decision tree.
The figure 1 offers a simple representation of the decision tree where the three levels of
questions interact. With the questions of class 2, the system is able to display the right
information on the symptom’s form. With the questions of class 3, the end-user will
know if some OTC drugs are available and efficient considering his symptom and
contra-indications.

Let’s consider an instantiation of the decision tree for cough :

¢ Choose upper body in the anatomic section.

e Choose cough among upper body symptoms.

¢ Display general information and probable causes of occurrence on cough.

e Reply to questions of class 1 (example : of a question your cough and spit blood).
e User clicked “Go on”.

e Reply to questions of class 2 : Your cough is dry or productive (you spit).

e User clicks on Productive cough.
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e Display Information on productive cough + Questions of class 3 on contra-
indications.

e User clicks “Go on” because he doesn’t match the contra-indications..
e Display a therapeutic class list of drugs.

e User clicks on “ATOUCLINE expectorant”.

¢ Display all information for the product “ATOUCLINE expectorant”.

Choose anatomic area
which causes troubles

| Choose among symptoms of this anatomic area}

I Information on the symptom [

[

Class 1 of questions
"Helping to know if
the symptom is not

too serious”
I
[ 1
One "Yes" reply No "Yes"reply
Invitation to consult a
doctor and short explanations P
l <

Class 2 of questions
"Helping to know.
the symptom’s form"

Information on this
symptom’s form

Class 3 of Questions
"Helping to propose the
right drug, considering

the user's contra-indications”

L
f 1

Choose a drug among a list Invitation to see a
doctor because no OTC drugs
will be efficient considering
the symptom and contra-indications

Description of the drug
selected

Figure 1: Simple decision tree for the diagnosis module

3 Human-Computer Interface

The main concerns during the development of the overall interface module were
user-friendliness and efficiency. We learned a lot from all the sites and CD-ROMs we
tested with healthcare professionals. Even if most of these systems were implemented
toward a use by experts, we found that they weren't offering an efficient and logical
navigation. Dialogues modes were ranging from the use of thesaurus to the analysis of a
natural language [Winograd,1996]. In a technical domain like medicine, the analysis of
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a natural langnage can be profitable to the expert but is not useful for the patient who
ignores the terms of the medical domain.

Due to fast interaction between the system and the user, IMSA is using thesaurus
dialogue mode and binary replies to all the questions asked. The end-user only uses the
mouse click; it helps his navigation to be effective and fast, which is what’s needed in
an Internet site.

4 Evaluation

A prototype of IMSA has been developed with hundreds of OTC drugs and a dozen
of symptoms, enough to have the system evaluated by a wide range of users (medicine
students, doctors, automedication users and non users, computer scientists neophytes
and experts). Tests were supposed to help us know about the interface ability to guide a
patient from a symptom description to a drug proposition. To do so, we developed with
our team of doctors a series of scenarios that would be played by the users. All scenarios
would lead to a clear decision:

e Consult a doctor because the symptom’s form is too serious.
e Consult a doctor because no OTC drugs are efficient for your symptom.
e Choose a drug (with the help of a rating and price) among a list.

After a user played all scenarios, a series of questions were asked. Replies from all
users were compiled. It showed that:

e The IMSA project was well understood by most users.

e The navigation was clear and logical to all users, even for those who weren’t user-
friendly with the Internet.

e Medicine students found the tool interesting. They consider they do not spend
enough time learning on benign symptoms. A system with more medical
information could be a good tutoring tool for students.

Conclusion

The development of the IMSA project stands at the corner of medicine, multimedia
interfaces and artificial intelligence. The main goal of this work is to prove the
feasibility of a system providing healthcare information and diagnosis possibilities to the
patient. Many tests with a wide range of end-users (healthcare professionals, computer
scientists, Internet neophytes) more or less concerned with automedication confirmed
that such a tool has a bright future.

IMSA proves that such a system can work efficiently using well-known technologies
such as a CSQL programming through CGI, thesaurus and mouse click interface
dialogue, general information and an expert system like decision tree stored in a
relational database system.

Among the perspectives envisioned during our tests is the development of a tool
conceived for the students in medicine or rookie practitioner. In fact, all the medicine
student testers emphasized the point that such a system, with information correlated to
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their skills, would be very useful during their final years of studies and their first years
as general practitioners.

The IMSA projects showed us how important it’s to have this kind of tools
developed by computer scientists and healthcare professionals. This collaboration must
be effective all through the project. Although a logical method could be used to get the
information on drugs and their relations to symptoms, a doctor’s point of view is always
necessary.
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Abstract:

The present paper describes research on informal cognitive learning and support
among IT-users in industrial and office settings. Informal work organization structure
and dynamics, i.e., cooperative relations and knowledge flows between IT-users,
emanates from the shortcomings of formal organization, from IT-users’ knowledge
resources and from the demands of the task. Participation in formal educational
programs before or during the use of new technology are not sufficient to provide all
knowledge and skills necessary for optimal use in unexpected situations. Consequently
the work organization restructures itself informally in order to take advantage of
different individuals’ cognitive resources and to transfer these to other individuals in the
same work team who need guidance and training. Informal learning is a prerequisite for
the successful use of information technology.

Keywords: Learning, competence, training, work-organization, information-technology
1 Informal learning and support

The interaction of information technology, humans, organization and work demands
is very complex. It is therefore necessary to have highly competent users as well as an
organizational environment which promotes learning and development. In this paper we
attempt to give a description of how working teams function as a cognitive support unit
in order to succeed in their work in a computerized environment. This knowledge is a
prerequisite for effective work organization design and development of suitable
educational intervention.

Any formal organization plan is not enough to describe the actual organization at a
work place, that is, the way people are connected to each other and cooperate. As it
turns out IT-users often reorganize themselves informally in forms that differ from the
original formal organization plan, which means that other factors than the formal
organization are also of importance. The informal structure is primarily seen as a result
of the inadequacy of the formal organization to meet the work task demands. This
perspective means that the grounds for the existence of informal organization should
sought in factors related to the nature of the work, the formal work organization frame,
and the competence of the work team members. The issue of interest is how the
demands of the task affect the organization and how the organization shapes itself to
meet these demands [De Keyser, DeCortis & Peree, 1985; Reinartz & Reinartz, 1989;
Van Daele & De Keyser, 1991].
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Besides formal education informal learning takes place in work organizations,
especially when unexpected problems arise. Informal training is allowed or promoted
by a formal organization if people who are experts in different areas are in connection
with other people who are not experts in these areas. Continuous communication among
these people has to be made not only possible but also easy. People must be close to
each other geographically or at least they can use reliable communication technology in
order to be able for the “expert” to get a picture of the problem situation and for the
“novice” to receive instructions. They must also have time to communicate 1bout such
things and the authorization by the formal organization to experiment and test any new
knowledge. All that means that the formal organizational frame has to be “loose,” and
that the it must not only allow informal communication and learning but also to support
1t.

1.1 Process industry

A study which was carried out in a control room of a sulfate pulp mill revealed an
informal cooperative structure among the operators. This structure was related to
informal cognitive support and learning [Kavathatzopoulos & Kuylenstierna, 1993].

The purpose of the informal cooperation structure was to transfer information,
coordinate actions and to assist operators to fulfill their task, i.e. to supervise and
control the process. The results showed that the form of the informal cooperation
structure was similar in all shifts.

Figure 1: Direction of cognitive support in the control room. Thickness of arrows
shows the frequency of support (The boxes indicate the placement and work
task of individuals).

Looking at the dynamics of knowledge support we can see that operators in a certain
department (BR) take a central position (fig. 1). These give informal support to all other
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departments but most often to operators in difficult departments. Informal cognitive
support and learning given by any other operator was correlated to previous experience
in that department. The pattern for informal learning was consistent with the amount of
formal training given to different operators. That is, operators in the above mentioned
department had received more formal courses and hours of training than any other
operator in the contro]l room. They also had more experience from work in different
departments in the control room than any other operator group. The structure of formal
organization which placed these operators in the control room made them easily
available to the other operators when they needed guidance and training. It may seem
strange that regular operators who work in their departments every day and for many
years should have anything to learn from others. However, the results showed that
receiving informal education in many cases was very important because of unexpected
events and situations.

1.2  Office setting
A second study [Lindgren, 1999] conducted in a department of the Swedish Tax

Authority showed that users most often asked their colleagues for help when they
confronted difficulties with the new system they worked with (fig. 2).

100%7"
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0%

Peer support User manual Help desk Self training

Figure 2: Percentage use of help to cope with problems arising from the interaction
with the system.

Regarding the nature and the origin of the problems most of the users reported that
the formal organizational frame created a lot of problems, such as difficulties in getting
help, not enough time to ask and experiment, etc. The results point to the fact that
organizational factors are very important to remedy any shortcomings. Continuous
learning through the emergence of informal support structures is necessary for
acquisition of competence to use the new system in an optimal way.

The point of departure for this study was the notion that informal work organization
for development and competence may be accounted for factors related to the task
demands, to the present level of competence of the team members and to the structure of
formal organization. The results showed that an informal cognitive support and learning
structure was present. The structure of this informal cognitive support and learning was
consistent with the demands of the work task and the level of competence of IT-users.
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2 Individual and organizational learning

The above findings have important implications. First, research on informal work
organization must pay more attention to factors related to the fulfillment of the task.
Second, because they suggest that informal support and learning emerges as an attempt
to meet the task demands more efficiently, they should be of great interest to
practitioners with the aim to design efficient work organizations and
information/communication technology systems.

Informal cognitive support and learning can take place under the conditions of an
open and supportive organizational frame, diversity of skills and competencies, free
communication and enough time to experiment and communicate [Sefarty, Entin &
Johnston, 1998; Salas et al, 1998]. It is very important that the organizational setting is
arranged in that way. Planning for informal learning means that the kind and level of
participants’ expertise in different areas or aspects of the system has to be chosen, and
placed in the work team. They can then support and train each other. An alternative
solution could be to place there general and high level experts as instructors without
demanding any high competence or specialization on the part of the trainees.

Learning is possible in situations where the learner has a real problem the solution of
which is very important to him [Vygotsky, 1978; Nardi, 1996]. He has not to be
indifferent or over motivated, i.e. emotionally blocked. The solution, however, must
have some impact on his life or activities in order for him to be interested and activate
himself searching for that solution. Furthermore, the problem’s basic structure has to be
understood by the person who has that problem. That means that this person or a group
of persons know what the preferred solution is what they want to achieve, and they
know that they have not yet solved it and they have not yet reached their target.

The solution, either as content or as a method to solve the problem, is transformed to
the learner by someone who has this knowledge. Consequently this person has to be
close to the learner in place and time, and give the necessary instructions to him. By
guiding the trainee’s thinking and action towards the solution the trainee gets informed
about the new knowledge or the way of handling the problem. However, in order to
internalize it and learn it the trainee has to test the proposed solutions and solving
methods. The trainee can evaluate the information given to him by comparing it to his
original target. This is the main criterion by which the degree of efficiency of
instruction can be assessed. This training situation gives the trainee the possibility to
make this comparison. Thus he is in a position to decide if the instructions are worth
learning or not. If they help him to cope with his problem he internalizes the
instructions, that is, learning take place.

What happens here is that the learner, when he confronts a problem, is in a condition
of cognitive disequilibrium and the instruction helps him to re-establish equilibrium (se
for example Piaget, 1980). Learning can take place in an environment where formal
training in the form of an education program is given. People participate in different
courses with the aim to learn how to use effectively the information technological
equipment in their workplace. Such educational efforts must follow the above
theoretical lines, that means that they have to provide problem oriented instruction as
well as aiming at the establishment of equilibrium.
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Besides formal education informal training takes place in work organizations. As we
have seen above there is evidence of such informal communication structures aiming at
cognitive support. We may say that informal training is allowed or promoted by a
formal organization if people who are experts in different areas are in connection with
other people who are not experts in these areas. That presupposes a high degree of
specialization.

Continuous communication among IT-users has to be made not only possible but
also easy. People must be close to each other geographically or at least they can use
reliable communication technology in order to be able for the instructor to get a picture
of the problem situation and for the learner to receive instructions. They must also have
time to communicate about such things and the authorization by the formal organization
to experiment and test any new knowledge. All that means that the formal
organizational frame has to be ”loose,” and that the it must not only allow informal
communication and training but also to support it. The informal training must follow the
above theoretical lines, which means that it has to be problem oriented. This is of course
more natural for informal training than formal.

3 Planning the learning process during systems development

In order to be able to define the objectives and the content of any educational
intervention it is necessary first to describe the relationship, interaction and mutual
influence of users’ competence and skills on one hand, and on the other hand the
features of information technology, organization structure and work task demands.
Users’ actual competence level and skills have to be mapped. Furthermore, the new
skills demanded by new technology, organizational setting or work task must be defined
[Kavathatzopoulos & Kuylenstierna, 1998].

Planning for informal education means that the kind and level of participants’
expertise in different areas or aspects of the system have to be chosen, and placed in the
work team. They can then support and train each other. An alternative solution could be
to place there general and high level experts as instructors without demanding any high
competence or specialization on the part of the trainees. Finally the educational process
must be evaluated continuously. As a consequence the organizational setting has to
change and adapt continuously, as well as the mix of competence and skills in trainers
and trainees.

We know for a fact that the work tasks, the organization of the work, the human
skills and experiences are very much influenced by the development of the technology
support for the work [Leavitt, 1958]. To support this we need to let the development of
IT be the engine in the process of developing the more humane parts of the IT supported
work situation. How can this be done?

Traditional system development methodologies are extensively used in real life
development settings today. These methodologies help establish the needed requirement
specifications for efficient and effective development. Several problems have although
been encountered in practical use of existing system development methods [Gulliksen &
Lantz, 1998]. Some of these problems can directly be related to learning and
organization factors as addressed above, but other important aspects contribute equally
to these problems.
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It is therefore important that the learning process, the development of the work
situation as well as the necessary organizational changes can be planned for already
during the system development process. By doing this it would even be possible to, to a
larger extent, take the humane aspects into consideration when developing the systems
and perhaps through this, change the appearance of the final system. There is a need to
bring learning and organizational aspects into the system development processes, a need
that is recognized by the system developers as well as the users. This is one of the
focuses that we will pursue in our future work.
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Abstract:

ONERA and IMASSA are currently involved in a research program which aims at defin-
ing a methodology for the analysis of military aircrews’ activity during everyday opera-
tions. The proposed methodology is different from the flight analysis processes currently
used by airlines, for instance, as it is clearly focused on the human activity: it is based
on a model of generic activity, built from aircrews’ verbalisations and flight simula-
tions, which is used as a reference to identify possible discrepancies between this ge-
neric model and the actions actually performed during the flight. Those discrepancies
are then interpreted using a typology of typical safety relevant events, which was estab-
lished by an extensive review of incidents cases.

Keywords: human activity, aviation safety, flight analysis, cognitive modelling.
1 Introduction

ONERA (Office National d’Etudes et de Recherches Aérospatiales) and IMASSA
(Institut de Médecine Aéronautique du Service de Santé des Armées) are currently in-
volved in a research program called REX-FH, which aims at defining a methodology for
the safety analysis of military aircrews’ activity during everyday operations, using the
data recorded on board the most recent aircraft.

This research program is supported by the Human Sciences division of the French
MOD (DGA/DSP/STTC/SH), for the need of the French Air Force.

2 Background

Whatever the domain (aviation, nuclear power plants, other transportation means or
industries), the study of the human operator's activity at work inevitably reveals its ex-
treme variability. When rying to improve the safety or the performance level of such
socio-technological systems, the measures undertaken on instruction, on ergonomics or
on professional rules and procedures should carefully address this variability. The be-
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haviour of the operators is obviously the visible expression of the variability, but it re-
sults primarily from the operators' knowledge and know-how. Through experience feed-
back, it becomes possible to collect and to analyse some relevant elements of knowledge
and know-how in order to formulate some recommendations for safety improvement.

A review of existing experience feedback and on-line analysis processes has been
conducted during a preliminary phase of the research program [Le Blaye and Doniat,
1996].

This review clearly showed that various systems already exist in most of the modern
complex industries and transportation means, in order to better understand what are the
difficulties actually faced by the operators in control of the processes. Mandatory or
volunteer and confidential reporting systems are often used and obviously useful. Their
efficiency for the improvement of safety widely depends on the level of confidence ac-
corded to those reporting systems by the operators, but it is limited because of the sub-
jective nature of the information provided.

Aviation has always given a particular attention to experience and "Human Factors"
feedback. In order to get an accurate picture of the actual practices in flight, various
tools are now emerging that tend to address not only the events revealed by a consecu-
tive incident, but also less visible facts which could help understand what are the possi-
ble safety hazards of the socio-technological systems. One of the most systematic and
objective tools is the day-to-day analysis of the flight recorded parameters which is now
set up by most airlines with the corresponding hierarchical structure. These Flight Op-
erational Quality Assurance (FOQA) programs offer a substantial amount of objective
information and their safety benefit is high, especially if the aircrew involved in an
event is able and agrees to participate to the analysis process.

However, these flight analysis systems are based on the detection of deviations from
flight profiles or exceedances of parameters limitations, in order to detect well known
and safety critical events. The analysis of the detected deviations is then left to a skilled
specialist. The current tools look for deviations from a normative perspective of the
crew activity. They provide useful data for safety improvement, but new ways are now
open to better know the actual practises of the crew. By taking into account the intra-
and extra-individual variability, an extended definition of the deviations in the aircrew
behaviour may be proposed and addressed in order to establish more accurate safety
recommendations.

Our approach refers specifically to theoretical and experimental studies carried by the
department for Cognitive Sciences of IMASSA, concerning the cognitive aspects of the
aircrew’s activity and error mechanisms [Amalberti, 1996].

In the ecological approach of safety, the error is a natural element of human activity
and it participates directly to the regulation of the activity [Amalberti and Wioland,
1997]. Then, the aim of a safety approach is not to suppress the errors but, rather more,
to avoid that they could lead to an accident, i.e. to learn from them. That’s the motiva-
tion to build an objective methodology to better know and understand what is actually
done in the cockpit.
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3 Objective

The objective of our research program is to develop a mock-up of a possible system-
atic flight analysis software for military aircraft that would be able to identify safety
relevant events from a "human factors" perspective, using the available data recording of
each mission. Those events will then be studied by a safety analyst who will formulate
the appropriate safety recommendations.

The general purpose of the research program is to establish the necessary methodol-
ogy to achieve this objective. The key of this methodology is to model the aircrews’
activity and also the events which are thought to be safety relevant and that we intend to
address.

Those events will be identified as gaps between the actual activity and a reference
norm. The criteria for human variability and the interpretation of the gaps in terms of
safety depend directly on the definition of this reference norm [Grau and Bellet, 1992].
In the most classical approach, this norm may be defined as the prescribed task, as writ-
ten in the documentation (legal requirements and recommended procedures). The norm
may also consist of the usual practice, that may differ from one operator to another and
also for one operator during his professional career. Last, the reference norm may be
considered as the primary intent of the operator and a gap from this norm will be de-
fined as a human error [Reason, 1990].

The choice of the reference norm has various implications from a safety point of
view. Given the reference norm, it becomes possible to address not only the "negative"
deviations and errors but also the difficulties that the operators have to face in normal
operations and furthermore, particular mechanisms and "positive" behaviours that bene-
fit to safety.

4 Methodology

4.1 Principles

In our methodology, the process for the identification of safety relevant events is
based on the analysis of aircrews’ activity. This analysis aims at establishing a typology
of safety relevant events (SRE) and building an Activity Descriptive Model (ADM).
This model is then implemented as an Activity Formal Model (AFM).

REX-FH MASSA

Descriptive Model

- Ergonomics
Activity
Analysis K;l;)v.vl.e:ligge

f Formal Model

O NERA

Experience Feedback
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The model of activity is then used as a reference frame to rebuild and to identify
some possible gaps in the activity as performed during the actual mission, using the
flight parameters. Those parameters provide objective data on the aircraft state and pa-
rameters, systems in use, warnings to the crew and crew actions. They are recorded as a
function of time by onboard equipment of the most recent military aircraft.

The identified gaps will then be interpreted using the typology of SREs.
4.2 Identification of Safety Relevant Events (SRE).

This first step of the analysis of aircrews consisted of the study of incidents reports
from the Air Force. Those reports deal with incidents which are not subjects of a de-
tailed investigation. Given the current experience feedback practices in the Air Force,
they represent the closest available information to what could be collected with a sys-
tematic analysis system. The study of 615 reports showed that the most safety critical
phases of the mission are take-off and, moreover, landing. This study resulted in a ty-
pology of the gaps or errors, based on the phenotypic model of error production [Holl-
nagel, 1993]. The erroneous action is described as a gap with what should have been
done, which is formally described outside of the actual situation, and generally based on
the published procedures. The proposed typology are derived from an existing error
categorisation [Swain and Guttmann, 1983] with the adjunction of a temporal reference
[Decortis and Cacciabue, 1988].

Four types of gaps have been identified:

e intrusion (e.g. during approach, fuel tank dropping instead of landing gear
down)

e inversion (e.g. tyre explosion at landing after a failure of the anti-slide system,
because the pilot breaks before using the parachute, although the procedure is
to use the parachute first).

e omission (e.g. the crew forget to report his position to the control before start-
ing a descent)

e erroneous time management, which can be detailed as:
* too early (e.g. landing gear down while speed still too high)

* too late (e.g. thrust reduction too late, which results in a precipitated ap-
proach)

* too long (e.g. thrust kept idle for a too long time, inducing an engine extinc-
tion)
* too short (e.g. landing flare too short, causing a hard touch down)

Those gaps can be identified among the elements of the descriptive model which is
presented below.

43 Building the Activity Descriptive Model (ADM).

The second step of the analysis of the activity consisted of detailed interviews of 5
qualified military crew members, on the basis of paper scenarios. The aim of these in-
terviews was to capture the knowledge and the know-how of the crews in the take-off
and landing phases. The transcription of the interviews help to build a preliminary de-
scriptive model of the activity.
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The ADM consists of a generic structure, | Schema 1 : Prepare Landing Configuration
based on the schema approach [Schank and
Abelson, 1977]. This approach is now well
accepted in cognitive psychology, among

No

other formalisms used for knowledge Procedure ;
representation in computer science. [V=450 knots
[Entry 500 feet
The ADM allows to represent the crew (Climb to pattern altitude

activity with the following typology:

esult : V= 340 to 380 knots
linitial point H = 2000 ft +/- 200

Phase > Schema > Module > Cue

The Phase is the highest level of
description of a mission (e.g. "Take-
off","Landing"). It is defined as a sequence
of schemas.

The Schema is a description of a

[Result : ATC answer : .
particular  goal-oriented activity (e.g. - Runway colour, QFU and QFE
"Prepare landing configuration", see the Other trafic in approach '

example). A schema is an oriented graph of

modules. Control :
K . - QFE is correct
The Module is a typed consistent _ Visual on other traffic

combination of Cues. Its type is either a
Test, a Procedure, a Result or a Control
(e.g. Procedure: {Speed 450 knots, Intercept
500 feet, Climb to pattern altitude}).

lProcedure : HUD in approach mode |

A Cue is a piece of information, a property or an elementary physical action (e.g.
"Speed 450 knots").

The last phase of the analysis of crew activity consisted of mission simulations with
military pilots in a realistic full-size simulator of a two-seats fighter aircraft. Four mis-
sion scenarios of one hour each were flown, including specific events in order to collect
actual examples of deviations. Detailed debriefings with an analysis of video recording
was conducted with the crew members. They were exploited to validate the MDA and
the typology of SRE. The scenarios help to identify particular unknown practices that
had not been explicitly described by the crews during the previous interviews. Numer-
ous flight parameters were of course recorded during the simulations, to be used for the
development of the software mock-up.

4.4  Creating the Activity Formal Model (AFM).

The AFM is devoted to mathematically capture the ADM including software simula-
tion functionalities. The requirements of the AFM are:

1) to provide a formal and computable representation of the activity characteristics as
revealed and validated by the ADM,

2) to ensure the data connections between the elements of the activity and their corre-
sponding effects on the flight parameters recorded by the on-board devices.
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Indeed, a discrepancy feature which was assessed in the ADM (as it appeared rele-
vant from a human factors analysis) must be consistently represented as a graph operator
in the AFM. For instance, an ADM inversion of two Cues observed in a given activity
should be captured by a specific permutation in the AFM, and the application of this
operator should be confirmed by the correlation with the flight parameters. From a mi-
croscopic point of view, the informal notion of deviation to the activity described in the
ADM, gets a corresponding definition as a structured difference between two pieces of
knowledge.

Thus, the AFM aims at providing formal definitions of naives notions, such as the
expression "addition of errors" which is frequently described by accidents investigators.
Is the naive denotation "addition" formally relevant? Should it be considered that this
"addition" is commutative, associative or distributive with other operators? The purpose
of the AFM is to filter, to structure and to assess the amorphous knowledge in a consis-
tent and relevant way.

From the theoretical point of view, the Cues are coded as constrained litterals of the
first-order logic (e.g. "speed(450)"), they represent the smallest piece of knowledge on
which validity questions can be performed. Hence, the Modules are constituted of con-
junctions of litterals (e.g. M1={Speed(450), Intercept(500), Climb_to(h), Pattern(h)}).

An algebraic framework, called the Cubes model, is used to completely describe and
capture the differences between pieces of knowledge such as different Modules. We
think that such a skill is the key of activity deviation modelling. We previously estab-
lished that the Cube model is a complete non-modular lattice [Chaudron et al. 1997] ; all
the symbolic fusion operators (supremum, infimum, etc.) are defined in the model and
implemented in Constrained Logic Programming (CLP), more precisely in PROLOG.

For example, considering the Module M2={Speed(460), Climb_to(1500)} deduced
from the flight parameters of an actual mission, the Cubes model makes it possible to
compare M2 to M1, and to determine the symbolic difference set of these two pieces of
knowledge.

sup(M1,M2)={Speed(x), Intercept(500), Climb_to(1500), Pattern(1500), x in [450,460]}

The supremum of the two modules

An acceptable mid-term in ="
the difference set

M2={Speed(460), Climb_to(1500)} |
3

M1="{Speed(450), Intercept(500),
A Climb_to(h), Pattern(h)}

The observed module deduced . The reference module from the ADM

e from the flight parameters

T The infimum

inf(M1,M2)={Speed(x), Climb_to(h), x in [450,460]}

The current research on AFM focuses on the integration of constraints into the Cubes
model so as to fit closely to the actual expressions of both flight parameters and the re-
fined modules of the ADM.
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5 Possible extensions and conclusion

The next phase will be to extend the functionalities for the interpretation of the pos-
sible discrepancies between the generic model and the actual activity. The typology of
SRE should integrate elements of expertise collected from flight safety officers.

The methodology could also be extended in order to describe the mechanisms dedi-
cated to the adaptation of the mission plan in flight and the individual variability de-
pending on the pilot’s level of expertise [Wioland and Amalberti, 1998].

Based on a careful analysis of the crew activity, our approach should contribute to get
a better information on everyday practices and to better understand how the crews face
the operational constraints, how they regulate the errors inherent to their activity and
eventually, how to avoid incidents becoming accidents.
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Abstract:

Post-decision restructuring is the unconscious revision of what one saw and thought in
the pre-decision stage as a result of outcome feedback. Professional auditors and
auditing students participated in a post-decision restructuring (hindsight) experiment
involving going concern judgments. Lack of feedback among professional participants
invited more pronounced post-decision adjustments than access to feedback, in
particular among participants who chose a going concern report.  Whereas
professionals were relatively unaffected by outcome feedback, novices were more likely
to bolster their supportive signal ratings (and suppress the ratings of counter-indicative
signals) following positive feedback. The findings are related to the effect of domain
expertise on judgment heuristics.

Keywords: Hindsight, Post-Decision Restructuring, Going Concern Judgment
1 Introduction

Dynamic domains such as auditing may be particularly vulnerable to post-decision
restructuring as experts rely heavily on rapid matches between what they observe and
what they have made sense of in the past. Post-decision restructuring is the unconscious
revision of what one saw and thought in the pre-decision stage as a result of outcome
feedback. In short, the hindsight bias results from a projection of new knowledge into
the past accompanied by a denial that the outcome information has influenced judgment
[Hawkins and Hastie, 1990; Fischhoff, 1975]. The process of reducing dissonance
involves considering, "reconsidering and re-evaluation of ... dissonant cognitions until
adequate reinterpretations are invented or discovered" [Festinger, 1964, p. 157]. In
contrast to earlier alternative-focused research, Svenson (1992) outlines an attribute-
focused decision theory. Lundberg and Svenson (1993) found evidence for post-decision
restructuring of facts among commodity traders.

The present study focuses on professional auditors’ and auditing students’ post-
decision editing and on a hindsight judgment. The auditors were given relevant
information based on an actual company and were asked to judge the company's
viability. Our study may have several implications for the auditing profession. When an
auditor is confronted with report decisions on separate clients with similar
characteristics, s/he may be inclined to benchmark the latter audit report decision on the
preceding decision. If the auditor is sued based on the merit of the audit, jurors (with
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additional information subsequent to the audit) may have their opinions clouded by
hindsight bias [cf. Anderson et al., 1997 and Kinney, 1993]. Also, during the audit
review process a reviewer may be biased by the decision rendered by a manager. From a
decision theoretic perspective, this study breaks new ground in that we (1) examine
professional judgment in realistic settings, (2) work with the signals that each
professional isolates, and (3) include both supportive and counter-indicative signals.

There is evidence that experts’ judgments differ from those of non-experts. Smith
and Kida’s (1991) review indicates that the extent of the common biases investigated
(anchoring and adjustment, representativeness, and confirmatory strategies) often is
reduced when experts perform job-related tasks (as compared to students performing
generic tasks or professional tasks for which they lack experience). Generally, auditors
are asked to attest to the fairness of historical information which is contained in
financial statements. In the US, ‘Statement on Auditing Standards No. 59’ [AICPA
Professional Standards, 1989] has expanded the auditor’s role in predicting whether the
client has the ability to continue as a going concern for a reasonable period of time
(generally one year); from that of a passive observer to that of an active seeker of going
concern problems.

2 Method

Our participant pool consisted of 51 professional auditors —18 Partners, 6 Senior
Managers, 8 Audit Managers, 12 Senior Accountants/Auditors, and 7 Staff
Accountants— representing sixteen (large to small) accounting firms in the Pittsburgh,
Pennsylvania area. The professional experience of the various auditors ranged from one
year to 40 years, with an average of more than thirteen years. All participants were
external auditors, and thus specialized in making going concern modification -
unmodified audit report decisions. A second participant group consisted of 50
advanced undergraduate auditing students representing two Pittsburgh area universities.
The individual participant was presented with relevant financial (including financial
statements) and non-financial information of an actual company that we renamed ABC
Corporation. We maintained references to the company’s particular business sector.
This procedure kept the realism of the task, while minimizing the risk of an auditor
being directly familiar with the history of the particular firm. We chose a company that
received an unmodified audit report, but filed for bankruptcy protection the next year.

The participants were asked: (1) to isolate signals —pieces of information about the
company they believed to be critical to the unmodified audit - going concern judgment—
and (2) to indicate what their report decision would be. This first phase involved: i)
identifying prominent positive (supporting an unmodified audit report) and negative
(supporting a going concern report) signals, ii) choosing between an unmodified audit
report and a going concemn report, and iii) choosing the three most positive and three
most negative signals. For the first step, we asked the participants to mark/circle signals
on the worksheet that suggest an unmodified audit report with a blue marker, and signals
that suggest a going concern modification with a red marker. Thus, each subject’s
successive judgments will be based on signals that s/he —not the experimenters—
generated. The participants were then asked to rate the strength of each signal with
respect to their influence on their report choice; supportive signals (S1 to S3) ranging
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from Neutral to Strongly For (their chosen report) and counter-indicative signals (C1 to
C3) from Strongly Against to Neutral.

After completing Phase 1 —the original data collection— the participants were given a
break of approximately 20 minutes. During this time, we transferred each participant's
signal labels to an unmarked rating sheet. After the break, the participants assigned to
the experiment group were informed that the actual auditing firm had issued an
unmodified audit report, and that the company subsequently had filed for bankruptcy
protection. Each subject was then asked to replicate their Phase 1 signal strength
ratings. The explicit instructions to replicate the previous ratings —'as you recall your
previous ratings'— were intended to minimize the risk that the subjects misinterpret the
hindsight task as an assessment of current knowledge rather than of accuracy of recall or
reconstruction of a previous knowledge state [cf. Fischhoff and Beyth, 1975]. The
participants in the control group saw rating replication request forms without outcome
information. We then compared the Phase 1 and Phase 2 signal ratings.

Finally, we asked the participants to assess the probability that the company received
a going concern modification as well as the probability that the company received an
unmodified audit report. 53 participants received outcome information: At this point,
you have received outcome information: you know what kind of report the Auditing
Firm issued, and that the company filed for bankruptcy. However, we would like you to
ignore what actually happened, and base your final decision on the preceding audit
report only. 48 participants (the control group) received no feedback.

The control groups guard against a general effect of regression towards the mean.
We expected that the Phase 1 ratings of perceived degree of support for the ranked
aspects and those given after the feedback would reveal a consistent downward revision
of the most supporting aspects and an upward revision of the most counter-indicative
aspects. Our focus on differences between the responses in the outcome groups, and in
particular in relation to the control group, cancels regression effects.

3 Results

We begin our discussion of the results with the participants’ assessments of the
likelihood of each type of report. The professional participants in the feedback and the
control groups rated the probability that ABC Corporation received a going concern
modification very similarly, as 28% in the feedback group and 30% in the control group.
However, both student participant groups rated the probabilities as 65% for a going
concern report and 35% for an unmodified audit report. This difference in opinion
between professionals and students is directly attributable to experience: in practice, a
going concern report is issued much more infrequently than an unmodified audit report.
Interestingly, 90% of the student participants chose a going concern report, compared to
37% of the professional participants. Since the company actually filed for bankruptcy
protection within twelve months of the filing of the original report, the professional
participants’ experience does not serve them particularly well in this judgment [cf.
Lundberg and Nagle, 1999].

Separating the groups into participants who chose a going concern modification and
participants who chose an unmodified audit report reveal considerable differences in
opinion. The professional experiment group participants who chose a going concemn
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modification saw the probability that ABC Corporation received that type of report as
lower (41%) than their control group counterparts (58%). This difference is significant
(t = -1.69, p-value = 0.0549). The difference between the ‘going concern likelihood’
ratings of the student experiment group participants who chose a going concern
modification (69%) and their control group counterparts (71%) is not significant. The
difference in the ratings of the two professional groups who chose an unmodified report
is also small (18.3/81.7 and 16.5/83.5, respectively).

The professional participants who did not receive outcome feedback, compared to the
experiment group, saw a need to bolster their judgment. When selecting a relatively
infrequently rendered report —one that may be challenged both internally and by the
audited company- these auditors seem to draw support for their judgment from what
they perceive to be their peers' standards. These auditing professionals may have
assumed more cohesiveness in their domain than is warranted. Alternatively, the
information that the original auditors issued an unmodified audit report may have lead
the experiment group participants to lower their GC-likelihood in retrospect. This
explanation is less likely since they also learn about the company’s subsequent trouble.
It is interesting that a lack of feedback —more so than available feedback— leads to a
more pronounced hindsight bias among professional participants. Professionals may be
less vulnerable to a general hindsight bias than expected, but at the same time
vulnerable to biases that stem from their specific task environment. The novice subjects
on this task were largely unaffected by a hindsight bias.

We turn next to an examination of the participants’ post-decision editing of the
supportive and the counter-indicative signals. = We expect a general tendency of
regression toward the mean —a moderation of extreme ratings from the original to the
recreated ratings. Therefore, we adjust the ratings in the two sub-groups in the
experiment group —the subjects who chose a going concern modification and the
subjects who chose a unmodified audit report— with the ratings of the subjects in the
respective control group. Figure 1 depicts the post-decision changes in memory
reproductions of earlier importance strength ratings as a result of outcome feedback/lack
of feedback for the three most supportive signals, whereas Figure 2 depicts the changes
in the three most counter-indicative signals. The figures reveal two drastically different
patterns. When interpreting the figures it is important to note that the shifts in ratings
are depicted in relative terms: relative to the control group ratings, this is how the
subjects in the experiment group responded. Due to the small number of student
participants who chose an unmodified report, the discussion focuses exclusively on
going concern judgments. A two-way ANOVA of the adjustments to the supportive
signals reveals that the experience factor (students versus professionals) is significant
(p-value = 0.0193), whereas the signal factor is not. There is significant interaction
between experience and signals (p-value = 0.0063). For the adjustments to the counter-
indicative signals, only experience is significant (p-value = 0.0001). In essence,
experience/lack of experience significantly affects the post-decision adjustments.

A direct comparison of professional and student signal adjustments reveal that the
differences between the averages are significant for all comparisons except for the third
most important counter-indicative signals (C3). Whereas the two groups behave
somewhat similarly —both making rather minor adjustments— with respect to the S1 and
C3 reproductions, quite drastic deviations appear in the other ratings. The small
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positive adjustments to S2 and S3 for the students, stem from positive adjustments due
to positive feedback. The negative adjustments to S2 and S3 among the professionals in
turn stem from sizable positive adjustments in the control group, not from negative
adjustments in the experiment group. Whereas the student participants respond to
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positive feedback by bolstering their supportive signals —as suggested by various
hindsight theories— the professional participants do not appear to bolster their ratings
based on positive feedback, but rather seem to bolster their supportive signals as a result
of lack of feedback on a risky choice of a rather infrequently occurring report.

The relative adjustments to the counter-indicative signals among the students are a
function of negative adjustments in C1 among participants with feedback. In the case of
C2, the major adjustment is a bolstering among control group participants. As such, a
negative adjustment of the most important counter-indicative signal following positive
feedback is not surprising. Again, the positive adjustments to C1 and C2 among the
professional participants are due to major negative adjustments among participants with
no feedback. Thus, a pattern reemerges where a lack of feedback in conjunction with a
relatively less frequently occurring, highly consequential choice leads to pronounced
post-decision editing. We do not have an explanation for the strong bolstering in C3 for
both students and professionals.
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4 Discussion

The expert participants displayed an ability —through sharper skills and/or mitigating
heuristics— to counter the effect of outcome feedback on the memory of their choice.
Smith and Kida (1991) argue that specialized judgment heuristics may be used for tasks
within an expert’s domain, whereas general cognitive heuristics may be used in
situations where the individual lacks information and/or expertise. In our case,
knowledge of industry norms and patterns may lead to a simple heuristic: if you make a
potentially controversial choice, be prepared to defend it. We found that auditors
lacking feedback made a major effort to defend their choices to themselves. This
process, we suspect, is related to the broader phenomenon of truth preservation in
judgment and decision-making. Novices, on the other hand, revealed a tendency to
bolster the ratings of their supportive signals following positive feedback, and (to some
extent) to scale back the ratings for their counter-indicative signals. The findings suggest
that experience plays a important role in hindsight judgments, and that lack of feedback
may be as much a biasing factor as feedback. There is reason to be concerned about
rating bolstering and suppressing tendencies that stem from making risky decisions
without feedback (or with delayed feedback). The direct comparison of participants
with various levels of experience suggests that there are situations where general
hindsight biases occur —e.g., among our novice subjects— and others where they seem to
be countered by mitigating, domain specific heuristics.
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Abstract:

. OR/MS in the service of “how to best design and operate man-machine systems” plays a
responsible role in taking decisions for the people, by the people with assumptions
about the people. Therefore, the understanding of people and their psyche is
Jfundamentally important for OR/MS in practice. Four psychological typologies will be
presented which are essential for (i) mutual understanding between OR/MS people and
managers, for (ii) the composition of OR/MS teams and for (iii) the customer
orientation of OR/MS groups.

Keywords: Researcher and manager; converger versus diverger; motivation archetypes;
functions of the brain; introvert versus extrovert; Environmental Interaction Theory.

1 The Need for Psychology in Operational Research and Management Science
(OR/MS)

The need for psychology in Operational Research and Management Science
(OR/MS) depends upon the understanding of OR/MS. For those who see OR/MS as
narrow as a subset of mathematics, there is no need for psychology at all. However,
there is a tremendous need for psychology for those who conceive OR/MS such as:
“Operations Research is concerned with scientifically deciding how to best design and
operate man-machine systems, usually under the conditions requiring the allocation of
scarce resources“ (ORSA, ca. 1977).

In this sense OR/MS has to serve the purpose of decisions
e for the people (those who depend upon the decision),
e by the people (the decision makers),

e with assumptions about the people, i.e. those who play a role in the man-machine
system under study.

Therefore, it is not surprising to read — particularly in the very early OR literature —
statements such as: “Psychology is the key to successful OR*“ (France 1971). Much
earlier, Creelman and Wallen (1958) pleaded for an integration of psychologists in OR
teams and reinforced their arguments by quoting first generation representatives of
OR/MS such as Morse and Kimball as well as Churchman, Ackoff and Amoff etc. A
few years later, Churchman and Schainblatt (1965) pleaded for “mutual understanding
between the operations researcher and the manager.



APPLIED COGNITIVE SCIENCE AND HUMAN CENTERED SYSTEMS 54

People are different in many aspects: in their education, training and fields of
interest, in their experience, in their psyche, and in their values. No individual equals
any other. The spectrum of individuals is represented by the large numbers of terms
characterising man in almost any language. Allport and Odbert (1936) collected e.g.
17,953 trait names in the English language.

In order to reduce the complexity of different personalities, a number of
psychological typologies has been developed. Some of them will be presented here,
particularly those which may help the OR/MS professionals.

The oldest psychological typology of the Western world goes as far back as to
Hippocrates (ca. 460 — 370 B.C.) with his four temperaments: the sanguine, choleric,
melancholic and phlegmatic type. This typology has endured all the epochs of thought
since. Many other typologies were suggested more recently, mainly in the 20™ century,
but no one seems to be superior over the others in general. They all have their specific
values.

The presentation of psychological typologies in this paper shall serve three main
purposes:

e to develop a better understanding of one own’s psyche,
e to develop a better understanding of other individuals, and
e to develop a better understanding of groups of individuals with different traits.

This paper is based upon former surveys by the author (in German), such as Miiller-
Merbach and Nelgen (1980) and Miiller-Merbach (1986).

2 Four Selected Psychological Typologies

Four contemporary psychological typologies are selected to be presented here. All of
them serve the purpose of making OR/MS studies in the sense of “deciding how to best
design and operate man-machine systems” (ORSA, 1977; above) more effective.

21 Converging on the Left Side and Diverging on the Right: Researcher and
Manager

Are there fundamental mental differences between OR/MS professionals on the one
hand and managers on the other? When Churchman and Schainblatt (1965) reflected
about the “dialectic of implementation”, they — at least implicitly — put the question if
researchers and managers were different in their mental cognition and processing. An
answer came from Henry Mintzberg (1976), easy to recognise by the title “Planning on
the left side and managing on the right hemisphere of the brain, followed by a more
extensive study (Mintzberg 1979). This “brain-split” theory had predecessors, on the
one hand authors from psychology such as Guilford (1956), Hudson (1966), Mitroff
(1972) and Omnstein (1972), on the other hand the philosopher Immanuel Kant (1724-
1804).

Kant spent much thought on the question: “How do we know?“ One of his and his
school’s fundamental results was: “(Pure) intuition without conception is blind,
conception without (pure) intuition empty“, originally: “Anschauungen ohne Begriffe
sind blind, Begriffe ohne Anschauungen leer.” 1t is neither really possible to think, to
reflect, to reason, to understand reality by pure intuition only (without conception), nor
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by conception only (without intuition). However it may be that some people are
stronger dominated in their thinking by intuition, others by conception (even if Kant did
not discuss such psychological aspects).

It was Guilford (1956) who — without reference to Kant — suggested to distinguish
between convergent thinking and divergent thinking. Hudson (1966) followed him and
discovered that some people tend to think more convergently, others more divergently.
Mitroff (1972) tranferred this knowledge to the OR/MS literature. He reported:
“Convergers tend to prefer to work on manageable, well-defined problems for which
there exists a single ‘best’ answer. Out of a set of many possible alternatives, they tend
to converge on one and develop it in elaborate detail. Divergers tend to prefer to work
on (and invent) vague and ill-defined problems for which there exist many alternative
approaches. They prefer to multiply alternatives and possibilities rather than develop
any single one in great detail. From a single stimulus, they produce many divergent
responses. Convergers are analytical;, they are ‘parts‘ oriented. Divergers are
synthetic; they are ‘whole systems* oriented. Most scientists tend to be convergers; most
arts and humanities students, divergers‘ (Mitroff 1972, p. B-617).

Convergent thinking is based upon reason, it is systematic, it follows rules (including
grammar, algorithms, structure), its targets are single, clear-cut (possibly optimal)
answers. Its objects are well-defined problems, possibly even stated in mathematical
terms. Its methods are language, logic, computation. It is dominated by conception (in
Kant’s terminology, above).

In contrast, divergent thinking is based upon holistic perception, is systemic, it is free
of any formal restrictions, its targets are to get something moved or — at least — to find
acceptable and agreeable solutions which are practicable. Its objects are messes in the
sense of problems without structure, possibly social systems. Methods in a formal sense
are not used; discussion, exchange and integration of opinions, struggle for
compromises etc. are the means to cope with messes; pictures of any kind are preferred
over numbers. Divergent thinking is dominated by intuition (in Kant’s terminology,
above).

It seems as if mankind represents a continuum between extreme convergers (with a
high competence in convergent and a low competence in divergent thinking) on the one
hand and extreme divergers (with complete incompetence in convergent thinking and
high capabilities in divergent thinking) on the other hand. Even if extreme types are
rare, most people seem to have a clear orientation toward convergent or divergent
thinking, respectively. OR/MS professionals seem to belong to the party of convergers
while managers (as well as politicans, even artists) to the party of divergers, as indicated
by the title “Planning on the left side and managing on the right” (Mintzberg 1976).

The converger-diverger polarity found support through medical research. The left
and the right hemisphere of the brain are connected by the ,,Corpus Callasum* (CC). If
the CC is interrupted, the left and right hemisphere can not cooperate anymore with one
another. By a variety of experiments it was found that the left hemisphere (of right-
handed persons) controls convergent thinking, while the right hemisphere of the brain
controls divergent thinking. Test persons, for instance, could understand the term
»square* only on the left hemisphere and could explain the properties (four right angles,
four edges of the same length etc.), but were not able to draw a square. On the right
hemisphere, however, test persons could recognise a drawn square and reproduce it, but
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were unable to find the term ,,square” or refer to any properties. Thus, it seems that
intelligence depends strongly upon the exchange between the left and the right
hemisphere, i.e. mutual support between convergent and divergent thinking, i.e.
reciprocal compensation between conception and intuition (in Kant’s terminology,
above). This is relevant (i) intrapersonally for each individual to better understand
himself and others as well as (ii) inferpersonally for the composition of teams and their
guidance.

2.2  How to Motivate People: Spranger’s Six Archetypes

The converger-diverger polarity is only one out of many ways to support mutual
understanding between OR/MS professionals and managers. Spranger’s (1914) six
idealised archetypes of motivation are another way. They include:

e The economic men: Some people are only motivated by money. They judge
everybody by his/her income and property, they weigh everything in monetary
terms, they strive for monetary opportunities; their cause of motivation is simply:
money.

o The power men: Others are excited by possibilities to have command over people
and/or organisations. They love to be important. They tend to judge others
according to their degree of influence. They strive for higher positions, and they
are only motivated by opportunities to gain additional power. Even if higher
power often corresponds with money, income and property are not their main
motives.

e The theoretical men: Other people are fascinated by knowledge and
understanding. They admire those who contribute to the understanding of our
world, and they also want to contribute. They feel relieved by any new insight, i.e.
by any theory (relevant for them) they have understood, and they are particulary
proud about any part of theory they have contributed themselves. They may not
mind money or power, but they may prefer not to care about their income and not
to spend their time for leadership duties.

e The aesthetical men: Others are enchanted by beauty, harmony, and congruity.
They may think in dichotomies such as beautiful versus ugly, harmonious versus
dissonant, congruous versus discordant. They live for the beauty of arts, of music,
of literature, of nature, of people, of products — from food arrangements to
architecture, from internal structures to external appearance.

o The social men: Others are captivated by their social responsibility. If they seem
misery and need they can not but try to help. They are always concerned about
others, and they feel good if they had helped particularly those who were not able
to help themselves.

o The religious men: Others try to live agreeable to God. They try to understand the
will of God, and they try to arrange their lives accordingly.

The motivation of any real person is an individual composition of the six archetypes.
Managers will have a prevailing economic motivation, while the power motivation may
be dominating many politicians etc. As many empirical studies show (such as Guth and
Tagiuri, 1965, and Tagiuri, 1965), there is empirical evidence of close relations between
the roles of individuals in society and their prevailing motivations.
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The task for OR/MS to “scientifically deciding how to best design and operate man-
machine systems” (ORSA, 1977; above) in many cases implies consideration of the
motivations of the people involved. Spranger’s typology may be of high relevance here.

2.3  The Human Brain: C.G. Jung’s Functions of Perception and Judgement

People are not only different due to their motivation structure, but also due to their
functions of perception and judgement, according to C.G. Jung (1921). Jung (1875-
1961) and many of his epigones (such as de Waele 1978) distinguished between two
functions of perception: sensation and intuition, and two functions of judgement:
thinking and feeling. They form a (two-dimensional) continuum:

e Sensation: The perception function of sensation is understood as perception by the
senses, 1.e. comprehension of those signals to which our senses are sensitive
(extended by any kind of secondary information which can be measured by
technology or empirical studies and is made available through any media).

o Intuition: In contrast to sensation, intuition (in quite a different sense as used by
Kant, above) is understood as perception beyond (behind, beside, above, below,
opposite etc.) sensation. Thus, intuition requires creativity, phantasy, imagination.
Extreme intuitioners may not even be aware of what their senses realise, and their
active brain always produces alternatives.

o Thinking: The perceived information can be processed by the judgement function
of thinking, i.e. value-free rational processing only.

e Feeling: In contrast, the information perceived can be used for evaluation
according to ethical values, such as good and evil, i.e. value-dependent (possibly
irrational) judgement. This includes criteria such as responsibility and desirability

With reference to Churchman and Schainblatt’s mutual understanding: researchers
may be more thinking oriented, while managers are more feeling oriented. Any function
within each pair can be dominant, thus forming a matrix of four combinations.

Even if OR/MS professionals may tend towards thinking, the OR/MS task of
“scientifically deciding how to best design and operate man-machine systems“ (ORSA,
1977; above) requires a combination of all four functions: precise measurement of
reality (i.e. “sensation”), the creation of alternatives (i.e. “intuition”) as well as rational
processing (i.e. “thinking’’) and ethical judgement (i.e. “feeling™).

2.4 EIT: Jung’s Introvert-Extrovert Typology, Extended by Ackoff

The psychological functions are only a section of Jung’s psychological typology.
More well-known is his distinction between introverts and extroverts. Introverts are
those who have little interaction with their social environment, while extroverts keep a
lively interaction with others. But does interaction not mean flow in two directions:
from the environment to the individual and from the individual to the environment?
This is the set up point for Ackoff’s “Environmental Interaction Theory“ (EIT). Ackoff
(1978; Ackoff, Emery 1972) distinguishes — according to the flow intensity from the
environment to the individual — between:

e Objectiverts: Some people are highly attentive to the environment and take notice
of many things which are going on, i.e. the flow from the environment to the
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individual is strong. They are influenced by the “objects“ in the sense of
everything outside of the individual subject.

e Subjectiverts: Some people seem to have no antenna for anything which takes
place outside of themselves. They seem to rest in themselves. They take little
notice of the objects around them and only concentrate on signs from their own
interior, i.e. the “subject” itself. The flow from the outside to the individual is
low.

e In a similar way, Ackoff distinguishes — according to the flow intensity from the
individual to the environment — between:

e Internalizers: Some people prefer to change themselves and do not try to
influence their environment. The flow from them to their environment is low.
They “internalize” their ideas.

e Externalizers: Other people prefer to change their environment. They emphasise
their influence on others. The flow from them to their environment is high. They
“externalize” their ideas.

Any combination of high and low flow intensity is possible, thus forming a matrix of
four types: Jung’s introvert is identical with Ackoff’s “internalizing subjectivert”,
while Jung’s extrovert corresponds with Ackoff’s “externalizing objectivert”. These are
the “pure” types with either both flows low or both flows high. In his empirical studies,
Ackoff found that the majority of the white American population belongs to the mixed
types where one flow is low and one flow is high, i.e. “internalizing objectiverts” and
“externalizing subjectiverts” are more numerous than introverts and extroverts.

Ackoff evaluated groups as well and found that they tend to be stable and productive
if the mean of the positions of the members is closed to the centre, i.e. to the
“centrovert” position. This knowledge can be useful for the composition of OR/MS
teams or any other groups.

3 Of the People, By the People, For the People

If OR is understood as a movement to help take decisions about “how to best design
and operate man-machine systems“ (ORSA, 1977; above), then it is related to the
democratic leadership principle “of the people, by the people, for the people* as stated
by Abraham Lincoln (1809-1865), the 16™ President of the United States, in his famous
“Gettysburg Address” on 19 November, 1863.

OR/MS - in my personal understanding — has to serve man. This includes the
understanding of man as a prerequisite. A very basic foundation for such understanding
are psychological typologies as presented here.
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Abstract:

Districting involves the partitioning of a large area into sub-areas (districts), such that
each district contains at least one local center (depot) and is independently responsible
for the operations performed within its borders. These operations typically involve
different types of routing. In this paper, we present a heuristic approach for the
districting problem, based on the partition of the road network into small cycles. We
illustrate the procedure and discuss its merits for the salt spreading operations in the
province of Antwerp.

Keywords: Districting, Salt Spreading, Arc Routing.
1 Salt spreading and districting

Salt spreading, also denoted winter gritting, involves the spreading of salt on roads
when frost, ice, or snow have made them slippery. Routes for salt spreading operations
are typically organized by districts and usually, a lot of attention is given to the problem
of determining efficient routes within given district borders. On the other hand, the
problem of districting, especially in the context of location and routing, is hardly
addressed in the O.R. literature, or assumed to be solved a priori. However, many times
significant, long-term savings can be achieved if more careful attention is devoted to the
determination of the district borders. [Cattrysse et al., 1997] demonstrate the importance
of districting for performing better routing. They define districting as a partition of a
large area into sub-areas (districts) such that each district contains at least one local
center (depot) and is independently responsible for the operations performed within its
borders. The operations usually involve routing, with routes starting and ending at the
depot.

From a planning point of view, there is a fundamental difference between districting
and routing: whereas districting should be performed at the strategic and tactical level,
routing is performed at the operational level. Thus districting should involve a more
global view and is often related to the managerial and administrative levels.
Furthermore, the same districts should allow support to different types of routing and
possibly other operations performed within their borders. Hence whereas routes are
more sensitive to specific constraints (e.g. time, capacity, etc.), districts should be more
robust and not influenced by minor changes in the characteristics of the operations
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performed within them. Obviously, good districting should be able to support good
routing; however, there are other requirements which do not relate directly to routing.
Good districting should result in balanced and compact districts whose borders define
clear geographical sub-areas. Thus, whereas vehicle routes can cross each other, it is
reasonable to expect that districts would not overlap.

Since districting should take into account the different tasks performed within the
boundaries, careful enumeration of all planned activities and their related objectives is
an important requirement. Furthermore, it is important to identify the most critical
operation(s) in order to give it its proper weight. In the province of Antwerp mainly
three types of operations are conducted from the same depots: preventive gritting,
curative gritting and road maintenance. Since curative gritting has the most demanding
requirements (it requires double the amount of salt), it is the most critical operation.
Good districting for road maintenance operations is achieved by ensuring compact and
balanced districts in which the depot is centrally located. Clearly, the districting problem
requires a multi-criteria approach, even if a single kind of gritting is focused on (e.g.
min. number of trucks, min. total or dead-mileage, etc.). Yet, in Antwerp, by performing
a careful partition into compact districts and ensuring that all nodes are of even degree,
the study can concentrate on the most important objective (min. number of trucks) for
the most critical operation (curative gritting).

In this paper we propose a procedure for districting based on elemental cycles.
Section 2 briefly explains the cycle approach. Section 3 is devoted to the heuristic
procedure, while Section 4 presents the results of the districting procedure for the salt
spreading operations in the province of Antwerp. Conclusions follow in Section 5.

2 The elemental cycle approach

The cycle approach, introduced by [Male and Liebman, 1978] in the context of
routing waste collection vehicles, is based on the partition of a planar, Eulerian graph
into cycles using a ‘checkerboard pattern’ (Figure 1). This partition into cycles is
characterized by a large number of small cycles where every edge belongs to exactly one
of them.

Figure 1: (A) A planar Eulerian graph; (B) Elemental cycles

Some of the inherent characteristics of the elemental cycle approach can lead to good
districting according to the measures mentioned above. The existence of relatively small
and many different cycles allows to aggregate them into districts so that districts are
balanced and compact. A potential for good routing is maintained by ensuring that
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districts constitute an Eulerian graph. Furthermore, the separability and additivity of
cycles provides easy adjustment of the final partition to geographical or other
‘secondary’ constraints and considerations.

3 A districting procedure based on elemental cycles

The procedure builds all districts simultaneously by assigning elemental cycles to the
depots and is divided into four stages, described in Sections 3.1 to 3.4.

31 Stage 1: pre-processing

In the pre-processing, we partition the road network into elemental cycles and
calculate the cycle weights and the ratios. The cycle weight denotes the total length to be
serviced in a cycle, while the ratio Rj; relatively measures the average distance to reach
cycle j from depot i. In addition, we specify the critical ratio for every depot. The value
of the critical ratio is a benchmark, labeling cycles either as ‘close’ to a depot or not, and
determines which cycles are considered in either Phase 1 or 2 of the iterative assignment
procedure (3.3). From Section 2 it is clear that the elemental cycle approach requires a
unicursal graph as input. If the graph corresponding with the road network is not
unicursal, a minimal cost matching has to be solved prior to the partition into cycles.
Since the matching edges receive weight zero, cycle weights can be calculated in
different ways, for example such that cycles with the smallest and largest possible
weight are created, which facilitates the construction of balanced districts. Finally, the
ratio Ry; is defined as the average shortest path distance to reach cycle j from depot i,
divided by the minimal average shortest path distance to reach cycle j from another
depot.

3.2 Stage 2: initial assignment

After pre-processing we are ready to initiate the district building process. Indeed,
some cycles are immediately assigned since they are adjacent or very close to a depot
node (indicated by a ratio smaller than 0.5). A ratio value smaller than 0.5 implies that
all ratios for that cycle with respect to other depots are larger than 2, and thus, the
average distance to reach that cycle from another depot is at least twice as long. By
assigning cycles, other cycles may become isolated. For an isolated cycle all its
neighboring cycles are already assigned to a single depot. It is eligible for one depot
only and can be assigned directly. In that way we reduce the number of cycles to be
considered in the subsequent stages and consequently speed up the assignment
procedure. Next, we determine for every depot its eligible set, consisting of cycles not
yet assigned and adjacent to a cycle already assigned to that depot. Only these cycles
ensure connectivity in the next assignment step.

3.3  Stage 3: two-phase iterative assignment

Stage 3 proceeds with the districting process in two phases, building all districts
simultaneously in order to balance the total load. Phase 1 considers only cycles
relatively close to the depots, indicated by a ratio-value smaller than the critical ratio.
Focusing on the construction of balanced and compact districts, these cycles are
assigned in a rather straightforward procedure, corresponding in some parts to the
partitioning algorithm of [Bodin and Levy, 1991]. At any point in the procedure, the
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district with the least amount of workload assigned to it so far, becomes the next
candidate district for expansion. The cycle added to this district is the eligible cycle with
the largest weight. After each assignment district weights and eligible sets are adjusted
and a check for isolated cycles is performed. Phase 1 ends when no cycle can be found
that is close enough to a depot and can be assigned directly without making the
imbalance between the districts too large. This means either that different depots
compete for the same cycle or, that different (conflicting) objectives need to be
considered. Phase 2 therefore uses a multi-criteria approach. Three criteria are used: a
measure for the ‘closeness’ of a cycle to a depot (since district compactness is facilitated
by assigning the nearest cycles first), an estimate for the number of trucks required to
grit all the roads (this is the most important objective of the underlying routing problem)
and an indication for the (im)balance between the districts. For every depot the ‘best’
candidate cycle for assignment is selected, and a score based on the evaluation of the
different criteria is calculated. The cycle-depot pair with the lowest score is assigned
next. We repeat this procedure until all cycles are assigned.

34  Stage 4: improvement and user interaction

This stage shifts or interchanges cycles between the depots, taking the connectivity
into account and trying to decrease the number of trucks required. In this step
geographical, climatical or other ‘secondary’ constraints are addressed. Obviously, these
considerations can also slightly modify the decisions in the previous stages, for instance
they can play a role whenever a tie occurs in the cycle assignment. No specific exchange
procedure is developed for Stage 4, but very likely a user interactive procedure, where
the decision-maker can suggest and evaluate certain changes, will give superior results.
A visual representation of the districts will certainly help. It is clear that a lot of freedom
remains; quite some trials can be explored, probably resulting in a more adequate
partition. For example, other critical ratio-values affect the cycles considered in both
phases of Stage 3. Other cycles or cycle weights are easily defined by considering other
matching solutions or by averaging the edge weights over the cycles, instead of creating
cycles with the largest and smallest possible weights. Finally, in the multi-criteria
approach, the user can define the appropriate criteria for his own application, and
carefully specify the evaluation.

In the next section, we illustrate our procedure by redesigning the existing district
borders for the winter gritting activities in the province of Antwerp.

4 Districting in the province of Antwerp

In 1996 the number of districts in Antwerp was reduced from nine to six, motivated
by the need to reduce the operational costs. However, the new partition into districts did
not take explicitly into consideration arguments related to the routing operations.
Intuition was used, and district borders coincide to a large extend with irrelevant borders
of communes. We applied our procedure to redesign the inter-district borders of four of
these districts. The result is shown in Figure 2 and evaluated by considering the
underlying routing problem for curative gritting. A truck has a capacity to spread
approximately 35 km and in total 806.5 km of roads need gritting (highways not
included).
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Figure 2: Elemental cycles and final district partition

Table 1 includes the load (total distance) and the number of existing tours for the
original districts. Clearly, the average tour lengths in Brecht and Vosselaar are far below
their ‘optimal’ potential length of 35 km. Hence, by improving the routing only, we
were able to eliminate four tours. Column 5 indicates the total dead-mileage (dm) of the
corresponding routing solution. The last section in Table 1 shows the operational results
for the new district partition. Obviously, this new partition is not so well balanced as the
original one. However, with the same number of trucks as in the improved routing
situation within the original districts, we can grit the roads with approximately 80 km
less deadheading, a reduction of about 14 %. A further reduction in the number of tours
(from 25 to 24) seems to be difficult. District Geel is probably the best candidate for
exchanging a cycle (trying to decrease the number of tours to six). However, such an
exchange has a negative impact on the other districts. Comparing the new districts to the
original situation, it is clear that important savings can be obtained using an appropriate
districting and routing procedure. In addition, this improvement is achieved by
redesigning the inter-district borders of four districts only. Hence larger savings can be
expected when larger problem instances are solved and more borders are involved.
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Original Improved New district & Improved
District districts routing routing
load # of # of dm load # of dm
(km) tours tours (km) (km) tours (km)
Brecht 199.5 9 6 157. 262. 8 165.5
Vosselaar 195.5 7 6 155. 172. 5 110
Grobbendonk 178 6 6 144. 154. 5 117
Gecel 233.5 7 7 129 217 7 113
Total 806.5 29 25 586. 806. 25 505.5

Table 1. Evaluation of the original and new districts

5 Conclusions

In this paper, we discussed the problem of districting associated with salt spreading
and road maintenance operations and proposed a procedure based on elemental cycles.
The approach is simple and flexible, and has the capability to deal constructively with
multiple objectives. Many delicate tradeoffs among total workload, capacity, distance
and geographical inputs can be addressed by the decision-makers during the different
phases of the algorithm. The procedure was tested for the salt spreading operations in
the province of Antwerp (Belgium), indicating considerable savings compared to the
actual performance and proving the importance of a good districting procedure in the
planning and organization of these services. Currently, careful attention is given to the
further fine-tuning of the algorithm.
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Abstract:

We propose a general framework for socio-cognitive engineering that integrates
software, task, knowledge and organizational engineering. The framework has been
refined and tested through a series of projects to design computer systems to support
training and professional work. In this paper we provide an account of the least-
explored part of the framework, that of organizational engineering. We describe a
series of workplace studies of radiology training that have provided requirements for
the design of a computer-based training system for neuroradiology. The structure of the
workplace studies and the framework for socio-cognitive engineering can be applied
widely to the design of human-centred technology.

Keywords: human-centred systems design; organizational engineering; computer-based
training; radiology.

1 Methodology: Socio-cognitive Engineering

We use the term ‘socio-cognitive engineering’ (or ‘human-centred systems design’)
to indicate the process of describing and analysing the complex interactions between
people and computer-based technology, so as to inform the design of interactive systems
that support human learning, knowledge management, decision making and creativity.
This builds on previous work in user-centred system design, soft systems methodology
[Checkland and Scholes, 1990], socio-technical and cooperative design [Catterall et al.,
1991], [Greenbaum and Kyng, 1991], [Sachs, 1995] and the application of ethnography
to system design (see Rogers and Bellotti [1997] for a review). It goes beyond user-
centred design in systematically drawing the cognitive, social and organizational
sciences into the design process. We extend previous work by providing an integrated
framework for socio-cognitive engineering.

2 Methods: “Building-block” Framework

We have developed a framework for socio-cognitive engineering (see table 1). It
provides the system designer with a means to understand and organize the process
designing human-centred technology. Rather than viewing the design process as a flow
chart we have taken a “building block” metaphor. This has the advantage of showing
clearly how the component activities of design can interlock and support each other.
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The four “pillars” indicate the main processes of software, task, knowledge and
organizational engineering. To construct a successful integrated system requires the
designers to consider all the building blocks, but it is not necessary to build
systematically from the bottom up. A design team may work on one “pillar”, such as
knowledge engineering, up to the stage of system requirements, or they may develop an
early prototype based on a detailed task analysis but without a systematic approach to
software engineering. Each block specifies one type of design activity, but how that
activity is carried out depends on the particular subject domain and training situation.

Maintain Installed system New task structure | Augmented New organizational
knowledge structure
Evaluate Debugging Usability Conceptual change, | Organizational
skill development | change
Integrate Prototype System
Implement Prototypes, Interfaces, Knowledge Communications,
Documentation Cognitive tools representation Network resources
Design Algorithms and Human-computer | Domain map, user | Socio-technical
heuristics interaction model system
Interpret System Requirements
Analyse Requirements Tasks: goals, Knowledge: Workplace:
objects, methods concepts, skills practices,
interactions
Survey Existing systems Conventional task | Domain knowledge | Organizational
structures and structures and
processes schedules
Software Task Engineering  Knowledge Organizational
Engineering Engineering Engineering

Table 1. A “building block™ approach to socio-cognitive system design.

The design activities are modular, allowing the designer to select one or more
methods of conducting the activity, according to the problem and domain. For example,
the usability evaluation could include an appropriate selection of general methods for
assessing usability, such as heuristic evaluation or cognitive walkthrough, or it could
include an evaluation designed for the particular domain.

One important aspect of the framework is that when a new technology, such as a
training and decision support system, is incorporated into the workplace it will engender
new knowledge, new tasks and ways of working, and new organizational structures.
These become contexts for further analysis and design. Email is a prime example. The
use of email in offices opens up new pathways of communication and access to new
sources of knowledge. It can also profoundly affect the working day and the
management of a company. These changes need to be analysed and supported through a
combination of new technology and new work practices. Thus, the building blocks must
be revisited both individually to analyse and update the technology in use, and through a
larger process of iterative re-design.
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3 Application: Computer-based Training in Neuroradiology

The domain in which we demonstrate the approach of socio-cognitive engineering is
the design of a knowledge-based training system for neuroradiology. MEDIATE is a
joint project between the University of Sussex, De Montfort University, Leicester, the
University of Birmingham, and the Institute of Neurology, London. Its aim is to address
a need identified by the radiology speciality for a more structured approach to reporting
and training. One outcome of the project is the MR Tutor, a training system to assist
radiologists in interpreting MR images of the brain, particularly images presenting
diseases that are acknowledged to be difficult to differentiate. A prototype system has
been developed in the Java programming language.

The MR Tutor combines an active tutor with a responsive support system. It is based
on a constructivist approach to learning, in which the trainee is helped to acquire a well-
structured method for describing abnormal features of images by engaging in an active
process of case-based reporting. The MEDIATE team has devised a structured image
description language (IDL) for MR neuro-images. The language is image-based,
covering the visual appearance and anatomical locations of the image abnormalities. An
archive of around 1200 cases, fully annotated using terms of the IDL and accompanied
by clinical information and confirmed diagnoses, forms the knowledge base of the
Tutor. At present some 40 of these cases have been included in the prototype system and
we have recently developed a semi-automated method of transferring further cases and
their descriptions.

The MEDIATE team has followed the socio-cognitive engineering methodology to
develop a usable prototype training system. The software, task, and knowledge
engineering aspects of the MR Tutor are described in [Teather et al., 1994], [Sharples, et
al., 1995], [Sharples et al., 1996], [Sharples et al., 1997]. Formative evaluations of early
prototypes of the MR Tutor have indicated its general usability and training
effectiveness.

4 Organizational Engineering

This paper addresses the Organizational Engineering aspects of the design of the MR
Tutor. The aim of the project was to investigate how the MR Tutor system could fit into
the daily schedule of a trainee radiologist and to determine whether it might be accepted
by the medical profession in the United Kingdom as an aid to training. Initial questions
that the project addressed included: what would be the most appropriate configuration
and location for a training system (portable?, based in the reporting room?, library?); to
what levels of general or specialist medical training would the system be suited?; how
does reporting of cases fit into other demands on the time of a trainee radiologist?; is
there a standard method of teaching radiological reporting, within a hospital and across
hospitals?; what do trainees and consultants perceive to be the main issues and problem
areas in conventional training?

Similar questions face designers of technology for other areas of training and
decision support and they often remain unanswered until the system is adopted for use,
when the designers and adopters discover unforeseen problems, such as a lack of
integration with the curriculum or an inappropriate location for the equipment. By
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addressing these questions through workplace investigations, within a general
methodology for analysing situated activities and how they might be assisted by
technology, we have been able not only to provide answers to these specific questions
but also to address more general issues of embedding computer-based systems in the
workplace.

The project involved:
a) developing practical and appropriate methods of organizational analysis;

b) applying the organizational analysis through a series of workplace studies of
radiology training in two UK hospitals;

¢) using the outcome of the studies to produce design recommendations for the MR
Tutor.

Through the project we have developed a multi-level approach to organizational
engineering, based on the work of Plowman et al. [1995], whose purpose is to inform
the design and deployment of new technology in the workplace. It is descriptive, but is
also concerned with the consequences of intervention (not just how the workplace is, but
how it might be). It is designed for situations where there is limited access to the
workplace, to experts, and to potential users.

The role of the fieldworker in organizational engineering is both to interpret
workplace activity and to assist technology design and organizational change. This
addresses the widely recognised problem of ethnographic approaches that, while they
can provide an understanding of current work practices, they are not designed to explore
the consequences of socio-technical change.

Table 2 shows a multi-level structure for organizational engineering, with level 1
consisting of a survey of the existing organizational structures and schedules, levels 2
and 3 providing an analysis of situated practices and interactions of those for whom the
technology is intended, and level 4 offering a synthesis of the findings in terms of
designs for new socio-technical systems.

The four levels of the approach give an overview of workplace activity leading to
more detailed investigation of particular problem areas, with each level illuminating the
situated practices, and also providing a set of issues to be addressed for the next level.
These piece together into a composite picture of how people interact with technology in
their working lives, the limitations of existing work practices, and ways in which they
could be improved by new technology.
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Level 1 Work structures and schedules

Activity: study timetables, organizational structures, syllabuses, resources

Purpose: to discover how workplace activity is supposed to be conducted

Outcome: description of the existing organizational and workplace structures; identification of

significant events

Level 2 Significant events
Activity: observe representative formal and informal meetings and forms of communication
Purpose: to discover how workplace activity, communication, and social interaction is
conducted in practice
QOutcome: a description and analysis of events that might be important to system design;

identification of mismatches between how work has been scheduled and how it is
has been observed to happen

Level 3 Conceptions and conflicts

Activity: conduct interviews with participants to discuss areas of work needing support,
breakdowns, issues, differences in conception

Purpose: to determine differing conceptions of work; uncover issues of concern in relation to

new technology; explore mismatches between what is perceived to happen and what
has been observed

Outcome: issues in working life and interactions with existing technology that could be
addressed by new technology and working practices

Level 4 Determining designs

Activity: elicitation of requirements; design space mapping; formative evaluation of
prototypes

Purpose: to develop new system designs

Outcome: prototype technologies and recommendations for deployment

Table 2. Multi-level approach to organizational engineering.

5 Results

The MEDIATE studies were undertaken by one researcher over a period of two
years. This paper provides only a summary of the main results. The studies identified
and clarified issues of importance to the design of computer-based training in radiology,
including:

e the need to place computer-based training within a process of patient management.
The teaching sequence and the presentation of individual cases should ideally take
account of the content and quality of the case notes, and the recipients and
purposes for which the radiological report will be used.

e providing a system that can be used within the limited and unpredictable time
available for self-study, indicating the need for software implemented on a
portable computer with the facility to rapidly save and resume a session;

o the need for a system that is authoritative, and perceived to be so by trainees and
consultants. In general, radiologists have less confidence in the quality of
computer-based material than information provided in book form.
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6 Implications

The major contribution of the project reported in this paper has been to propose a
framework for socio-cognitive engineering, as a contribution towards a science of
interactive system design. We have described a realisation of the aspect of that
framework that has been least explored, that of organizational engineering. The findings
of the project are applicable at different levels of generality.

The workplace studies from the MEDIATE project provide a clear set of
recommendations for the design of computer-based (and conventional) training in
radiology, indicating the importance of patient management, the perceived lack of
authority of computer-based information, and the disputed role of case notes in the
reporting process.

Each level of the studies was successful in providing an agenda of issues to be
explored at each subsequent level, and for examining personal and organisational
conflict in terms of mismatches of expectation between course managers and trainees,
between the prescribed curriculum and situated practice, and in the differences in
practice between institutions.
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Abstract:

The framework we describe in this paper provides a typology of human-centered
systems development and use deviations and inconsistencies. This typology, based on
four facets and three levels of abstraction (conceptual, detailed, technical), permits
identifying another types of deviations and inconsistencies not considered in the
literature. It may be useful to define methods and tools to manage inconsistencies in
compliance with the organization’s constraints, priorities and technical maturity.

Keyword: deviation, human-centered system, inconsistency, project space, software
actor, software model

1 Introduction

A human-centered system is one in which humans, supported by information
technology, play a key role. Development and use of human-centered system involves
actors, organizational structures, rule, procedures and computerized tools. Actors are
humans who perform tasks in order to accomplish various categories of goals related to
the business process supported by the human-centered system. Their role is
characterized by three types of cooperation. On the one hand, they interact and
cooperate among themselves (actor/actor cooperation). On the other hand, they interact
and cooperate with the computerized tools (software, hardware, networks) which
compose the human-centered system (actor/computerized tool cooperation). Finally,
they interact with the organizational context composed of organization’s internal and
external constraints and priorities (actor/organizational context cooperation).
Organizational structures, rules, procedures are instruments which permit actors either
to interact among themselves or to cooperate with computerized tools and
organizational context. Interactions and cooperation inherent in human-centered
processes are either formal or informal. In recent years, many methods, techniques and
tools have been proposed to support formal interactions. For example, workflow
technology provides instruments to automate well defined sequences of actions
performed by humans or machines. In particular, it automates formal procedures
associated with actor/actor and actor/computerized tool cooperation. Informal
interactions and cooperation either among actors or between actors and computerized
tools are sources of various unexpected deviations and inconsistencies. Indeed, most
processes governing these informal interactions cannot be completely specified in
advance and once for all. A human-centered system inconsistency reflects a state of the
software development or use process or a state of a software artifact resulting from this
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process, and generally originates from a set of deviations. Inconsistencies and deviations
were defined by [Cugola et al., 1996] and [Bandinelli et al., 1994]. [Fernstrom, 1993]
have proposed formal definitions of these concepts. A wide range of deviations and
inconsistencies arise during the development of human-centered systems. For example,
requirements engineering generate many kinds of inconsistencies related to the
multiplicity of information sources. By another way, the use of such systems often
results in deviations and inconsistencies related to the gap between the cognitive,
organizational and sociological processes driving the actors behaviour and the
representation of these processes in the human-centered system in use. Many researchers
and practitioners [Balzer, 1991] [Ghezzi and Nuseibeh, 1998] [Nuseibeh, 1996] have
proven that deviations and inconsistencies are inevitable in particular in complex
human-centered systems. Moreover, in such systems, removal of certain inconsistencies
can cause others to pop up. By another way, inconsistencies may be useful for focusing
on aspects of human-centered systems which need particular attention. Consequently,
management of human-centered systems inconsistencies must be integrated in the
human-centered systems development and use processes. We think that to be managed,
deviations and inconsistencies must be identified and the issues related to understanding
why they occur must be addressed. In this paper, we propose a framework which:

e describes a typology of deviations and inconsistencies occurring during the
human-centered systems development and use,

e permits understanding the causes of human-centered systems deviations and
inconsistencies.

To be complete, the human-centered systems deviations and inconsistencies
description and analysis must take into account firstly, the conflicting interests and
points of views of all the organizational actors involved in human-centered systems
development and use, and secondly all the aspects of software engineering . Therefore,
our framework rests on a global model of software built using the economic agency
theory [Alchian and Demsetz, 1972], the transactions costs theory [Williamson, 1989]
and the software dimensions theory [Toffolon, 1999]. The remainder of this paper is
organized as follows. Section 2 presents the global software model. In section 3, we
analyze the causes of deviations and inconsistencies related to human-centered systems
development and use, and describe synthetically a typology of these deviations and
inconsistencies. This typology is described formally in section 4 using the Z
specification language [Spivey, 1992]. Section 5 concludes this paper by listing the
principal applications of the proposed typology in software engineering.

2 The software engineering model

Applying agency theory in analyzing information technology role in modern
organizations demonstrates that software engineering is governed by a set of contracts
among actors concerned with the software system to be developed or maintained. At a
given time, each actor plays the role of consumer (principal) or producer (agent) under
the contracts which link him to the other actors. So, human-centered system
development and use are a nexus of contracts among different actors with conflicting
interests and points of view. The discrepancies between the actors objectives are partly
the source of software engineering inconsistencies and related agency costs. By another
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way, we notice that well established software development methodologies make a
confusion between four businesses: the customer’s business, the end user’s business, the
developer’s business and the architect’s business. To eliminate this confusion, we use
the transaction costs theory to identify four different spaces representing respectively
these four businesses:
The problem space where are defined the customers and users problems and
their organizational solutions. This space represents the customer’s business.
The solution or architectural space where are defined the computer solutions of
the customer/user’s problems. This space represents the architect’s business.
The construction space where these solutions are implemented. This space
represents the developer’s business.
The operation space where are evaluated the software’s usability from the
user’s perspective as well as its contribution to the organization’s competitiveness.
This space represents the end user’s business.

Besides, each software project is represented in the four spaces by a static part, a
dynamic part and actors. In each space, project’s dynamic part relates to the software
engineering process, project’s static part is composed of software artifacts resulting
from this process, while project actors are human resources concerned with this project.
Each actor may have two categories of roles: producer (agent) or consumer (principal)
of software artifacts. A role played by a project’s actor in one of the four spaces is either
principal or secondary. In each space, it is possible that a project has many actors
assuming secondary roles, but there can be only one project actor involved in a principal
role; moreover, an actor can play a secondary role in many spaces, but a principal role
only in one (every actor plays the principal role in some space). The software
dimensions theory permits taking into account all the aspects of the software as well as
all the conflicting interests and points of view of the project actors. So, each project
space is associated with a subset of the ten software dimensions [Toffolon and Dakhli,
1998].

3 The software engineering inconsistencies

In this work, we use the four project spaces to give more detailed definitions of
software engineering deviations and inconsistencies by introducing the concepts of
intra-space and inter-spaces deviations and inconsistencies. An intra-space (vertical)
deviation is an event which causes a discrepancy either between the real and anticipated
behavior of the process supporting one of the four project spaces, or between the real
and anticipated behavior of a software artifact resulting from this process. An intra-
space (vertical) inconsistency may be generated by an intra-space deviation and
describes either the state of the process supporting one of the four project spaces, or the
state of a software artifact resulting from this process. In the same way, an inter-spaces
(horizontal) deviation is an event which disturbs interactions between two spaces. An
inter-spaces (horizontal) inconsistency may be generated by an inter-spaces deviation,
and describes either the state of inter-spaces interactions or the state of software artifacts
concerned with these interactions. Vertical deviations and inconsistencies are related; on
the one hand, to the activities of processes supporting the four project spaces and
software artifacts they build; and on the other hand, to the communication problems
associated with these activities. Horizontal deviations and inconsistencies depend on
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vertical deviations and inconsistencies which can worsen them since the software
artifacts resulting from the process supporting a given space are used in the information
flows exchanged between this space and the three other project spaces. Vertical and
horizontal deviations and inconsistencies are interdependent since, in each project space,
the actor who plays the principal role is at the same time producer of software artifacts
and consumer of artifacts coming from the three other project spaces.

Consequently, the software engineering deviations and inconsistencies constitute a
spiral whose progression can be compared with a succession of chain reactions which
explain the iterative character of the software development process, and the inadequacy
of the conventional lifecycle. Figure 1 illustrates the software engineering
inconsistencies metamodel.
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Figure 1: Software engineering inconsistencies metamodel

The definitions provided above give only a general view of software engineering
deviations and inconsistencies. In particular, to cope with human-centered systems
inconsistencies, we must take into account aspects related to human actors involved in
such systems development and use. The typology we propose in this work aims to
bridge the gap between on the one hand, human-centered systems deviations and
inconsistencies and on the other hand, tools built to reduce their impacts. In that way,
we consider that deviations and inconsistencies of human-centered systems are either
formal or informal. Formal deviations (vs. inconsistencies) occur if a formal procedures
or rules related to software processes or software artifacts are broken. Informal
deviations (vs. inconsistencies) are related either to informal aspects of software
development and use processes, or to software artifacts. The distinction between formal
and informal deviations (vs. inconsistencies) is important since tools which permit
coping with them are different. Indeed, it is possible to reduce formal deviations (vs.
inconsistencies) impacts by defining tools based on existing formal procedures. By
another way, tools needed to cope with informal deviations (vs. inconsistencies) are
dependant on many factors like the nature of the deviation, the organization’s maturity
and the existing communication and coordination know-how. Consequently the degree
of formalism is the first facet of the typology we propose. We note that we use the
expression « degree of formalism » to stress that each human-centered activity is a mix
composed of formal and informal tasks.
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Secondly, we focus on the type of cooperation where deviations and inconsistencies
occur. So, we distinguish the actor/actor and the actor/tool deviations (vs.
inconsistencies). The first category splits into communications and coordination
deviations (vs. inconsistencies) while the second is composed of user/tool and
user/context deviations (vs. inconsistencies). Actor/tool deviations and inconsistencies
originate notably from the inadequacy of the computerized tool with the end user
cognitive process. It may result in inefficient contribution of end users to the
organization’s business processes. We note that the analysis of the tool/tool deviations
(vs. inconsistencies) is beyond the scope of this paper which focus on the human aspects
of human-centred systems. Consequently, the nature of cooperation is the second facet
of the proposed typology.

The third facet of this typology, called « localization », relates to the project spaces
where the deviations (vs. inconsistencies) occur. This facet reflects the vertical (vs.
horizontal) nature of human-centered deviations and inconsistencies.

The second and third facets play a critical role in determining the appropriate tools to
reduce deviations and inconsistencies impacts. Indeed, they permit taking into account
the characteristics of the software projects spaces as well as the actors and processes
concerned with the deviations and inconsistencies. In addition to actors directly
involved in their development and use, human-centered systems interact indirectly with
others organizational actors while cooperating with the organizational context and the
external environment. Deviations and inconsistencies related to computerized
tool/organizational context cooperation reflect notably human-centered system
inadequacy with the organization’s structure. Such deviations and inconsistencies are
generally difficult to detect and their impact are observable notably through the
organization’s business processes dysfunctions. Because of the economic,
organizational and social importance of these impacts, we consider that the
organizational aspects constitute the fourth facet of the deviations and inconsistencies
typology we propose in this work. This typology is composed of three abstraction levels:
a conceptual level, a detailed level and a technical level. At the conceptual level, a
deviation (vs. inconsistency) of a human-centered systems may be analyzed on the basis
on the four facets described above i.e. (degree of formalism, nature of cooperation,
localization, organizational aspects). The detailed level permits describing the
characteristics of a given deviation (vs. inconsistency) four facets. This description
includes notably the actors, the artifacts, the processes, the rules and the spaces
concerned with a given deviation (vs. inconsistency). At the technical level, techniques,
methods and tools which permit coping with deviations and inconsistencies are
described. The next section provides a synthetic formal description of human-centered
systems deviations and inconsistencies at the conceptual level.

4 A formal model of inconsistencies and deviations

At a given date, we consider that a human-centered system S is composed of five
parts: S==S;x5>xS53x54xSs5. For ie{1,2,3,4}, S; is the representation of the human-
centered system in the project space i. Ss is the coordination process between the four
spaces. For i€l={1,2,3,4}, S; is modeled as a state machine (SEf, SE/, STRANS{,
STRANS;") where SE; (vs. SE/) is the set of S; expected (vs. real) states and STRANS/®
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(vs. STRANS;) is the set of S; expected (vs. real) transitions. For i€ 1={1,2,3,4}, SE;* and
STRANS;® are known and determined by the project actors associated to the project
space i in compliance with their requirements and the organization’s technical maturity.
For ie1={1,2,3,4}, SE; and STRANS;" are unknown and determined by the behaviour of
S;. Elements of STRANSUSTRANS/ are functions . SEUSE/¢ SESUSE; .The
coordination process Ss is presented in [Dakhli, 1998]. Formal description of Ss, SEf,
SE;, STRANS , STRANS; depend on the space, the actors, the support process and the
artifacts associated with S; . This description is provided in [Toffolon and Dakhli, 1999]
as Z schemas noted respectively Ss , SE;°, SE/, STRANS®, STRANS;" . Using this
notation, we define a human-centered system S as a the following Z schema S. This
schema uses the following sets [ALPHA,THETA,SIGMA]. ALPHA (vs. THETA,
SIGMA) is the domain of the states (vs. transitions, process) of any human-centered
system S. ALPHA, THETA are related by a relation (partial function) [T: ALPHA x
ALPHA&THETA. To take into account the concepts of formal and informal deviations
and inconsistencies, THETA is partitioned in two subsets: THETA=THETAtorma W
THET Ainformal Where THET Agormar (vS. THET Ajnformar) 18 the set of formal (vs. informal)
transitions of any human centered system. STRANS;® and STRANS; are partitioned in
the same way: STRANS=STRANSifoma° U  STRANS:nfoma’  and
STRANS;'=STRANS; forma’  STRANS; informal -

uS

— i,

— Ss5: IISIGMA

- SEf, SE/ :TIALPHA

: STRANS;, STRANS/ :IITHETA

— Vr, s: ALPHA —r,s € SESUSE]  T1(r,s) € THETA
— V r: SEFUSE] 3 5: SEFUSE/ f 3 t: STRANS USTRANS, e 5=1(r) @ r=t(s)
2 Vp:Ss Ji:1epe (SEFUSE]) x (STRANS USTRANS, )

Since the next definitions are applicable whatever the project space and the associated
subsystem and process, we omit the index i in the following notations. According to the
definitions provided in the previous section, inconsistencies are associated with a state
while deviations are associated with a transition. If » and s € SEUSE", I1(r,s) is called a
feasible transition. So, a transition ¢ is not feasible iff V r,s € SE‘USE" , II(r,s)#t. We
note @ the set of the feasible transitions of any human-centered system. To provide
formal definitions of deviations and inconsistencies, the concept of action must be
defined: an action is a function which defines the set of feasible transitions associated
with a given state. We consider two categories of actions A, and A, . A, defines the set
of expected transitions from a given state while A, defines the set of real transitions
from a given state. So, if r € SE°, a deviation occurs iff A.(r)NA; (r)=2. A deviation is
formal if A(r)NSTRANSoma® #& and informal otherwise. A first order inconsistency
is defined as the result of at least one deviation. By another way, one deviation may
result in many first order inconsistencies. An inconsistency not generated by a deviation
is called second order inconsistency. The set of first order (vs. second order)
inconsistencies of a human-centered system S is noted INCONSIST_1 (vs.
INCONSIST_2). A deviation that results in at least one first order deviation is called
first order (active) deviation. A second order deviation is a passive deviation i.e. a
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deviation that generates no inconsistency. The set of first order (vs. second order)
deviations of a human-centered system S is noted DEVIAT 1 (vs. DEVIAT_2). An
inconsistency is formal if it results from one or more formal deviations and informal
otherwise. The degree of formalism of an inconsistency depends on the number of
formal deviations generating it. The degree of formalism of a deviation depends on the
size of Ad(r)"STRANStyma® . Each human-centered system inconsistency A is
associated with a set of initial states A_ST_Init. The information provide above is used
to define the set of all deviations (vs. inconsistencies) of any human-centered system,
noted DEVIAT (vs. INCONSIST). The four facets of a deviation (vs. inconsistency) of a
human-centered system are defined by the following four sets described in [Toffolon
and Dakhli, 1999]: FORM, COOP, SPACE, ORG. Consequently, at the conceptual
level, deviations and inconsistencies of a human-centered system S are modelled using
the following Z schema DEV/INC. More information related to the detailed and
technical levels of the deviations and inconsistencies typology are beyond the scope of
this paper and are provided in [Toffolon and Dakhli, 1999].

U DEV/INC

—S

—> SFORM_DEV, SFORM_INC: TIFORM

— SCOOP, SCOOP: TICOOP

—5 SSPACE: IISPACE

— SORG_DEV, SORG_INC: TIORG

— SDEVIAT, SDEVIAT_1, SDEVIAT_2: TIDEVIAT

— SINCONSIST, SINCONSIST_1, SINCONSIST_2: TTINCONSIST

— A: SINCONSIST

— A_ST_Init: [TALPHA

— devim : SFORM_DEYV, dev,,, : SCOOP, devy,, : SSPACE, dev,,, : SORG_DEV

: inCom : SFORM_INC, inceoo, : SCOOP, incy, : SSPACE, inc,,, : SORG_INC

— SDEVIAT==SFORM_DEV x SCOOP x SSPACE x SORG_DEV==SDEVIAT 1Y SDEVIAT_2
— SINCONSIST==SFORM_INC x SCOOP x SSPACE x SORG_INC

— SINCONSIST==SINCONSIST_1 Y SINCONSIST_2

— A, SE°USE & STRANS®

— V' (INCformnsiNCeoopiNCloc iNCore) : SINCONSIST_1 I (deVorm,deVeoopsd€Vioe,deVrg)
—  SDEVIAT_1 e (devVym.deveoop.deVioe,deVirg) =>(INCtom,1NCeo0piNCloc, INCorg)

— ¥ (inCgom, INCpyINCIoc iNCore) : SINCONSIST_2 V (deViom,deVeoop:deVioe,deVoy,) ©
— SDEVIAT e !((deViym-.deVaupd€Vine,deVorg)=> (iNCorm,INCeoopsiNCioc,1NCorg) ) f

= (Vr: A_ST_Init V t: A,(r) ® t(r)™SE")

— V (deViorm,deVeoopdeVige.deVeor) : SDEVIAT _1 3 (inCtorm,iNCeoopsiNCloc,iNCory) ©

—  SINCONSIST_1 ® (devViomdeVeoop,deVioe,d€Varg)=>(INCsormyINCeoopsiNCioc, INCrg)
— V (deVsompdeveoop,deVipe.deVor) : SDEVIAT_2 V' (inCsorm, INCeoopsiNCiocANCarg) ©

2\ SINCONSIST e !((deVom,deV coopsd€Vioe:d€Vorg) =>(INCormsiNCeoop,INCloc,INCorg) ) —>

5 Conclusion

The framework we describe in this paper provides basic instruments to cope with
inconsistencies of human-centered systems. In particular, the proposed typology permits
defining methods and tools to manage inconsistencies in compliance with the
organization’s constraints, priorities and technical maturity. So, it is compliant with the
Simon’s Bounded Rationality Principle [Simon, 1983]. By another way, the typology of
inconsistencies and deviations proposed in this work permits identifying another types
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of deviations and inconsistencies not considered in the literature. These deviations (vs.
inconsistencies), called second order deviations (vs. inconsistencies) must be managed
since they are source of uncertainty and are not compliant with many software quality
principles like traceability and continuous improvement of software development
process. A future research direction consists in using the formal description of the
proposed typology to build a deviations and inconsistencies reduction process.
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Abstract:

A novel approach to cognitive modelling in the dynamic system theory (DST) paradigm
is outlined and its capability to represent human centred decision making is discussed.
The approach leads to the formulation of macro models conceived as a set of N
generative DST models connected by a coupling scheme. The design criteria and the
architecture of a software environment for the formulation and solution of such macro
models is presented.*

Keywords: cognitive modelling, descriptive complexity, autopoiesis, living
organisations, structured DST models

1 Trends in cognitive modelling

Cognitive modelling so far has been mostly performed in the computational
paradigm known as computational theory of mind (CTM) on which classical Artificial
Intelligence researches are based. Basic hypotheses underlying this paradigm are well
known as well as its limitations and merits.

Let us simply recall that CTM is based on the assumed similarity between the mind
and a universal Turing machine [Newell et al., 1958] from which the notion of a
physical symbol system as an information processing device has been derived.

Knowledge is explicitly represented since the symbols can be given a semantic
interpretation. Time has no significance in this approach. Computational models specify
only a sequence of states that a system goes through and there is no concern about real
amounts of time.

The last decade has been characterised by the awareness that dynamical system
theory (DST) can offer a more realistic framework for cognitive modelling. In fact
living systems behaviour is determined by the way in which the system states are
changing in time and DST provides adequate formalism to describe these changes in
time either in a continuous or in a discrete form. In this new perspective cognitive
systems are considered in their globality and attention is focused on co-evolving,
simultaneous processes unfolding in time.

While in CTM cognitive behaviour is viewed as the result of a computational process
localised in the brain, in a system science perspective cognition is viewed as an
emergent property arising from the interplay of brain, body and environment.

! This research has been funded by the MURST national project Evolution of the Concept of the City:
Coherence between the Spatial Representation of the Planner and the Spatial Image of the Local
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In a formal DST model, interactions among elements of a system are represented by
means of mathematical expressions relating attribute’s values of the related elements.
The system state is described in the model by a set of variables representing attributes,
whose values can vary with time. A state of the system is identified by a choice of
values for each of the variables. Considering the variables as axes in an N dimensional
space, each possible state will correspond to a point in that space, which is called the
state space. The model’s behaviour (which approximates the system’s evolution in time)
corresponds to a trajectory in the state space. A generative model is a dynamic model
which can be used to generate a trajectory, corresponding to any initial state and any
sequence of input values.

The total state of a DST model, representing the system’ state, is changing from one
time to the next. Instead computational models assume that most aspects of a system do
not change from one moment to the next; change is assumed to be replacement of one
symbol by another. The crucial difference between computational models and DST
models is that in the former the rules that govern behaviour are defined over the entities
that have representational status, whereas in dynamical models the rules are defined
over numerical states, i. e. DST models can be representational without having their
rules of evolution defined over representations.

The work of many researchers on living organisms contributed to the above
mentioned shift of perspective focusing attention on the dynamical aspect of living
systems and organisations both with respect to their inner dynamics and their dynamic
interaction with a physical and sociocultural environment. In the theory of living
systems called autopoiesis [Maturana and Varela, 1992], the organism reacts to
disturbances/perturbations by means of a self-referential dynamics, so as to preserve its
organisation; living systems are considered closed relatively to their operation but open
in their connection with the environment and the connection behaviour-physiology is
centred on the dynamic structural coupling between organism and environment.

Studies of evolution [Edelman, 1992], evidenced that living systems are capable of
dynamically seeking the information they require and of selecting those behaviours that
allow them to profit from their interaction with the environment. The internal dynamics
of a living system unfolds in time as a function of its present state, of the perturbations
from the environment and, according to Rosen [Rosen, 1979], of some predicted future
state based on a wired-in internal model, i.e. a living system is an anticipatory system.

In short, living systems are viewed as dynamical systems composed of multiple
dynamical subsystems which are simultaneously active and interacting.

2 Dynamic approaches to cognitive modelling

Dynamic frameworks within which to develop cognitive models currently include:

e The dynamic approach that Port and Van Gelder [Port and Van Gelder, 1995]
propose as an alternative to CTM. It is based on the consideration that cognitive
processes always unfold in time; thus a framework for their description must be
able to describe not only what processes occur but how these processes unfold in
time. The dynamic aspect is central. It is based on classical DST formalisms, their
attitude in modelling a cognitive system is an holistic one, the dynamics of central
cognitive processes are nothing more than aggregate dynamics of low level
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neural processes described in higher level, lower dimensional terms. In this
holistic approach, in order to manage descriptive complexity, the modeller has to
make drastic assumptions and simplifications, with the result that often the
original problem is only apparently solved. Although they recognise that a total
system can be conceptually broken down into smaller dynamically interacting
subsystems, their attitude is to freeze their interactions and study separately their
independent dynamics which leads to the problem (not obviously solvable) of
inferring global results from results obtained by modelling the parts in isolation.
The approach can be used satisfactorily in simple contexts, but as we will discuss
in the following section, it is difficult to imagine its use for modelling problems of
organised complexity like cognitive processes.

e The biomimetic/animat approach Meyer [Meyer, 1995] This approach is based on
a view of cognition as constraint satisfaction. The constraints are suggested by
observations on animal behaviour in performing real life activities. The
formalisms used include neural nets, simulation and heuristics inspired by
biological, psychological and evolutionary theories. Positive aspects in
Biomimetic/Animats applications reported in the literature regard the treatment of
different phenomenological levels in the same overall model and the use of
different formalisms. However it seems that the dynamic aspect, although present,
is not central to the approach used and this may lead to problems regarding a
correct time synchronisation when more realistic applications will be affronted.

e The macro DST model approach [Vaccari, 1998a, 1998b] discussed in section 4.
3 The need of hierarchical representations

The theory of autopoiesis defines a living system as a system which generates
subsystems/component otherwise it disintegrates. If one wants to model such behaviour
one needs a modelling formalism which foresees variable structure, i.e. systems having
sub-systems which go in and out of existence as a function of the overall system
dynamics. Hierarchical representations can be useful for modelling variable structure.

According to the theory of autopoiesis an organism is a self-organising system
which contains its own control mechanisms. Including in a system’s model its own
control mechanisms requires the possibility to represent implicitly or explicitly
hierarchical relations.

Autopoietic systems are considered closed with regard to their operation but open as
regards their connection with the environment. The interactions with the environment
change the state of the cognitive system which is in continuous evolution and it can pre-
set its own behaviour by means of anticipatory models. Only a system which contains a
model/representation of itself and/or of its environment can change its present state as a
function of some predicted future state. Thus, a model of such a system will have a
hierarchical nature, in the sense that it will contain a model of itself or of its context
with faster dynamics.

It is clear from the above considerations that, in order to represent autopoietic,
anticipatory systems, a formal dynamic model must foresee the possibility of
representing hierarchical relations of different nature and different time scales at
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different hierarchical levels. It is also necessary to manage the descriptive complexity
without a drastic increase in uncertainty.

In the DST approach to cognition mentioned above, a model representing a cognitive
process is formalised by means of one generative model thus it is not possible to
manage descriptive complexity without a tremendous increase in uncertainty. Further
the classical DST formalisms used to represent one generative DST model foresee
neither hierarchical relations nor different time scales.

In order to overcome the above mentioned limitations we use modular macro models
developed in the DST paradigm adopting an attitude where holism and reductionism are
complementary [Delaney and Vaccari, 1989].

4 A Macro DST framework

In the following we use the expression “functional system” (FS) to denote an entity
that is perceived as a “system” not because of what it is but because of what it always
does (that is because of its invariant activity) where always means for all times and
under all environmental conditions in a given environmental context.

Our DST approach to cognition is based: on the notion of functional system, on
complementarity of holism and reductionism, on the development of discrete event
simulation in the systems theory paradigm and on the possibility of using different
formalisms in the same global DST model.

In this approach holism and reductionism are complementary in the sense that one
cognitive system is represented as a structured model, i.e. a set of N generative DST
models, connected by coupling input-output relations. Here the strategy adopted for
reducing descriptive complexity is to conceptually break the cognitive system (that we
conceive as a functional system FS) into appropriate functional sub-systems (FSS)
amenable to being formally modelled separately and solved simultaneously taking into
account their interactions. Conceptualising systems as structured systems/models refers
to the process of structuring models (i.e. using composition) from a conceptual point of
view and not simply at the implementation level by means of mathematical artifices.

The generative models forming a structured model might be structured models
themselves; in such a case we obtain a second order structured model and it is possible
to recursively define higher order structured models. This possibility to represent a sub-
model, in turn, as a structured model allows hierarchical representations in a well
established theoretical framework such as systems theory.

The sub-models mentioned above may represent either physical or conceptual FSSs
eventually represented with different formalisms.

The above ideas have been incorporated in a systemic framework designed for the
formulation and solution of structured dynamic models characterised by modularity and
hierarchy [Vaccari et al., 1998].

5 The Macro Architecture Overview

The systemic framework we are developing consists of:
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e The structured model, i.e. a set of N generative models and their coupling scheme.
These sub-models may be specified at a ‘mathematical level’ with different
(continuous/discrete) formalisms, while at the implementation level we use the
discrete events formalism [Zeigler, 1976], which allows different time scales and
can represent practically any continuous time / discrete time model.

e The nucleus which generates the global model solution by means of a discrete
events simulation technique, i.e. an algorithm permitting the transitions to be
treated as instantaneous events.

e The experimental frame specification, i.e. the set of conditions under which we
solve the structured model and the set of required responses Such specification is
given in input in a declarative form.

e Graphical interfaces (under development) which provide a convenient way to
input and visualise the structured model .

In the above framework the structured model to be solved is given in input in the
form of a Bolck diagram specifying the names of the conceptual and physical Blocks
(i.e. the sub-models representing either a conceptual FSS or a physical FSS) and their
coupling scheme in terms of input/output variables. The invariant activities
characterising the physical FSSs are specified in algorithmic form, while for the
conceptual FSSs also the possibility to use a declarative form of specification has been
foreseen (not implemented yet). A Block can incorporate alternative sets of equations
for the evaluation of its state and output together with logic that permits the appropriate
set of equations to be selected at each instant.

In the context of this paper very important features of the environment are
modularity and hierarchy.

Modularity is an obvious characteristic of structured discrete events models, in that
they are formed by combining together individual discrete events sub-models according
to well defined rules, whereby outputs from certain sub-models become the inputs to
other sub-models. Modularity also extends to structured discrete events models as
wholes; i.e., two structured discrete events models can be coupled together by
connecting outputs from one of them to inputs of the other one.

Modularity is very desirable in that it is useful for managing complexity and to
implement hierarchical relations between functional subsystems.

“Authority hierarchies” are represented implicitly in the model, in the sense that one
simply foresees conceptual sub-models (the controller) at the same level as physical
sub-models (controlled subsystems) knowing that the outputs from the former will, in
fact, constitute “controls/commands” in input to the latter. There are however situations
in which it is convenient for hierarchy to be explicit in the model, i.e. we might find it
desirable to explicate, in an overall structured model (A), both a first order sub-model
(B) and its constituent higher order sub-sub-models (C(i)). We call such a hierarchy a
“constitutive hierarchy”. Another form of hierarchy, called “reflexive hierarchy” is
intended as a relation between an anticipatory FSS and the FSSs determining the
predicted future state. Since the discrete events formalism used at the implementation
level allows the representation of different time scales, the dynamics in the blocks
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representing the anticipatory FSS may be slower than the dynamics in the blocks
representing sub-FSS.

It seems reasonable to consider living systems behaviours as emerging from the
interplay of many interacting functional subsystems (FSSs) characterised by some
specific invariant activity in the system context. At an abstract level of analysis, we may
identify different types of relations: a) Relations among elements of a FSS, b) relations
among FSSs, c) relations between the system and its environment.

In our framework relations among elements of an FSS are taken into account by the
specific invariant activities specified in the Blocks (i.e. sub-models representing FSSs)
constituting the structured model; relations among FSSs which include relations
between the system and its environment are taken into account by the nucleus which,
using the coupling scheme and the experimental frame, given in input, defines how to
generate new values for variables (pertinent to the global model) and when the new
values should become effective. Foreseen relations between FSSs are functional
relations and hierarchical relations. Functional relations are intended as causal relations
and temporal relations between activities of FSSs. Hierarchical relations include:
authority hierarchy, constitutive hierarchy and reflexive hierarchy. The latter is
managed by means of a recursive call (prior to the transition state computation) to the
nucleus in the physical block representing the FSS. Other basic features of the
environment are: model specification in system theoretical terms; program architecture
dictated by causality considerations; enforcement of strict separation of model and
experiment-oriented specifications as input by the user.

6 Conclusions

Taking the point of view that human centred systems/organisation are autopoietic,
anticipatory systems we discussed how hierarchical modelling based on structured
dynamic models permits to represent many of their peculiar features i.e.:

e interacting conceptual and physical processes unfolding in time. at different time
scales.

e variable structure and self-organisation.

Further structured dynamic modelling, based on the complementarity of holism and
reductionism , allows to reduce descriptive complexity while minimising uncertainty.
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Abstract:

Operator support systems of the future will have to support operator adaptation to
unanticipated events, foster continuous learning, and facilitate distributed,
collaborative work. This paper describes Ecological Interface Design, a candidate
framework for human-computer interface design that has the potential to fulfill these
diverse demands.
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1 Introduction

As national and international economic competition has increased, process control
industries of various types (e.g., nuclear power plants, fossil-fuel plants, and
petrochemical process plants) are continually trying to “do more with less”. The need
for continuous improvement in quality and productivity has increased drastically. This
trend has caused engineering systems to become more complex than in the past, a trend
that is sure to increase in the future [Pool, 1997; Vicente, 1999].

This increase in complexity has changed the demands experienced by operators of
process control plants. There are three requirements in particular that are worth
highlighting:

1. Adaptation to novelty;

2. Continuous learning;

3. Distributed, collaborative work.

Each of these points will now be described in turn.

An increase in complexity has led to a concomitant increased need to support
adaptation to novelty, particularly to events that are unfamiliar to operators and that
have not been anticipated by designers. Accident analyses have repeatedly shown that
unanticipated events pose the greatest threat to system safety [see Vicente and
Rasmussen, 1992 for a review]. In these situations, operators cannot rely on procedures
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or automation provided by the designers because the event was not anticipated. Thus,
operators must adapt to the new and unfamiliar situation and improvise a solution
themselves. This is a demanding task, especially when we consider that the threat to
equipment, the environment, and public safety is usually at its peak during these
unfamiliar and unanticipated events. Thus, a framework for designing human-computer
interfaces for process control systems must provide a way of identifying what type of
information and support operators need in order to be able to deal successfully with
unanticipated events.

A second challenge that has emerged in the process control industries is an increased
requirement for continuous learning. Process plants are continuously striving to
improve their operations by increasing the efficiency of existing processes, and by
developing new processes that have valuable functionality. As a result, contemporary
process control plants change much more frequently than in the past. These work
environments are teeming with change and novelty, as continual attempts at quality
improvement are being made. This trend means that there is an increased burden on
operators to continually learn about the structure and behavior of the plant. Learning is
not an activity that takes place once and for all during training and licensing because the
process plant itself is continually changing. Therefore, a framework for designing
human-computer interfaces for process control systems must foster continuous learning
so that operators can keep pace with the turbulent change that characterizes their work
environments.

A third challenge that has emerged in the process industries is the requirement to
support distributed, collaborative work. As process control plants have become
increasingly complex, there is a greater need to integrate different kinds of specialized
knowledge (e.g., plant operations vs. plant management). More and more, these
different types of knowledge will be held by different individuals, thereby creating an
increased need for collaboration. Moreover, as control rooms have become increasingly
centralized due to the power of information technology, there is a greater need to
coordinate work activities across individuals who can be quite distant from each other
geographically (e.g., control room operators vs. field operators). Thus, there is also a
need for coordinating work activities across individuals that are distributed spatially.

Collectively, these challenges constitute a new set of design requirements. Operator
support systems of the future will have to support adaptation to unanticipated events,
foster continuous learning, and facilitate distributed, collaborative work if they are to
meet the challenges imposed by today’s competitive marketplace. In the remainder of
this paper, I describe a candidate framework for human-computer interface design that
has the potential to fulfill these diverse demands.

2 Ecological Interface Design

Ecological Interface Design (EID) is a theoretical framework for interface design for
complex sociotechnical systems [Vicente and Rasmussen, 1990, 1992]. It is based on
two seminal concepts from cognitive engineering research, the abstraction hierarchy
(AH) and the skills, rules, knowledge (SRK) framework [Rasmussen, 1986]. The AH is
a multilevel knowledge representation framework that can be used to develop physical
and functional work domain models, as well as the mappings between them. It is used
in EID to identify the information content and structure of the interface. The SRK
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framework defines three qualitatively different ways in which people can process
information: at the skill-based level, behavior is governed by a dynamic world model
that allows people to engage in fluid perceptual-motor control; at the rule-based level,
behavior is governed by rules which directly map perceptual cues in the environment to
appropriate actions, without any mediating processing; finally, at the knowledge-based
level, behavior is governed by a symbolic mental model which allows people to engage
in analytical problem solving. The SRK framework is used in EID to identify how
information should be displayed in an interface. The idea is to take advantage of
operators' powerful pattern recognition and psychomotor abilities, allowing people to
deploy everyday skills that have been honed through evolution. Thus, EID recommends
that information be presented in such a way as to promote skill- and rule-based
behavior, allowing operators to deal with task demands in a relatively efficient and
reliable manner. Knowledge-based behavior is also supported by embedding an AH
representation of the work domain in the interface. This provides operators with an
external visualization of system structure and dynamics which offers support during
novel situations requiring adaptive problem solving.

The EID framework consists of three principles. Each is intended to support a given
level of cognitive control, as follows:

1. Knowledge-based behavior - represent the work domain in the form of an AH to
serve as an externalized mental model that will support analytical problem solving;

2. Rule-based behavior - provide a consistent one-to-one mapping between the work
domain constraints and the cues provided by the interface;

3. Skill-based behavior - support interaction via time-space signals, the operator
should be able to act directly on the display.

For a detailed justification of these principles, see Vicente & Rasmussen {1990, 92].

Because the AH plays such an important role in EID, it is important to describe it in
more detail. The AH is a multilevel representation format that describes the various
layers of constraint in a work domain. Each level represents a different language for
modeling the same underlying work domain. For process control plants, five levels of
constraint have been found to be of use: the purposes for which the work domain was
designed (Functional Purpose); the intended causal structure of the process in terms of
mass, energy, information, or value flows (Abstract Function); the basic functions that
the work domain is designed to achieve (Generalized Function); the characteristics of
the components and the connections between them (Physical Function); the appearance
and spatial location of those components (Physical Form). Higher levels represent
Junctional information about work domain purposes, whereas lower levels represent
physical information about how those purposes are realized by equipment.

3 Support For Unanticipated Events

EID provides a basis for helping operators cope with unanticipated events by using
the AH to support problem solving. The rationale is very similar to that behind
analytical redundancy techniques in control theory [Frank, 1990]. The AH represents
the various layers of goal-relevant constraint that normally govern a process control
plant when it is operating normally. When a fault occurs, one or more of those
constraints will be violated, even if the fault is unfamiliar to operators and unanticipated
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by designers. Because it is based on an AH representation, the interface will show the
variables that enter into the goal-relevant constraints, thereby allowing operators to
compare the behavior that is expected from the plant given the constraints with the
current behavior of the plant. Any mismatch (i.e., a residual) is an indication that the
work domain is not behaving as it should be [see Vicente, 1999 for more details].

4 Support For Continuous Learning

EID also provides a basis for continuous learning by mapping the goal-relevant
constraints identified by the AH representation onto the perceptual features of the
interface. By creating a transparent, visualization of otherwise opaque, abstract
properties (e.g., mass and energy flows; chemical reactions), we are providing a rich
source of feedback to operators about the structure and behavior of the plant. This
feedback serves as an important input to learning processes. In effect, operators can
learn every day on the job because the feedback they obtain from the interface provides
them with a salient indication of how the plant responde to their or the automation’s
actions. In addition, feedback is also provided about the relationships that hold between
variables under various operating regimes. Thus, as changes are made to the plant in the
name of continuous improvement, an interface based on EID should foster continuous
learning because operators should be able to update their understanding of the work
domain based on the rich and salient feedback provided by the interface.

5 Support For Distributed, Collaborative Work

EID also provides a basis for supporting distributed, collaborative work by using the
multiple levels of the AH to represent the varying information that is required by
different stakeholders in the work domain. Each level of the AH provides a different
language for modeling the work domain, and thus reveals different insights into the
structure and behavior of the plant. This conceptual diversity provides a basis for
accommodating the well-known fact that different individuals with different
responsibilities tend to think about the plant in different ways. For example, plant
managers tend to be concerned with meeting productivity and environmental regulation
constraints, both of which would be represented in the Functional Purpose level of the
AH. Plant engineers, on the other hand, tend to be more concerned with optimizing the
production of the plant by thinking in terms of mass and energy balances, which are
represented at the Abstract Function level of the AH. In contrast, control room operators
tend to be more concerned with the status and configuration of plant functions and
components, which are represented at the Generalized Function and Physical Function
levels of the AH, respectively. Finally, field operators will frequently be more
concerned with where particular components are located and what their appearance is,
properties that are represented at the Physical Form level of the AH. These examples
show that EID provides a global, shared representation — in the form of the AH -- that
can support communication and coordination across individuals that are geographically
distributed and that have diverse concerns, and thus, information needs.

6 Conclusions

The EID framework is a promising design framework for coping with the
challenging trends that are being observed in process control industries. In this paper,
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we have argued why there are good reasons to believe that EID can support operator
adaptation, foster continuous learning, and facilitate distributed, collaborative work.
Most of these arguments have been supported by data collected under representative
laboratory conditions. The available experimental evidence shows that, compared to
more traditional techniques, an interface based on EID can lead to: a) a better capability
for coping with novelty [e.g., Pawlak and Vicente, 1996; Christoffersen et al., 1997; Xu
et al., in press]; and b) a deeper understanding of the process [e.g., Christoffersen et al.,
1998]. To date, however, no empirical research has been conducted to evaluate the
claim that EID can effectively support distributed, collaborative work. This topic
remains as an important issue for future research.
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Abstract:
In the past numerous planning support systems are built with Operations Research-
based methods. These systems often function without the support of the planners.

We propose an alternative approach by embedding elements from both Cognitive
Science and Operations Research. Our point of view is that integrating cognitive
aspects of the human planner into the development process and consequently in the
support system will lead to an enhanced and improved planning support system. We
have performed an explorative study at a solid board factory to test the suitability of our
approach.

The analysed solid board factory has two production locations. The planning decisions
are made decentralised. There are four production planners and two final processing
planners. At this moment, most short-term planning tasks are not supported by a
computer system.

The purpose of this paper is to show the several phases we consider in the alternative
approach.

Keywords: production planning, computer support, task analysis, diagnosis, cognitive
science, operations research, logistics

1 Introduction

The use of management information systems in companies has increased in the last
years. Nowadays there is a huge demand for good planning support systems that co-
operate with the management information system of the company. A lot of those
planning support systems function without the support of the planners. Developing
planning support systems with an extended design methodology might increase the
support within the company.

In general, two perspectives can be adopted to develop new planning support
systems, namely:

¢ building systems that replaces the planner and his tasks, or

¢ building systems that adjusts to what the planner does (at this moment).
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The first perspective implies that the system performs all planning tasks. Developers
who adhere to this perspective believe that the planning task consists of a finite number
of well defined and easy to automate subtasks. They believe that planning decisions
could also be deduced by the system adequately.

This paradigm might be true in a simple and static environment. In reality the planner
and/or support system act in a complex and dynamic environment. Other aspects
become important, like the way a production plan is revised after changes or
disturbances in the supply chain.

Information theory has its limitations because it could not explain adequately the
complex, versatile, and active information processing that takes place within the human
mind. Humans can increase their information-processing capacity, alter input, store it,
reorganise it, retrieve material beyond the information given, make decisions and
translate these decisions into action [Das et al, 1996]. Thus a planner can manage
complex and dynamic situations better than planning support systems do.

Therefore, we think that it is necessary to build a planning support tool complying
with the requirements of the planners. So, we follow the second perspective, i.e. we
want to build a system that adjusts to what the planner does.

Our goal in this project is to show that such an approach will lead to better planning
support tools. We analyse both the tasks of the planner and the scheduling problem
where the planner is faced with. We assume that integrating the tacit knowledge of the
planner into a planning support tool, together with an algorithmic formulation of the
‘base scheduling problems’ lead to a better planning support tool.

This does not mean that the planning support tool supports all tasks of the planner.
Those tasks that are relatively stable and are easy to formalise are performed by the
planning support system. The planner performs those tasks that are often changed in
time, or are being performed in a dynamic environment. But ultimately, the planner
makes the definite decisions [Mietus, 1994].

To test the suitability of our approach we have performed an explorative study at a
solid board factory in the Netherlands. We restrict our analysis to the production-
planning domain.

The specific situation at the solid board factory is discussed in the next section. We
continue with an analysis of the phases we consider in our approach to develop a new
planning support tool. We will also show why our approach might lead to an improved
planning support. Finally, we conclude with the results for the time being and the
further research to be performed.

2 Specific situation at the solid board company

This research project has been performed at a solid board factory in the Netherlands.
The factory has two production locations in the north of the Netherlands. Each location
has two cardboard machines and one paper machine. We will describe the process flow
for an order i. Figure 1 shows the flow schematically.

The customer orders arrive at the sales department. After commercial acceptation,
the orders are offered to the planning department. The planning decisions are made
decentralised: Each location has two production planners. The product types and
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thickness are allocated to the cardboard machines in advance. This implies that each
location has its own customer orders.

If the planning department accepts the customer orders, the orders are assigned to a
run. A run shows all the customer orders of the same product type, the same thickness,
and the same moisture percentage in a production week.

If the delivery time of the underlying orders of the run gets nearer, the production
planner selects the run and plans the customer orders of the run against one another. At
the end he has to determine the pallet need at the customer order level and order them.

Ready pallets are moved to the warehouse. The transportation planner decides when

the order will be loaded and transported to the customer.
Sales department

]
Custoner order Commercial
arrival acceptation .
+ Planning department
Order pallets
i t ——+——f
Order offered Acceptation of Make produc-  Production plan
to planning the order tion pl. sent to Rroductiog [
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Determine pallet Startrun 7. ; ‘Endrun’y
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Pallet arrival at. Orderiagamst
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Figure 1: The process flow of order i

3 Our alternative approach

The approach we have chosen to develop a new planning support tool for the
production planning of a solid board company has a hierarchical structure. Figure 2
shows the stages in the hierarchy.

Our goal in this project is to build a planning support system by using elements from
cognitive science, operations research and logistics. The logistics part is necessary to
investigate the way the planning department is embedded in the whole organisation.
Methods inspired by the Operations research (OR) are helpful in finding solutions for
the underlying mathematical scheduling problems. Tools from Cognitive Science (CS)
are used to analyse the planner’s tasks, his reasoning and his behaviour.

In our opinion all these elements are necessary to build an appropriate support
system. Other approaches either use the OR and Integration box, or the CS and
Integration box only.

The Logistics box contains the analysis of the supply chain and the production,
planning and control system. These two stages are performed, because a lot of aspects
that are relevant in the planning task are determined at a hierarchical higher level in the
organisation. For example, the operations manager decides what targets the planners
must aim for. Besides this argument, an analysis of the organisation of the whole gives a
better insight in the problems the organisation is faced with.
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The individual planning task level gives an insight in the tasks the planner executes.
Also important from a supporting perspective is the content of the planning tasks, the
way the planner executes his tasks, and the strategies the planner follows to make a
production plan.

The mathematical formulation of ‘base’ scheduling problems is made explicit in the
following stage. In our opinion tasks that require intensive calculating can better be

performed by a support system.
Logistics

Supply chain
m

Production, planning and
control
(2
I

¥ cs ¥ OR
Y A J
Individual planning Mathematical formulation of
task level ls¢—» 'base’ scheduling problems
] (@)
T |
%. Integration

Conceptual model
6

Y

Planning support system using a prototype
(6)

Figure 2: Hierarchy of the alternative approach

The Integration box contains the core of our approach. It consists of the conceptual
model and the development of the planning support prototype.

All the knowledge of the preceding stages is merged in the conceptual model. The
conceptual model consists of two modes: a ‘zero state’ and an ‘adapted state’ model.
The ‘zero state’ model shows the current situation, whereas the ‘adapted state’ model
the situation models that is used as a basis for the development of a planning support
prototype. The specification of the ‘adapted state’ implies a (slight) change in the
planning task.

The planning support system can be developed on the basis of the specified ‘adapted
state’ conceptual model. The final stage consists of testing the appropriateness of our
approach.
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3.1  Supply chain

The target in this stage was to get a better insight in the overall process, that is a
global survey over the material. The analysis was not restricted to the planning
department, but also the sales and production departments have been taken into account.

One of the findings in this phase was that the company might improve its
performance, if the supply chain management was changed. The followed strategy can
be described as a make-to-order strategy, but for some markets or clients a make-to-
stock strategy might lead to better results.

3.2  Production, planning and control
Planning is concerned with all the pre-operations activities whereas control is

responsible for all the tasks and decisions to be made during the operation process [Hill,
19913. Hoc (1988&1995) extended the theoretical framework by arguing that:

e plans are not necessarily action plans and can take more declarative forms,
e in complex situations, plans can lessen workload, and
e planning must not only be seen as plan generating, but also as plan execution.

3.3  Individual planning task level

To analyse the individual planning task level we performed think-aloud sessions with
each of the four production planners. Think-aloud means that the planner verbalises all
his thoughts during the execution of a task. The researcher analyses the protocols of the
think-aloud sessions and derives common relations. For a complete analysis of verbal
reports and protocol analysis, we refer to Ericsson and Simon (1990).

3.4  Mathematical formulations of the ‘base’ scheduling problems
The scheduling problems that emerge in the paper mill and cardboard industry have

been extensively studied in the literature. In this section we only mention some example
problems including their references.

On the cardboard machine the most dominant mathematical problem is the cutting
stock problem to minimise the trim-loss of customer orders on the cardboard machine
[Goulimis, 1990; Dyckhoff, 1992; Sierksma, 1996].

Laminated cardboard consists of three layers, an inner layer and two outer layers.
The inner layer is produced on the cardboard machine; the outer layer on the paper
machine. The problem is to find a composition of the layers such that the throughput
time over the cardboard and paper machines is minimised [Sierksma and Wanders, to
appear].

3.5 Conceptual model

The conceptual model consists of three layers, namely:

o ObjectOriented-modelling of the domain,

e task analysis

® process description
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In the object-oriented modelling, all objects are introduced, defined, and described
with the accompanying attributes and events. Following Yourdon and Argila (1996) we
define an object as: an independent, asynchronous, concurrent entity which “knows
things” (i.e. stores data), “does work” (i.e., encapsulates services) and “collaborates
with other objects” to perform the overall functions of the system (being modelled).

The task analysis level describes the planning tasks at a macro level. We segregate
the following tasks: administrate, count, tune, value, adapt, negotiate [Jorna et al, 1996].

Both levels are united in the process description. We use flow chart techniques to
describe the tasks the planner performs.

3.6 Planning support system using a prototype

We will use the conceptual model to construct a planning support prototype. The
‘adapted state’ model specifies which task the planner executes and which task the
computer system executes.

4 Conclusions and future research

In this article we have shown the design of our alternative approach in order to build
a better planning support system for a solid board company. We believe that our
approach might lead to a better planning support tool. It is however not tested at this
moment.

The construction of the prototype is the phase to be done. After that we might state
some propositions about the appropriateness of our approach in relation to more
traditional approaches.
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Abstract:

This paper presents a model of adaptable groupware that is motivated by developments
in Cognitive Science. Adaptation of the system is tied to the behavior of users in
managing the representation of common ground during the course of their joint activity.
Our insight is that the explicit representations built by users to coordinate their
behavior for a given problem are objects that the user will want to re-use in future
problem solving sessions and over time some of these will become conventions of
behavior that improve the performance of the participants in coordinating their
behavior.

Keywords: Adaptable Groupware, Common Ground, Shared Plans, Convention.
1 Introduction

The application domain of this work is groupware for distributed planning. Suppose
that there are multiple users at remote locations who must plan out and execute a
coordinated set of operations. Each of the users has different capabilities and duties.
Their only resource for coordinating behavior is the computer. Users of the system work
together at the same time but in different locations. The set of experiences that are
generated in the course of the users’ continued work over many sessions are a source of
information that can be used to adjust the system’s behavior to better fit the system to
the users and the domain of application. Over multiple episodes of planning with the
system, the practice that develops is a significant part of the performance in the person
machine interaction. At issue is how to build a system that supports the development of
practice in using the system to support the users' continued effort at planning for their
domain of activity. The idea developed is that conventions of behavior naturally emerge
from the ongoing practice of a community of users, are a part of the common ground
that develops among regular users of the system, and are a basis for adapting a system to
its environment of use.

For a test domain, the VesselWorld system was designed and built. In VesselWorld
there are three users who must cooperate and coordinate their behavior. Each user is the
captain of a ship. The task is to remove toxic waste from a harbor. Collectively the users
must explore a large area to find and move all barrels of toxic waste to a large barge.
The system is designed to support joint activity. A set of representations and operations
manipulated by the users facilitate reasoning about common ground and shared plans.

! This work was supported by ONR (N00014-96-1-0440).
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The system facilitates the development of conventions for coordinating on-line planning
behavior within a community of users. These conventions will reduce user work in
future planning sessions. Because conventions are regularities of behavior, they can also
be converted into adaptations to the system.

To frame the discussion, this paper will draw on research in Cognitive Science. The
adaptation of a system to the behavior of participants in managing the representation of
common ground [Clark, 1996] during the course of their joint activity. Our insight is
that explicit representations of shared plans [Grosz and Sidner, 1990] built by users to
coordinate their behavior for a given problem are objects that the user will want to re-
use in future problem solving sessions and over time some of these will become
conventions of behavior [Alterman and Garland, 1998] that improve the performance of
the participants.

2 Models of Human Computer Interaction and System Adaptation

There are two classic models of human computer interaction. The Norman model of
the seven stages of human action details the mental stages involved in each user action
[Norman, 1988]. Design is concerned with reducing the gulf between the intentions of
the user and the commands provided by the system (the gulf of execution) and the gulf
between the representations of the system state and their interpretability by a given user
(the gulf of evaluation). The GOMS model of Card, Moran, and Newell (1983) provides
a methodology for designing the user/system interaction in accomplishing a single task,
which may involve multiple steps of action. Both of these models are used as tools for
improving the design of the system. Neither of these models provides a basis for
modelling changes and improvements (i.e., adaptations) in user/system performance that
can only be achieved by continued practice. (See Alterman, Zito-Wolf, and Carpenter,
1998 for a practice-based model of device usage.) The set of experiences that are
generated in the course of the users’ continued work over many sessions are a source of
information that can be used to adapt the system’s behavior so as to better fit the user to
the system and the system to the domain.

Adapting a system can require a mix of a user and system effort. The two extremes
are the adaptable system, which is based solely on human effort, and the adaptive
system, which automatically adapts [Oppermann and Simm, 1994]. The advantage of the
adaptable system approach is that the user has a great deal of control over adaptations in
the system; the disadvantage is that it requires considerable user work and skill. The
advantage of the adaptive system approach is that expectations about user work and skill
are lowered. The disadvantage of this approach is that the system builder is burdened
with the task of building into the system a mechanism that is capable of accurately
explaining the user’s behavior --- an unsolved problem.

In the model of adaptable groupware that we describe, the work done by the user fits
the following criterion: It is work that directly benefits the user on the current problem.
The key idea is to tie the adaptation of the system to the behavior of the participants in
the joint activity in managing the representation of common ground. Our insight is that
the procedural representations built by users to coordinate their behavior for a given
problem are objects that the users will want to re-use in future problem solving sessions
(are likely candidates for conventions) and are consequently adaptations to the system.
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3 Vessel World

In VesselWorld there are three users who must cooperate and coordinate their
behavior. VesselWorld is a groupware system; users work at remote locations
simultaneously. Each user is the captain of a ship. The task is to remove toxic waste
from a harbor. Collectively the users must explore a large area to find and move all
barrels of toxic waste to a large barge. Two of the users operate cranes that can be used
to lift toxic waste from the floor of the sea. The third user is captain of a tugboat that can
be used to drag small barges from one place to another. The cranes are able to
individually lift and carry small or medium toxic waste barrels, jointly lift large barrels,
and jointly lift (but not carry) extra large barrels. The tugboat cannot lift barrels, but can
attach to and move small barges. Small barges may hold multiple barrels of various
sizes.

In VesselWorld there are three mechanisms that help users to accumulate and
monitor common ground: the State Of World map (SOW), a chat window, and a
bulletin board of semi-structured notes. The SOW is used to monitor the current state of
the joint activity. Figure 1 shows an example of a SOW for a crane operator. Only a
portion of the virtual world is visible to each user at any time. The visible area is a circle
of predefined radius around the actual location of the vessel. This area is represented in
the interface by a darker circle surrounding the vessel. A small barge is represented by a
diamond icon (sbrgl). Barrels of toxic waste are represented by a rectangular icon
(Iwastel), the user’s vessel is represented by a red circle (crane2), and other vessels are
represented by white circles (cranel). Additionally, each vessel can also see all the large
barges, which are represent

Figurel: SOW map

4 Common Ground, Shared Plans, and Convention

Users of the VesselWorld system are engaged in a joint activity [Clark, 1996]. Joint
activities have participants, who assume public roles. Joint activities require that the
participants solve a set of coordination problems, advancing one increment at a time.
Coordination of behavior requires common ground and communication. At any moment
during a joint activity, what constitutes common ground (the jointly constructed context
between users) has three parts [Clark, 1996: p. 43]: the initial common ground, the
current state of joint activity, and the public events so far. The initial common ground is
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the set of background facts, assumptions, and beliefs presupposed at the outset of the
joint activity; conventions for coordinating behavior are an important part of the initial
common ground. The current state of joint activity is where in the activity the
participants presuppose themselves to be. The public events are those events
presupposed by the participants as leading up to the current state of affairs. Common
ground accumulates among participants during the course of activity.

The initial common ground between the two crane operators includes knowledge that
some barrels of toxic waste require two cranes to be loaded onto a barge and that the
crane operators must coordinate the loading (e.g., begin at the same time). The current
state of the world must be monitored until both crane operators are in position and
prepared to lift the barrel of toxic waste, and until the barge is in position and stabilized
in rough weather. The public event of the tugboat captain stabilizing the barge signals
the readiness of the barge for loading additional barrels.

Following Grosz & Sidner (1990) and Grosz & Kraus (1996), we will assume that for
activities that involve shared planning, common ground includes a fourth element: a
shared plan. The shared plan represents the participants’ common understanding of
what they plan to do in order to achieve their common goal. It develops during the
course of the activity. It includes beliefs about actions that are to be taken and also the
intentions of the participants.

Before the large barrel of toxic waste can be lifted the intentions of the tug boat
captain and the two crane operators must be clarified. The plan to lift the large barrel of
toxic waste onto the barge will only succeed if the tugboat captain intends to anchor a
small barge close to the site of the barrel, and if both crane operators intend to lift the
barrel at the same time.

Certain problems in coordination my re-occur. A convention is a solution to a
recurrent coordination problem [Lewis, 1969]. Conventions are the regularities of
behavior that develop among a community of actors with a tradition of common goals
and shared activities. Alterman & Garland (1998) have developed a cognitive model of
how convention emerges from group practice in circumstances where there is no ruling
body of knowledge (as developed by prior generations of actors within the community)
to draw on and to guide cooperative and coordinated behavior. An analysis of a large set
of experiments shows that the development of convention has several important
properties. New conventions for coordinating joint activities develop as a result of
practice. The development of convention improves performance, while reducing
communication and planning costs. These findings have significance for the
development of systems for groupware planning. Adding adaptive components to a
system that facilitates the emergence of convention as a part of initial common ground
will result in improved performance, while reducing user effort.

In the domain of VesselWorld conventions develop over time for coordinating
behavior between participants in a joint activity. Locations of objects are communicated
between users using a certain notation scheme. Standardized procedures for loading
barrels onto a small barge emerge that reduce the communication necessary to
coordinate the lifting and loading of the barrel with the anchoring of the barge by the tug
boat captain.
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5 Adaptable Groupware

In VesselWorld, much of the coordination of behavior between participants is
achieved by posting structured notes of information to a bulletin board. All notes posted
to the window are WYSIWIS. The notes are semi-structured messages which
participants may use to monitor and communicate current information, initial common
ground, and shared intentions/plans. Semi-structured communication has been shown to
be more effective than either unstructured or fully structured communication in
coordinating complex activities [Malone et al., 1988].

Three types of notes currently exist: definitions, planning grids, and object tickets.
Definitions are representations for a term generated by users. Shared plans are created
by the users to coordinate sub-problems encountered during the session. Object tickets
are created to monitor the state of known toxic waste barrels. Figure 2 shows and
example of a planning grid. All the vessels assemble at the Jocation of the barrel (Step
0), the cranes must lift and carry the barrel of waste together (Steps 1-2). The tug must
stabilize the barge while the cranes load the waste onto the barge (Step 3). The
participants then carry out the steps of the plan, communicating where necessary to
coordinate fine-grained actions not specified in the plan (such as the exact time the
cranes must lift together).

Figure 2: Plan Grid

Notes can be re-used within a problem-solving session and can be retained for use in
future problem-solving sessions. For example, later problems requiring the tug boat
operator coordinate with the two crane operators may re-use the same planning grid
making minor modifications as the action proceeds. Re-used notes are the basis for the
accumulation of initial common ground throughout the history of a community of actors
using the system to coordinate activity. For regularly occurring problems of coordination
in the domain of activity, planning grids will be re-used and develop into conventions
that reduce the amount of work for the user in creating a shared plan for a regularly
occurring problem of coordination.

6 Concluding Remarks

In the model of adaptable groupware that has been described, the use and re-use of
planning grids benefit the performance of the users on both the current problem and
future problems. The procedural representations built by users to coordinate their
behavior for a given problem help the users manage their joint activity, and they are also
objects that the user will want to re-use in future problem solving sessions (are likely
candidates for conventions). Re-used planning grids indicate a regularity of behavior
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and consequently are critical to the addition of adaptive features to the system. Space
limitations have not allowed for the presentation of the adaptive features of the
VesselWorld system. The key idea, however, is that given a regularity of behavior, the
system can automatically perform some interface tasks for the user. Currently, the focus
is on using the emergent conventions of group behavior (the re-used planning grids) to
offload onto the system some of the work involved in managing information during the
course of planning.
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Abstract:

Our research addresses the question of how to handle the architectural knowledge in
order to provide non-computer science specialists with a tool dedicated to the making
and to the representation of archaeological hypothesis. Our approach of the
architectural object is based on theoretical analysis and on elements of bibliography
connected to specific buildings. Relevant hierarchy of concepts (individual elements of
architecture that we call entities as well as relations linking them to one another) are
formalised following the object oriented methodology in order to provide each element
of vocabulary isolated as non ambiguous with a corresponding theoretical definition.

The “Hublot" application we present allows interaction with the theoretical model
(create and arrange one's own set of entities) through a web browser in which textual
data and VRML 2.0 (Virtual Reality Modelling Language) scenes are linked.

This research is connected with the ARKIW POLONIUM co-operation program that
links the MAP-GAMSAU CNRS laboratory and the HAIKZ Institute of Krakéw’s
Faculty of Architecture. The field of experimentation proposed is Krakow’s Kramy
Bogate (Cloth Hall) located on the city’s main market square. Formalisation of the
theoretical models and web interfaces are JAVA developments.

Keywords: Knowledge extraction, web, archaeological hypothesis, Java, VRML.
1 Foreword

Concern for the architectural and urban preservation problems has been considerably
increasing in the past decades, and with it the necessity to investigate the consequences
and opportunities opened for the conservation discipline by the development of
computer-based systems. This clearly locates multidisciplinarity as a central aspect of
our research, and the enabling of distant web access to all the computer developments as
a necessity. As an answer, we have formalised an object-oriented architectural model
implemented to serve as a junction between the concepts and methods of the computer
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scientist, and the knowledge and practice of the conservationist. This model is provided
with formalisms enabling:

e A measurement of objects.
e An updating of the theoretical model contents.
e The representation of archaeological hypothesis (HUBLOT application)

In this paper we will focus on the HUBLOT application that has been experimented
on Krakéw’s Kramy Bogate (Cloth Hall) located on the city’s main market square.

2 Background and Context

The GAMSAU-MAP CNRS laboratory (Marseilles, France), specialised in the use of
computer techniques, and the HAiKZ institute of Krakéw’s faculty of architecture,
specialised in conservation, have initiated a research and exchanges program, named
ARKIW, aiming at investigating the architectural evolutions of Krakéw's main market
square during its eight centuries of history.

2.1 Methodological background

In object-oriented programming, the field of knowledge is split into elementary
concepts structured through refinements of classes. Since the architectural heritage
clearly reveals elements of permanence and of variability, the knowledge to be
represented and handled features both stable concepts (the roofing, the opening, etc.)
and their historical variations. A thorough investigation of each of this evolution’s steps
by specialists of architecture and conservation is needed in order to identify and organise
sets of non-ambiguous objects that we call architectural entities. It is therefore vital to
provide an access to the architectural model itself both on the computer scientist side
and on the conservationist side.

In addition to the architectural entity hierarchy approach of the building, we have
developed a “grouping” mechanism that is used when applying the underlying model to
fields of experiments. A LALR grammar based on the JAVA grammar allows a textual
description of the field of experiment in which the building is seen as a set of entities
and of relations linking them to one another. A compiler uses this textual description to
represent the building as a collection of instances of the theoretical model’s classes.

The "hublot" interface to this compiler gives a possibility to choose, modify or create
a script in which the building is described. Following the compilation phase, the
interface gives a direct access to the instances generated through the process and by a
messaging mechanism allows the user to visualise the VRML representation or to get
information on the model’s instances data.

3 Objective of the experiment

3.1 Formalising the needs

Architects, historians of art, archaeologists and other professions that deal with the
architectural heritage frequently face objects partly or totally destroyed. Most commonly
destruction is the effect of time passing, but also of fires, floods, wars as well as
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ignorance or irresponsibility. A detailed documentation that would provide information
about form and structure of a despaired object is often lacking.

Therefore any reconstruction either purely theoretical or aiming for rebuilding or
adaptation of the remains has to be based on comparisons and analogies. This however
gives a place for the subjective point of view of the hypothesis' authors, and
consequently in a majority of cases increases the amount of the possible propositions.
When come the time for the authors of hypothesis to favour one solution, a visual
comparative estimation plays an essential role.

visualisation

« wvisual
estimation
verification

creation of
hypothesis

Creation of an hypothesis, as an act, is the result of an author’s expertise. The next
necessary step is a visualisation of the proposal in a perceptible form, its correctness and
probability can then be verified by a visual estimation. This verification process is
repeated until the satisfactory proposition is formulated.

Visualisation is a most tiresome and time-taking element in this process, it is
therefore important to provide researchers with a knowledge-based tool that could help
in authenticating, through the step of visualisation, the entire process of hypothesis
building. Since the "hublot" interface represents a given hypothesis as the ordering of
instances of the theoretical architectural model, it not only features a possible spatial
solution for a given reconstruction problem but testifies of and gives access to the
underlying architectural analysis.

3.2 Field of experiment

Kramy Bogate in Krakéw is one of the structures that furnished the city’s main
Market Square. This Market Square, founded in 1257, is one of the biggest in Europe
and it is listed as a monument of the UNESCO Cultural and Natural Heritage.

During more than five centuries Kramy Bogate filled the considerably big space of
the citie’s trade centre —
dedicated to a cloth trade, they survived wars and fires to be demolished in sixties of the
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XIX century. Their cellars still exist under the actual level of the market square, but the
location in the very centre of the city makes excavations difficult. Diverse historical
documents (old maps, paintings, drawings, inventory descriptions, photographs, etc.) are
preserved. From these data we can learn quite precisely the main shape of the object, its
situation and general size - two parallel rows of brick shops with a covered gallery in
between them. More detailed reconstruction requires the use of a general knowledge on
particular elements of architecture. Therefore, Providing a tool for knowledge-oriented
virtual reconstruction should bring to the fore a new opportunity for the construction and
the interpretation of archaeological hypothesis.

4 The hublot application

4.1 The Architectural model: Definitions

Architectural concepts are described as entities, réseaux (arrays), attributes and
relations and are gathered in the ItemTopos hierarchy. Elements of a building will be
described as entities [Drap, 1997] providing that they meet two requirements:

e An entity is a unique " object " identified by a single element of the vocabulary.

e An entity has an obvious role in the physical structure of the building.
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Architectural entities, structured by the inheritance of class mechanism are analysed
from the point of view of intention. This means isolating object categories for which
similarities of structure or behaviour can be observed. Once the properties of the
architectural entity are described (both nature and behaviour) the relations between
entities are formalised in order to organise the building. Réseaux are groups of entities
and relations chosen in order to represent one specific combination. A#tributes are items
of vocabulary that correspond to a morphological specificity of one or several entities.

4.2  The definition of a scene: La Demarche script language

A script based on our "La Demarche" script language defines how a given set of
entities is organised in an array (réseau), and visualised in a scene. A fist version of La
Demarche, developed in 1997 with C++, had a strong drawback: its static aspect. As a
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LALR type grammar, it used a LEX analyser and was therefore given a finite vocabulary
after compilation. By choosing to develop in JAVA we could transform this language
into a dynamic one that allows the integration of new concepts without compilation.
With the introduction in the Java language of the metaclass mechanism it is possible to
link the name of a class with its computer representation. It is therefore possible to gain
access to each of the object's methods without writing tokens in a predefined dictionary.

We have also introduced in "La Demarche" the notion of mutable object, not
implemented in Java but formalised in UML (Unified Modelling Language). Any
instance of an object owns properties (attributes and behaviour) given by its class type.
These properties, even though their actual content may vary during the instance's life,
cannot disappear, and neither can new properties, not defined inside the class, appear.
The addition of new attributes inside an instance implies a change of class type. This is
not implemented neither in C++ nor in JAVA. Moreover, a mutation between sister
classes cannot be done without facing the risk of an information loss (properties loss).
We have therefore preferred implementing mutation in a restricted meaning : refinement
of classes. The refinement operation allows the instance of a given class A to mute into
an instance of a class derived from class A. We are therefore sure that after this
operation all the attributes of the mutating instance will be informed. New attributes
described in the derived class are given default values. This approach can prove useful
when dealing with a group of architectural objects to be handled inside a common
control structure. For example we group the ten beams (Solives) of a ceiling of which
two are side beams (Muriere):

Solive ensSolive[10]; ensSolive[0].rafinement(Muriere); ensSolive[9].rafinement(Muriere);
a 10 Solives array instance 0 is refined into a Muriere instance 9 is refined into a Muriere

This La Demarche script defines a polymorph array of 10 Solive type objects of
which two are Muriere type objects.

Web client Instances Servers
monitoring
Féseau List ' — Rl server
R server connection.
ry — k compiler
¥ v v K
—onsole|| Soript || Reseau's WRRL
text edition | | entities scene
reports instances
list » » Servlet
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4.3 A web interface: the Hublot

A web interface dedicated to the edition and analysis of scenes based on our
architectural model has been a strong requirement inside our research. The hublot
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interface gives access to the LaDemarche compiler and to the architectural objects
instanced through it. This interface allows diverse interaction with the model:

e addition or subtraction of entities in arrays (specific combination of entities and
relations)

e modification of each entity’s features like position, dimension, orientation, etc...

e on line computing and visualisation of the results in VRML (Virtual Reality
Modelling Language) and of the textual reports in HTML (listing the
characteristics of each entity in the scene), and connection between them.

e jterative action on each of these levels
5 Conclusion

The analysis of the architectural and urban evolutions of Krakéw's Main Square is
today a crossing point for historians, architects, archaeologists, etc.. Computer scientists
are therefore confronted to a phenomenon in which both the concepts (the objects) and
their representations for diverse disciplines evolve at high speed. Education and research
in the scope of architecture and its history are in return questioned on how the
development of information technologies can enrich their discipline. Consequently, the
implementation of a theoretical architectural model positioned as a junction between
diverse disciplines appears as a necessity. The hublot application uses the
"representation” interface of such a model in order to allow on-line building up of
archaeological hypothesis. Its experimentation on Krakéw’s Kramy Bogate (Cloth Hall)
has shown the possible benefits of developing such a tool. More can still be done in
order to ease the tool's use and to implement a JAVA-VRLML-OODBMS connection
that will bring new perspectives and raise new questions for both the computer scientists
and the architects collaborating in the research.

The ARKIW co-operation is supported by a Franco-polish POLONIUM program.
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Abstract:

Cooperation Engineering is Knowledge Engineering in the context of distributed
activities not yet entirely formalised. It intervenes as an essential step for the operation
of a Knowledge Management process adapted to the development of extended
enterprises and to the building of Information System elements which facilitate
communication and coordination (mailing, discussion forum, workflow, GED, semi-
structured databases, EDI...).

Keywords: Extended enterprise, Collective Knowledge Management, Cooperative
Work, coordination, GroupWare, Information Technology

1 Introduction

In this article, we present the first elements of a methodological framework for the
design of inter-enterprise coordination systems in the field of what we call an extended
enterprise (cf. §2). These results lie within the research project ITCOM, knowledge
engineering for mediated cooperative work leads at Tech-CICO laboratory, whose role
is to give some methodological guides for the design of cooperative work mediation
systems. Cooperation Engineering is Knowledge Engineering in the context of
distributed activities not yet entirely formalised. It intervenes as an essential step for
the operation of a Knowledge Management process adapted to the development of
extended enterprises and to the building of Information System elements which facilitate
communication and coordination (mailing, discussion forum, workflow, GED, semi-
structured databases, EDI...).

In this article we begin by presenting the current problematic of extended enterprise
and the reasons for which Knowledge Management problematic is particularly critical.
Then we define the notion of cooperative activity and of Cooperation Engineering,
allowing us to introduce some hypotheses on the new forms of Information Systems
adapted to cooperative work. These hypotheses guide us in our software specification
activity for the inter-enterprise cooperation. Finally, we present the area in which we
will experiment these solutions in the textile industry.
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2 Extended enterprise

To respond to an economic and competitive environment which is becoming more
and more complex, as well as to the internationalisation of markets, firms opt more
frequently for the increase of alliances and partnerships developing new working forms
“on network”. The emergence of the concept of extended enterprise or networked
enterprise is the result of the desire of some firms to form alliance with others carefully
selected and to set up durable and worthy exchange relationships, to escape from their
own cumbersomeness. The network of firms keeps going from competencies which
everyone brings to contribute to a common project. The participation of each one
doesn’t touch their legal independence (Paché 1993).

In this context the concept seems as if some firms showed capitalistic and legal
independence which may be specialised in one task in the same values chain (Jarillo,
1988 ; Powell, 1990). When they multiply alliances, these firms give a greater place to
the contractual growth than to the movable growth. So, they try to have more flexibility
and reactivity with a light structure, and to preserve in fact their independence and
chances to evolve constantly on the market.

The main idea of the networked enterprise or the network of enterprises is to limit
internal activity of each enterprise to strategic competencies and to take out what is left.
So, it confides it to suppliers, subcontractors or external partners. We define a
networked enterprise as an enterprise which bets on certain key competencies in some
activities for which it has knowledge, and which confides to others the execution of less
strategic tasks (according to its competencies) for the achievement of the product
expected by clients.

The criteria of the smooth functioning of the extended enterprise according to Aubrey
(Aubrey, 1991) are:

¢ Autonomy of partners;
e Added value;

e Adapting to change;

e Mutual aid;

e Reciprocity;

e Shared values;

¢ Common vision.

In addition to that, the economic environment today requires new relationships
between competitors. Relationships have changed and it is not unusual to see behaviours
which are much closer to cooperation’ and collaboration than competition. Who could
believed that for the last few years IBM and Apple decide to cooperate on launching a
compatible computer on the market working in the two environments, a behaviour that
represent a new kind of cooperation between competitors.

! Here the term of “cooperation” is used in the sense of the game theory. We redefine it later in a more
cognitive way.
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According to many authors, the effectiveness of the network structure is highly
dependent on the good use of the IT like EDI, WorkFlow and Internet which make
easier the coordination of interdependencies between the different units of the network.
However, network strategies rely, on the one hand, on all techniques linked to
marchandise flow processing, and on the other hand, on Information Systems which
allow an efficient coordination of operations between partners all along the added value
line of a product or a service. Such techniques and such Information Systems which are
built on the IT, represent according to Lorino (Lorino, 1989) “a strategic factor for the
development and the success of enterprises”. These tools favour the circulation mastery
of material flows and techniques by information flows. They make professional links
more efficient by allowing collective learning and knowledge transfer (Aliouat, 1996;
Spitezki, 1995).

It is the importance of good Collective Knowledge Management that we will
examine now for networked enterprise functioning, and for the specification of
Information Systems of inter-enterprise cooperation.

3 Knowledge Management is a major stake for the extended enterprise

As many authors have explained with conviction (Steels, 1993; Ermine ,1996;
Grundstein, 1996), the pressure of technique and organisational innovations, the new
management modes (project management), self-willed or constrained mobility of staff
(transfers, redundancies, retirements) explains that Knowledge Management has become
as such a major preoccupation in numerous organisations. We will take it up here from
Knowledge Systems Management’s point of view; which means that we focus on the
artefact construction problematic facilitating the recall, transmission and access to the
knowledge, but also like a preliminary step for the construction of Information Systems
for cooperation (cf. infra). J.L. Ermine quotes in this way the quality handbook of CEA
which defines Knowledge Management, in the sense evoked before, allowing:

e “to gather the knowledge and the know-how on easier accessible mediums,

e 1o facilitate their transmission in real time inside CEA and in delay time to our
successors,

e to keep the trace of certain activities or actions on which the CEA should be asked
in the future” (Quality handbook of CEA, 1996, p. 14, quoted by Ermine 1996 p.
16)

The Knowledge Systems Management is a major stake within big firms, and even
more so in the enterprises integrated in the network which, when they are centred on
their know-how, are extremely dependent on their partners to adjust their production and
their innovation processes. These enterprises must be always up to date with their
partner‘s evolutions to be better adapted and can anticipate (in) the new needs and
constraints for the future.

According to Grundstein (Grundstein, 1996) Knowledge Management problematic
can be tackled from four facets:

o locating the crucial knowledge (identification, location, characterization);

e its preservation (modelisation, formalisation, conservation);
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e its valuation (access, diffusion, operating, combination, creation);
e and its currentness (updating, enrichment).

In our research context, we focus on the preservation and the valuation problematics.
The preservation returns to a question of the implementation of modelisation processes
of knowledge partly tacit. The valuation returns to a question of the elaboration of the
software medium which allows the access and the distribution of mediated knowledge in
the extended enterprise, or the specification of its Information System. Therefore, the
originality of this research is double:

e the knowledge modelisation concerns not only job problem-solving knowledge
but also knowledge allowing cooperation between partners.

e the distribution and operating knowledge tools, as Information Systems whose
modelisation allows their specification, are not intended for use within the firm
(intra-organisational use) but to support the relationship between different firms
integrated in the network for a period possibly limited. This characteristic rises
two important questions:

- How to make coherent the Knowledge Management systems elaborated
between different partners and how to make “inter-operate” the Information
Systems specified.

- How to solve problems linked to the sharing and the degree of confidentiality
of the knowledge of different partners and so how to conceive an Information
System able to manage such constraints (certain knowledge results from
cooperation and can be considered as common, others are more private but
shared, and finally others are private and confidential).

Cooperation processes study requires some theoretical principles and definitions
which we will examine now.

4 Cooperation engineering

For K. Schmidt cooperative work “emerges when multiple actors, engaged in the
realisation of a common task, are mutually dependent to their work and must coordinate
and gather their individual production to be able to do the task which is confided”
(Schmidt, 1994a).

For this author, cooperative work denotes exclusively collective work on a common
object which corresponds to a principal collective goal. The need to coordinate such
cooperative work generates a different specific work that Schmidt calls Articulation
Work and which “is constituted of the need to restrain the distributed nature of
complexly interdependent activities” (Schmidt & Simone, 1996).

We will not adopt the same definition of cooperative work which is, according to us
a little restrictive. In accordance with Intellectual Transactions Theory (Zacklad, 1999)
we consider that cooperative activities correspond to collective activities in which
“cognitive interdependence” between actors is effective, which means that it has not
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been to standardised”. According to us articulation work is included into cooperative
work because the existence of the articulation activities being a necessary condition to
define cooperation.

Still within TTI, we consider that there are two modalities which allow to increase
the efficiency of cooperative activities by reducing cognitive interdependence between
actors. The first consists in privileging the standardisation of actor relationships and
corresponds to coordination (hierarchic relationships, client-supplier, project
management...). The second consists in privileging the standardisation of knowledge
used by the group and corresponds to the adoption of a common collective problem
solving method. These two modalities are always complementary and interdependent:
the standardisation of relationships allowing new opportunities of knowledge
standardisation and vice versa.

To describe the Collective Knowledge in a decisional or a cognitive orientation (the
description of the group activity according to the view point of the problem that it is
trying to solve) on can use the modelisation techniques of problem-solving methods
well known in Knowledge Engineering. To describe the standardisation of relationships
on can use the results of the CSCW researches (Schmidt & Simone, 1996) which have
defined primitives for the coordination from which different generic models can be built
corresponding to various organisational configurations.

From an Information System’s point of view, according to the renewed definition
which we propose (cf. §4), these two standardisation modalities refer to different kinds
of applications. The standardisation of relationships, which is based on the mutual
commitments of actors, corresponds to the introduction of process management tools
and workflow. The knowledge standardisation, which rely on the adoption of common
representations of the intervention field, corresponds more often to the introduction of
data bases which integrate a decisional component (management of production, of stock,
of logistic processes) or decision-aid tools.

In the two situations, one has to build new socio-technical systems which are a
mixture of organisational rules and of artefacts, principally computers, which facilitate
the application of the rules by the actors of the organisation, systems called
“coordination mechanisms” by Schmidt and Simone:

“A Cordination mechanism is a construct consisting of a coordinative protocol
(an integrated set of procedures and conventions stipulating the articulation of
interdependent distributed activities) on the one hand and on the other hand an
artefact (a permanent construct) in which the protocol is objectified” (Schmidt &
Simone, 1996).

2 We can then suggest a definition of “cooperation”: there is a cooperation between actors when the
cooperative activity occurs in a context of cognitive inter-enterprise, the actors being obliged to commit
themselves into intellectual transactions to reduce this interdependence. The cooperation concept is
applied in the context of organised cooperative activities (as opposed to masses behaviour phenomenon)
in which actors are “ structurally independent”.
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5 MCPA Télécom

MCPA-Telecom is not yet proven methodological framework to design business
processes using telecommunication services (more widely all services which rely on IT),
which has been defined in CNET by the second author in order to guide the design of
intra- and inter-enterprises coordination mechanisms. It aims to supply a design method
corresponding to the need of cooperative IS. Without going into the details of this
method, we can present some of its characteristics.

In accordance to Alquier (Alquier & Tignol, 1998), MCPA-Telecom declines
differently the notion of IS according to a dimension called spatial by this author who
distinguishes IS individual, departmental or collective IS. For Alquier, at the collective
level, the IS is called “cooperative”, and it includes all the functionalities which come
under GroupWare. Relying on the MadeIln’Coop Method, in accordance with MCPA-
Telecom, we can refine this notion of Cooperative IS by introducing three new IS’s
points of view, according to the roles which they will play in the cooperation processes:

e A communication IS which supplies media facilitating synchronous or
asynchronous, face to face or distance dialogs between actors

e A coordination IS which supplies media facilitating coordination between actors
by relying on the concepts of roles, activities, tasks, responsibilities, means,...

e A Collective problem solving IS which relies on a first formalisation and
standardisation of collective activities allowing the storage of data and the
automatization of some processes. This IS meets to a large extent the “traditional”
IS. However, it is nowadays open to less standardised cooperative activities than
was the traditional IS: cooperative redaction, distributed CAO, distance
teaching...

Of course, the use of artefacts contributing to determine their status, the same
computing artefact could participate into these three IS according to the way they are
used in the organisation. Complex computing environments can also offer different
tools at the same time supplying these different functionalities. Finally, certain tools
may associate two functionalities as for example a complex workflow, combining the
cooperative redaction support (collective problem solving IS) collective validation
processes support (coordination IS).

We also introduce a point of view close to Alquier’s spatial dimension which identify
three levels of cooperative IS:

e The individual level,

o The small group level which corresponds to a project or recurrent processes which
imply a limited number of actors who have a mutual knowledge of each others;

e The organisation or extended group level which imply a number of actors
exceeding the possibilities of a mutual deep knowledge of each others;

o The inter-enterprise level which joins groups of actors (small or extended groups)
belonging to the different partners of the extended enterprise and which is the aim
of our research.
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To study these different levels of activity and to specify the IS responding to their needs,
MCPA-Telecom identifies three levels of modelisation, for which we will use different
techniques of modelisation in the context of our study:

¢ A macroscopic level where firm processes are modelised job by job in an intra-
and inter-enterprises context: to modelise the processes at this level we use the
Aris Toolset language V 3.2a;

¢ A microscopic level in which we focus on particular process and its actors and
artefacts. For this sharper specification, we rather use models issued from software
engineering (for example UML) or from Knowledge Engineering (for example
MKSM);

e A service’s specification level which is different to the previous ones because it is
only concerned with the description of software and/or telecommunication
services which support actors in their work processes.

6 Conclusion: the application area of textile industry

To answer the research questions that we have raised (coherence of knowledge
systems, IS inter-operating, adjustment of levels of confidentiality and sharing of
knowledge, testing the MCPA-Telecom processes...), we will use an application ground
provided by the textile industry in a regional environment.

In this industrial field, the extended enterprise corresponds to the different networked
specialised enterprises (mill owner, knitter, dyer, clothing maker...) whose aim is to
manufacture together a range of products at a lower price by reducing time and
investment. The IT can be a factor that helps reducing time in the information exchange,
and consequently, the manufacturing time thus ensuring better quality. But cooperation
IS will be effectively introduced only if there is a willingness of the actors to share and
to formalise knowledge. Textile industry is a difficult experimentation ground but most
suitable for the following reasons:

e It is an industry strongly challenged at the international level, namely because the
cost of workforce is higher than in the developing countries. We generally
consider that a more efficient functioning of the network, would be a sine qua
none survival condition, as illustrated the American experience which shows the
importance of the IT for the re-localization of certain textile production activities
(Abécassis, 1998);

e It is an industry in which job knowledge as well as inter-enterprise cooperation
styles are both complex and informal. So, efficient implementation of Cooperation
IS necessitate collective Knowledge Management activities.

Currently, we are studying the processes of this industry following the steps inspired
by the MCPA-Telecom method:

¢ Macroscopic and generic modelisation of processes of the textile industry
(functioning modes and decision processes);

e Application of this generic modelisation to a central partner in the industry: in this
case the dyer;
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e Selecting some target processes to be studied in detail for the specification of IT
allowing for their improvement;

e Specification of services which rely on Intranet/extranet/Internet and the EDI and
which will support these processes, knowing that these services can originate three
innovations:

1. Do what could not be done before (creation of new products and services);

2. Do better what was already done (improvement of the production line);

3. Do differently what was already done before (radical changing of an existing
process).
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Abstract:

The incident management on a subway line is a difficult task because context plays an
important role in it. The SART project, which aims at the design of an intelligent
support system for subway line traffic regulators, has to integrate this notion. We
introduce a distinction between pieces of contextual knowledge according to the fact
they intervene to limit the field of possible choices or not; If it limits the choice, it is
called proceduralised context. These notions are represented in our application by
decision graphs. We also take into account the operators’ needs and waiting. For this
purpose, they fulfilled forms and answered oral questions. We present in this paper the
appraisal of their answers.

Keywords: Context, Decision making,
1 Introduction

The incident management on a subway line is a difficult task for several reasons.
When an incident occurs, the operator has to: (i) retrieve rapidly a normal service on a
complex and dynamic system; (ii) solve the incident and manage the train traffic on the
part of the line that is not concerned by the incident; and (iii) tackle a wide number of
parameters of various types in his decision making.

The SART project (French acronym for support system in traffic control) aims at the
design and development of an intelligent system to support the operators who are
responsible for a subway line, when an incident occurs [Brézillon et al., 1997, 1998].
SART has a multi-agent architecture and is composed now of three agents: a line
configurator, a traffic simulator and an incident manager. This paper focuses on results
obtained for the incident manager for which we have to make context explicit.

The notion of context plays an important role in the incident management. We point
out in [Brézillon and Pomerol, 1999] three types of context, namely the external context,
the contextual knowledge and the proceduralized context. These types of context permit
to model the variability of parameters type and the amount of information needed at
each step of the incident resolution (see Section 2). Section 3 is dedicated to operators'
needs for such a system, and Section 4 presents how we model the context-based
reasoning of operators.
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2 Context

We consider as context all information that may limit the possible decision field
without directly intervening in the incident resolution. for example, the time of
occurrence of the incident is not relevant considering the incident itself, but the
resolution strategies observed are different whether it occurs at rush hour or not.

2.1  Contextual knowledge and proceduralised context

[Brézillon and Pomerol, 1999] define contextual knowledge as all the knowledge
which is relevant for one person in a given situated decision problem and can be
mobilised to understand this problem. Contextual knowledge is evoked by situations
and events, and loosely tied to a task or a goal. Although the contextual knowledge
exists in theory, it is actually implicit and latent, and is not usable unless a goal (or an
intention) emerges. Contextual knowledge is considered as a part of the "context", the
rest of the context, which is not relevant to the situation, is called external knowledge.
During the proceduralisation process, contextual knowledge is evoked from known
knowledge or acquired by the operators by any means.

When an event occurs, the attention of the actors is focused on it, and a large part of
the contextual knowledge will be proceduralised. The proceduralised part of the
contextual knowledge, at a given step of a decision making, is called the proceduralised
context [Brézillon and Pomerol, 1999]. The proceduralised context is invoked,
structured and situated according to a given focus. This is a more or less "compiled"
knowledge which can be elicited by the usual techniques of knowledge acquisition. The
representation of the proceduralised context is either evoked from the underlying
contextual knowledge or built during the proceduralisation process.

At a given step of the decision making process, one has: proceduralised context
which is the knowledge commonly known by the actors of the problem and directly (but
often tacitly) used for the problem solving and which is one of the source of the
proceduralised context; contextual knowledge which is the knowledge not explicitly
used but influencing the problem solving; and external knowledge which is the
knowledge having nothing to do with the current decision making step, but known by
many actors of the problem. One can remarks that the proceduralised state of contextual
knowledge is dependent of the step of decision making process. Thus this state is
dynamic and a contextual knowledge may be proceduralised at the next decision making
step and retrieve the initial state after this.

2.2  Decision making in heavy contextual processes

At RATP, most of the incidents are well-known (object on the track, lack of power
supply, suicide, etc.). Thus, the company has established mandatory procedures for
incident solving on the basis of its experience. For example, [Brézillon et al., 1997]
discuss the procedure and the knowledge involved in the incident "Sick traveller in a
train". In this case, the driver must continue up to the next station because travellers are
safer in a station than in a tunnel. At a deeper level, the driver has to avoid stopping the
train a long time in a tunnel because some travellers may have behavioural troubles such
as claustrophobia and could leave the train to wander about on the track (and thus may
generate another type of incident such as "Person on the track"). These pieces of
knowledge, which are not necessarily expressed, result in more or less proceduralised
actions that are compiled as parts of the proceduralised context. Very often many pieces
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of proceduralised context are structured together in comprehensive knowledge about
actions. As such, mandatory procedures are proceduralised contexts.

For simple incidents, a unique procedure is sufficient for the whole incident solving.
For example, the incident "object fallen on the track”, implies the procedure: power cut-
off, an employee of the RATP goes down on the trackbed to remove the object, and
once gone back on the platform, the power is re-established. However, there is no global
procedure for complex incidents, only a set of procedures, each procedure solving a part
of the incident. For example, when a train cannot move in a tunnel, there are procedures
to evacuate travellers at the nearest station, for moving the damaged train by another
train, etc. Some procedures are sequential, but others may be accomplished in any order.
For example, when a train must push a damaged train, both trains must be empty but the
order in which travellers of the two trains are evacuated is not important and mainly
depends on the context in which trains are. What is important is that the two actions
must be accomplished before the damaged train clearing. As a consequence, each
operator develops his own practice to solve incidents, and one observes almost as many
practices as operators for a given incident solving because each operator structures the
set of procedures in order to take into account the current context, which is particular
and specific. For example, is the next station a connecting one or not? Thus, cases that
are similar in one context may be totally dissimilar in others as already quoted by
[Tversky, 1977].

Another problem concerns non-written rules with which it is difficuit to cope. In
many working processes human beings develop genuine procedures to reach the
efficiency that decision makers intended when they designed the system. Some parts of
this practice are not coded [Hatchuel and Weil, 1992]. Such know-how is generally built
up case by case and is complemented by "makeshift repairs" (or non-written rules) that
allow the operational agents to reach the required efficiency. This is a way of getting the
result whatever the path followed. The validation of this unwritten rules is linked more
to the result than to the procedure to reach it. [De Terssac, 1992] spoke of logic of
efficiency.

In our application, even if the decision making in the incident solving belongs to the
operator who is concerned, there is a collective solving of the incident because other
operators in the control room follow the incident solving and intervene, say, by recalling
to their colleague something not to forget, by suggesting to ask information on a specific
point. This part of the incident solving is not recorded and then cannot be considered in
our modelling of incident solving.

3 Operators and context-based reasoning

For the understanding of the ways in which complex incidents are solved, we have made
three questionnaires. The goal was to define exactly how the system would be the most
useful for operators in their decision making. The main conclusions are:

e Experience acquired by operators in past positions is an important element of the
context of operators' decision making. As a consequence, SART will have to show
concrete stuffs and go directly to what is essential for the operator.
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e FEach operator is highly knowledgeable with a given subway line and familiar with
some others. As a consequence, SART must retrieve first incidents on the
concerned line, after on similar lines and finally on all other lines.

e With an access to the traffic computer, SART should be able to detect by
simulation the begining of an anomaly of the traffic evolution and alert the
operator. SART should also gather a large number of contextual data that define
the context in which the incident is solved.

e Operators cannot be disturbed during their decision-making reasoning by a system
asking for data. However, operators say to be interested by an off-line use of
SART for helping them in:

- repetitive tasks (e.g., the writing of the report on the incident) which SART can
fill automatically a part of the report, pointing out missing information,

- analyzing the incident that has just occurred,

- facilitating intelligently the interaction between two operators discussing an
incident (e.g. for a training purpose),

- providing the history of events occurred before an operator begins to work,
- giving a presentation of exceptional events that would help operators in his
decision making or to enrich his experience,

- providing an ordered list of incidents according to some criteria.

For being an efficient assistant, SART must deal with an explicit model of what
context is for operators. Indeed, we have considered a context-based representation of
the domain knowledge and a context-based representation of operators' reasoning during
an incident solving. The former representation is discussed in [Brézillon et al., 1997],
and we focus in the next section on the latter representation.

4 Context modelling by decision graphs

Decision graphs are reasoning models derived from decision trees [Pasquier et al.,
1999]. They behave as their parents, but integrate the difference between contextual
knowledge and proceduralised context and the dynamic switch of those knowledge
states. In decision trees, branches diverge according to the possible choices and never
converge even if the choice is no more relevant. This led to trees with identical action
sequences on several branches. In such a case we decided to merge the common part of
the branches. The structure is no more a tree but a directed graph, called decision
graph.

The evolution from decision trees to decision graphs is based on the fact that a
contextual piece of knowledge is proceduralised at the step where it intervenes in the
choice. This choice generate several branches (representing the different possible action
sequences). When the branches are merged, the proceduralised piece of context retrieve
its contextual piece of knowledge state. We integrated also in this model some temporal
notions such as precedence and independence, which are observed in our application
field. As said in subsection 2.2, when a train must push an other train, both trains have
to be empty. The evacuation of both trains is hardly represented by decision trees, but is
easy modelled by a decision graph. In Figure 1, we present the decision tree modelling
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the resolution of a train engine incident. The 15 last branches are the possible sequences
of action for pushing a damaged train by an other train. In the corresponding decision
graph, they are replaced by the temporal branching showed in the slashed square. The

explanations about the construction of both structures are in this book
[Brézillon et al., 1999].

Figure 1: A decision tree and the corresponding decision graph
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Abstract:

To design interactive systems, a clear description of the interactions is required. A deep
understanding of H-M interactions is necessary in order to formulate a useful
description. The task graph (TG) structure and therefore the different tasks, which could
be achieved by the system, appears essential for interaction specifications.

In this contribution, we propose a generic formalism, which can represent H-M
interactions from any TG by determining constraints that it entails on the interaction. A
formal and generic definition of the task, recipe and task graph concepts is required to
represent generated interactions by any application. The interaction description
depends on projected functionalities by an application and the way they are achieved. It
is supplied by TG features. The tasks distribution (agents which perform them) and their
realisation control (order of tasks performance) are two TG criteria which we
determine as influencing interaction. Different methods can be applied for each TG type
(which are defined with the two previous criteria) to specify the interaction. The
utilisation of tasks which modify the TG, allows interactions to be described with the
same formalism (task, recipe, TG and methods) out of any TG type of applicative
domain (containing prescribed tasks).

Keywords: Human machine interaction, task, transaction, Interaction formalisation.
1 Introduction

To design interactive systems, a clear description of the interactions is required. A
deep understanding of H-M interactions is necessary in order to formulate a useful
description. The task graph (TG) structure and therefore the different tasks, which could
be achieved by the system, appears essential for interaction specifications [Sucrow,
1997]. TG represents the hierarchical decomposition of task performance. An example
of the TG for the performance of a phone task is “pick up the phone”, then “dial the
number” which is composed of “research the number” then “dial it”, then “speak”, and
“hang up”.

In this contribution, we propose a formalism, which can represent H-M interactions
from any TG. The TG is always built during the system design phase. Generally, this
graph is implicit, but it is partially and often dynamically visible through the system
Human Machine Interface (HMI). Throughout interactions, users build a mental TG,
which represents the task hierarchy achievable with system. Therefore, one main
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purpose of the HMI is to allow the user, during the interactions, to build a faithful
representation of parts of TG.

A formal description of interactions derived from the TG depends on the graph
nature and the formalism used to represent it. In the literature, the same formalism is
often used for the TG and the interaction specification. A strong relationship exists
between the TG and the interactions, the latter of which are derived from the TG for a
given application. This is because the interactions depend on some application
functionalities (prescribed tasks) and the way they are achieved (some parts of TG).

First, we define the concepts used to formalise the TG. Then we expose the features
and the different TG types, which influence the interaction definition. Finally, we
provide a simple formalism to describe interactions.

2 Task Graph definition

The TG definition following the applications often varies [Isténes, 1996]. Therefore,
we propose an abstract TG definition which can be used in any application domain. We
also choose a simple formalism to represent the concepts, which are easily expandable
and customisable to match with the particular application needs.

2.1 Task

The task notion is used in several domains, often as primitive (axiom), therefore it is
difficult to find a common definition. For experts systems, a task denotes an instance of
a problem, a problem class, and both a problem class and an abstract description of a
method of solving the problem [Chandrasekan and Johnson, 1992]. In knowledge
acquisition, following the application domain and the acquisition method used, the task
definition varies. For example, In KADS method [Schreiber et al 1993], a task is a
composite action of problem solving entailing subtask decomposition, moreover a task
can perform a particular goal. However, For MACAO method [Soubie, 1996], a task is
an autonomous entity of treatment which allows to reach a goal from an input set of
elements. In Fiona application a task is a concrete action, while in DSTM framework a
task represents an objective to reach (a goal) [Isténes, 1996]. The task concept is also
present in ergonomics. They mainly consider two task kinds, the prescribed and
effective ones [De Montmollin, 1995]. The effective tasks are effectively achieved by an
operator, by his activity. The main difference between prescribe tasks and effective tasks
is: the prescribed tasks are defined by the designer, while the effective tasks are really
performed by an operator.

In all these definitions, the action concept appears as a common notion (work to do,
action to achieve, action of problem solving, and so on). Therefore, we propose below a
task definition based on the action concept.

Definition: A task is an action in particular context, which is performed to reach a goal
to satisfy a given intention.

Note: In the task definition, the intention term designates a forward-directed intention.
Forward-directed intentions defined by Bratman in [Bratman, 1990] represent the agent
desire to perform tasks not achieved but for which he is committed.

Formal definition: A task is composed of:
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e Task's type
e Parameters list (pi, ....pn) WithneN

Example: Phone(Jean,05-61-61-61-61,10h30) is a task where Phone is the task's type
and (Jean,05-61-61-61-61,10h30) is the parameter list.

Logical formalisation: Tasks are represented by logical terms [Grosz and Kraus, 1996].
Then, they denote an element of interpretation domain. To access to the different
parameters, we use the role functions, which are described, in our logical language by
some function terms. For example, the role function agent(T) returns the agent which
performs T.

2.2 Recipe
The recipe concept presented here is similar to the Grosz's recipe concept [Grosz and

Kraus, 1996].

Definition: A recipe describes a task performance. It represents the hierarchical
decomposition (at one abstraction level) of a task performance under appropriate
constraints.

For example, a recipe for the performance of a phone task is “pick up the phone”, and
then “dial the number”, and then “speak”, and “hang up”.

Formal definition: A recipe for the task T is a triplet made up of T, a subtask set {T;;
...;T1a} and a constraint set {Cy; ...;Cn}, noted (T,{T1y; ...;T10},{C1; ...;Cm})-

e Example: A recipe for the performance of phone task is (Phone(people,number,
time), {pick_up_phone(T;) ;Dial_number(number,T,) ;Speak(Ts); Hang up(Ts)
}, {T1<T2<T3<T4, })

e Graphical representation: T {(Cis i Ca)

T11 T12 Tln

Figure 1: Recipe for task T

Logical formalisation: A complete and detailed presentation of the logical
formalisation of recipe concept can be found in [Camilleri, 1999]. To represent the
performed task, we use the DO operator introduced by Grosz [Grosz and Kraus, 1996].

A recipe for a task A composed of subtasks {B1; ...;Bn} ne N, under the constraints
T is represented by a logical entailment (or recipe axiom) as :

Vx DO(Bi1(s1(x))) A DO(By(s2(x))) A ... ADOBy(sn(x))) AT D DO(A(X))

Where A,B1, ...,Bn represent predicates of task type and si(x), ..., sy(x) describe

some decomposition role functions and,I” conjunctive constraint set.

23  Task Graph
The task graph notion can be viewed as a kind of recipe library [Grosz and Kraus,

1996], or as a reasoning model which is a part of conceptual model used in knowledge
acquisition.
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Definition: A Task Graph is a collection of recipes hierarchically organised. It
represents all possible decompositions (following the described recipes) of tasks
performance.

e Graphical representation:

T T
{C1; ...; Cm} {C1; ...; Cm}
E1..E T T2 T T2
r__*__| r.._l__l {D1; ...; Dv}
T11 T12 T11 T12
| {V1;...; vd)
[ I I ]
T121 Ti22 T120

Figure 2: Task Graph

In the figure 2, the sets {Cl; ...;Cm}, ... represent the constraints set of their
respective recipes. For example, a TG for the performance of a phone task is “pick up
the phone”, then “dial the number” which is composed of “research the number” then
“dial it”, then “speak”, and “hang up”.

Logical formalisation: A TG is represented by a conjunctive set of recipe axioms.
3 TG’s features influencing interaction

We identified two characteristics (tasks performance control and tasks distribution),
which are important to define the interactions needed from the TG. To describe the
interaction, we use the following notions [Post, 1996]: transactions which concern the
transfer tasks of information ingredients between agents; transaction plans, which define
the performance order of transactions.

3.1  Tasks performance control

Generally, the transactional plans follow the control structure (tasks performance
order) of the TG. In the above example (TG for the performance of a phone task),
suppose that each task (pick up, dial, speak, hang up) needs a transaction, the hang up
transaction completion requires the speak transaction achievement and so on. Therefore,
transactions are achieved in the same order as the tasks performance.

3.2 Tasks distribution

Tasks distribution represents all possible associations between agents and tasks. It
can be modeled by doublets (agent, task) set. The tasks distribution is an important
criteria to define the tasks needing a transaction. For example, consider the following
TG (reduced here to a single recipe): (calculating((x+y-z-t)/2,R,T),{add(x,y,r1,T1);
suby(rl,z,r2,To); suby(r2, tr3,T3);div(r3,2,R,T4)}, {Ti<Ta<Ts<Ty4; T,cT ...}). For
dl={(user,add); (user,subl); (user,sub2); (system,div)} and d2={(user,add);
(system,subl); (user, sub2); (system, div)} distributions, the transactions required are
different. In the d1 distribution only a transaction that presents the outcome 13 (sub2
result) is needed. For the d2 distribution, four transactions are required to present the



KNOWLEDGE ENGINEERING AND MANAGEMENT 139

intermediate task result to the other agents. Thus, the possible set of distributions define
tasks which require a transaction (and the nature of these transactions).

4 Different TG types

A control is called static if and only if it is predefined (explicitly described in the
TG), likewise a distribution is static if and only if the tasks distribution is predefined.
We consider the following TG's types:

e Type 1 (Static Control (SC), Static Distribution (SD)) during the conception
process, tasks requiring transactions are known (SD) in the same way as their
achievement order (SC). We can define completely the required transaction plans.
Therefore, all transactional plans are determined to the conception stage.
Transactions can be bound to the TG. In [Sucrow, 1997], this TG's property is
used to bind widgets to user goals.

e Type 2 (Dynamic Control (DC), SD) throughout the system conception, all
transactions can be defined (SD). As we don't know the application order of tasks
(DC), so the transaction order (thus transactional plans) cannot be determined.
However, to achieve TG's tasks, the task control must be defined during the TG
performance. This definition can require an explicit transaction or be determined
by another task achievement.

e Type 3 (CS, Dynamic Distribution (DD)) at the conception stage, tasks needing
transactions are not known (DD). As for the Type 2 TG, the distribution can be
defined during the execution by an explicit transaction or by another task
achievement.

e Type 4 (DC, DD) during the conception, tasks requiring a transaction (DD) and
the execution order (DC) are not known. Therefore, during the TG execution these
two features must be fixed either by some specific transactions or by tasks
performance.

5 Transaction plan formalisation

We represent a transaction by a task in our model. Therefore, a transaction plan is
modelled by a TG containing transactional tasks.

This way to formalise transaction plans allows to unify the data manipulation
mechanisms (TG is the only structure used) and to merge the domain TG with the
interaction aspects of this TG. Moreover, the merged TG makes an explicit relationship
between transaction tasks and related domain tasks. The method proposed above (to
treat the type 2, 3, 4 TG) is modelled in this formalism by a transaction task, which
modifies the TG. Thus, we need to construct another TG, which represents the system
state.

6 Conclusion

In this paper, we propose a generic formalism allowing to describe H-M interactions
in any applicative domain from the TG by determining the constraints, which generate
on interactions. The main advantages come from using the same formalism to represent
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the TG and interactions. It facilitates their links and unifies the data manipulation
mechanisms (TG is the only structure used).

The dissociation of the interaction description and its representation is an important
point of interactive system conception [Camilleri, 1998]. Indeed, it clarifies the design
and simplifies the system maintenance. A possible method to undertake the dissociation
is to create an autonomous agent dedicated to interaction materialisation. Further work
will attempt to use the link between the transaction tasks and the domain tasks to
recognise user intentions.
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Abstract:

The purpose of this article is to discuss findings from case studies where 2 groups of
students (16 academic students) have used traditional collaborative writing tools and
synchronous cscw technology (Cf. Aspects®'). The article focuses on the cognitive
transformations that are the result of the integration of a collaborative tool in a
traditional collaborative writing task. Examining the effects of cscw technology on
collaborative writing, on writing strategies and on the implication of students activities,
1 give some suggestions on what to preserve and what to change in the design of
collaborative writing tools.

Keywords: instrumental genesis, constructing meanings, collaborative activities.
1 Introduction

The relationship between humans and tools is central to an investigation of the
process of mediated collaborative writing, when computer systems are designed to
support both social and cognitive aspects. Although there has been a growth of interest
in collaborative writing [Ede and Lunsford, 1990], [Saunders, 1990], [Zammuner,
1995], [Higgins et al.,1992] and in mediated collaborative writing [Kraut et al., 1990],
[Beck, 1994], [Plowman, 1995] the fundamental relationship between tools and subjects
in this context has overlooked, even though [Sharples and Peberton, 1988] and
[Rimmershaw, 1992] have argued that writing experiences are transformed by the use of
writing tools. The reasons for this have implications for the design of technologies to
support collaborative writing, one of the main areas of interest for computer supported
work [Sharples, 1993]. There is a history of discussions of the relationship between
subjects and tools [Belisle et al., 1997]. [Norman, 1991] for example, referred to the
power and importance of culture and artefacts to enhance human abilities and from this
perspective he proposed in his well known presentation of cognitive artefacts that those
external tools mediate cognitive process. Norman highlighted how cognitive artefacts
completely transform the activities that they mediate (e.g. an airline checklist). From a
learning point of view, [Jonassen, 1992] distinguished between ‘delivery technologies’
and ‘cognitive tools’, emphasising that the role of delivery technologies should be to

! Aspects is a commercial synchronous collaborative word processor, running on the Macintosh
platform. Basically it allows the setting up of a common work space and a communication space. It also
allows on-line writing and editing with each participant taking control alternatively over the shared
document. To get more details, see http://www.grouplogic.com/aspects/#new
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display thinking tools, tools that facilitate thinking processes. Rethinking cognitive
tools, [Kuutti and Kaptelinin, 1997] criticised ‘augmentation’ perspectives, arguing that
the potential impact of tools on human cognition is not enhancing some native
capabilities, but, introducing new forms of mediation. The perspective adopted here is
similar to these theoretical understandings of the nature of tools and processes
underlying integration of technologies into human activity. However, collaborative
writing is a specific cognitive and social activity. Therefore, two dimensions concerning
human activities and then collaborative writing are still unclear. First, an understanding
on how subjects integrate technologies as cognitive tools. From manipulating features to
use them fluently and meaningfully : what happens in between ? Second, how do groups
integrate cscw technologies into individual and collective activities ?

2 A cognitive approach of computer instrumented collaborative writing activity

Vygotsky’s contribution demonstrates that the complex psychological processes
cannot be explained without taking into account the important mediation role of
psychological tools. According to [Vygotsky, 1934/1997] the are two kinds of tools :
technical and psychological tools. Technical tools, such as for example a hammer, are
oriented to transform an object, (e.g. to join pieces of wood together to build a chair )
while psychological tools are oriented to transform the subject himself or to influence
other people, (e.g. a calendar to remind about dates). Adopting this distinction, different
types of transformations can be obtained when using these material or symbolic tools.
According to Vygotski’s psychology and influenced by the Piagetian approach,
[Rabardel,1995] extends these theoretical frameworks in an anthropocentered model he
applies in the domain of ergonomics. For Rabardel, the distinction made by Vygotski is
not pertinent to the effects of computer tools on cognitive and social activities. As
[Kaptelinin,1995] has demonstrated, there are, at least, two features of computer tools
which differentiate them from other tools. First, computer representations are active, and
can be modified by computers according to their algorithms. Second, computer tools
have the potential of implementing representation to reality. These two features of
computer tools, indicate the possible function of computers as an extension of the
internal plane of action as for [Kaptelinin,1992]. These two features are considered by
Rabardel as characteristics of instruments. Instruments are these tools which are
technical and psychological at the same time ; a sort of intermediate universe between
subject and object and it transforms both. What is really important to understand is that
instruments are mediated constructs that do not exist in themselves. They are constituted
by an artefact -material or symbolic-enriched with action schemes -specific cognitive
and biological skills-. Instruments exist only inasmuch as the artefact used, has been
associated with schemes® of use. The distinction between artefact and instrument is
crucial to understand this approach suggesting that a machine or a technical system does
not immediately constitute a tool for the subject. Adopting this approach, the study of
mediated collaborative writing is the study of the instrumental genesis in collaborative
writing with cscw technologies. That is a process which concerns the evolution of the
use of the artefact and the elaboration of schemes by the user. In other words, it is the

% A scheme is a cognitive invariant, it can be defined as the structure common to all those acts which -
from the subject’s point of view - are equivalent
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study of cognitive appropriation of artefacts which concerns a development of schemes
associated 1- to specific features of the artefact, that is functions and technical
properties, 2- to particular subject’s goals of tasks, and 3- to interrelated social activities,
that is interaction with other subjects.

2.1 Focus on collaborative writing

Literature suggests that the introduction of computer tools to support collaborative
writing will have a significant impact on the communication and on the negotiation of
texts and collective activity which take place during the process of writing. Computer
systems confront groups with a set of constraints which they have to identify,
understand and manage in order to find the artefact usable. From this perspective I have
conducted case studies with the objective to get a better understanding of the process of
traditional collaborative writing and of transformations taking place during instrumental
genesis.

3 Comparing traditional collaborative writing activities with computer supported
collaborative writing

I have selected academic students from a management school who were familiar with
word processors and e-mail and with practice in writing reports in groups. 16 students
distributed in two groups were video-taped, observed and interviewed. Both groups had
four students using traditional collaborative tools and four students using Aspects®
distributed into two computers.

31 The task : elaborating an argumentative report

The task consisted in producing a 20 pages long academic report about decision
making processes. Students had to evaluate a decision process by an expert systems and
by a team of managers. Therefore the problem to solve was to argue about benefits and
weakness of the integration of expert system in industrial decision making.

3.2  Methodology

I have collected pre and post-questionnaires, interviews, drafts and final versions and
I have videotaped 28 hours of student’s collaborative writing activities. I have analysed
verbal exchanges and messages exchanged through a chat-box of Aspects® and related
it to the texts written. Two units of analysis has been used : paragraphs and exchanges.
Paragraphs are the unit of analysis for the text. One paragraph is constituted by one or
more sentences and it is delimited by one point obligating the change of current line.
Exchanges are the unit of analysis for the dialogues : one exchange is equivalent to a
turn-taking. A turn taking is composed by at least two utterances : initiative and
reaction. An evaluative utterance can appear as a third component of the turn taking.
Utterances have been coded by their semantic objects : ‘action’ -how do we do to write
collaboratively ?- ‘content’ -what do we write for the common text ?- and ‘artefacts’ -
how do we do with these technical features ?-. and in other ways. Comparisons between
groups in the face-to-face situation and in the mediated situation have been done taking
into account the first 30 minutes of collaborative writing activity.



KNOWLEDGE ENGINEERING AND MANAGEMENT 144

4 Analysis and Findings

Observing how groups were elaborating different versions of the report, we found
common characteristics in all groups : 1-students give priority to saving time in each
meeting. To use time optimally is a criteria to continue to write with the same group in
the future, 2-Students divide the task and writing evolves through individual
contributions, 3- Students plan both the organisation of the groups and the organisation
of the common text, 4- Students negotiate roles and semantic content at the same time.
Looking at the differences, 1- the two cscw groups needed in average 8.5 hours to
complete the report, while traditional groups needed 4.5 hours. Cscw groups had
problems to identify paragraphs to be changed in the common file (e.g. group B needed
25 minutes to make sense of comments about a part of the common text). However,
traditional groups using less time, obtained a better performance and a better
understanding of the report. 2- groups using cscw had problems to integrate the
individual parts of the common text. Contradictions and repetitions of paragraphs
showed that reports done with cscw tools lack semantic coherence, 3- groups using cscw
tools had to use their collaborative activities to organise and to coordinate each others
actions while traditional groups focused their collaborative activity on the semantic
content of the text, 4- groups using cscw had problems in negotiating roles and ideas
compared to traditional groups. For example, to write one paragraph students developed
at best 2 exchanges while traditional groups developed at best 12 exchanges -more
exchanges can, of course, lead to more complicated ideas being expressed. In addition,
groups using cscw respected a prescribed plan of the report given by their professor and
they tended to avoid structural changes during the activity. Decisions made were
maintained in order to assure a common understanding of ‘who is writing what and
where’. Traditional groups showed a great flexibility and made changes as needed of
pre-made agreements.

Looking at the distribution of exchanges:

Frequency of different types of exchanges in
collaborative writing activity

Cscw groups have oriented their exchanges towards actions, that is they have been
more concerned with individual actions like coordination, checking and getting
information about what is going on. Therefore, the content of the common text was
neglected. The manipulation of the cscw tool did not represent a problem in itself.
Traditional groups were more focused on the content of the common text first, on their
individual actions second, and on the use of traditional writing artefacts, third. These
differences have important consequences for the common text. While traditional groups
negotiate ideas and actions in order to construct text, groups using cscw needed to check
constantly that the collaborative activity, in itself works. These groups spent more
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exchanges in getting information about effects of individual actions on the current
collaborative activity than traditional groups. For traditional groups, getting information
about current actions were implicit. The principal objective of the collaboration -to
elaborate the text- has been transformed into a question of how to collaborate. From an
instrumental approach, that is interpreted as a failure of collaborative schemes to write a
text together. An instrumental genesis takes place when groups use cscw and students
have to manage in order to achieve a new organisation. Acquired cognitive and social
schemes to write together have been transformed. The differences observed between
traditional and cscw collaborative writing activities, are understood as a sign of
development of new organisations.

—— — S,
Forms of exchanges in collaborative writing |

—&— groups face-to-
face

= groups with
cscw

minimal complete

Forms of verbal exchanges showed that traditional groups were much more
concerned with the task than the coordination of individual -collaborative- actions. The
complete form of exchanges can be interpreted as an indicator of developed reflection
on what it was been said by their co-authors. Groups using cscw wrote a descriptive text
and not an argumentative one. Putting much more attention on the transformation of
strategies to collaborate through the cscw tool, groups using cscw tools have composed
and reviewed their common text individually.

5 Discussion

From an instrumental perspective, differences observed indicate that cscw groups
were at the beginnings of their appropriation of the cscw tool. They were trying to
integrate the artefact into their old organisations which are associated with traditional
schemes to write and to maintain relationships. Both social and cognitive routines are
being transformed. In this active process, called instrumental genesis, students elaborate
new ways to write together through a cscw tool. Obviously enough, these results are still
tentative, mainly because in the present study groups were observed only during 15
days. Future longitudinal studies are needed to analyse instrumental genesis over time in
order to inform designers about how to support collaborative and cognitive schemes
associated with ‘co-elaboration’ of argumentative texts. However our study helps
designers to understand that collaborative writing is a complex cognitive and social
activity entailing imagination, creation, discussion, negotiation, coordination,
integration, communication and planning, composition and revision. Collaborative
writing in educational environments, is a constant co-construction of meanings. This co-
construction includes the effort to accept and give opinions, comments, suggestions and
to integrate them in a way that has been accepted by the group. It is not only an
exchange between questions and answers. It is not a production of a number of lines to
fill pages. Collaborative writing is a socio-historical practise. There is a culture to write
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together that depend on people, on tasks and on tools. Finally, collaborative writing is a
cognitive and socially organised human activity. Artefacts do not become instantly
instruments. Humans need time to develop and to re elaborate the new schemes that will
be associated to artefacts in order to become useful means of actions.
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Abstract:

The aim of this paper is to design a generic model of the correlation between
aircrafts’noises and riparian persons’annoyance. This study is in keeping with Artificial
Intelligence, and it focuses on the study of the relations between systems and unvoluntary
users. Beyond a mere “noise level” — “annoyance” function, we aim at defining more
precisely the causal relations between noise characteristics and the actual annoyance.
Hence, we work both on annoyance cognitive models and on the general question of the
correlation between artificial systems and human beings. In this paper, our contribution
consists in the description of the first phase of the project: the experimental data collection
program and the the theoretical tools.

Keywords: A.l, formal analysis, systems/unvolontary-users correlation .

1 Introduction

Noise influence on annoyance is a widely studied problem. Many numerical
approaches have been carried on in which statistics are used to represent general
perception of phenomena [Vallet, 1996] (e.g. “In context ¢, a particular noise event
(n > o)dB exasperates 60% of population p”). Unfortunately, such kind of information
does not express psychological annoyance, nor describes the correlations between noise
and discomfort. In [FAA, 1985], the approach consists in designing a model based
on physiological behavior of the auditive organs. In transport field, noise annoyance
problems are identified [Leroux, 1998], but they often depend of the context [Remy, 1997]
(roads’ noise for example). Psycho-acoustic researches showed that categorisation
(ability to recognize a sound) is opposite to continuous noise perception with just a few
significant events. This approach, using cognitive science knowledge, seems to be a
promissing one (a human being is able to discern - and distinguish between - various noise
aspects). In aeronautics, the control problem evolves faster than plane’s characteristics
[Rigaudias, 1997], however, companies modify take off/landing procedures in order to
decrease noise effects. Finally the existing solutions consist in directly reducing the
noise [Gaudriot and Martiant, 1998] [Valentin, 1997]. If it is clear that noise reduction
(active or passive) is the simpliest way to protect our sounf environment, the idea is to
analyse more precisely the causal links between the various parameters of noises and the
characteristics of the resulting annoyance felt by persons.
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2 Our Approach

FGA, symbolic
section 5 . . . . .
s enss | comestatim |+ Given an airport and riparian person_s, if
N / we want to understand the correlations
\\ \/i {k/;LfZ,,ES between the noise generated by the
¥ . . .
‘ :_\L*j"_——‘ aircrafts and the annoyance which is

Annoyance characteristids

i induced among the population, we need
\ actual data to be collected. This is the
“ purpose of Section 3. Then, thanks to a
necessary simplification of data, we have
to formalize the rough data so as to build
a global knowledge base, this is described
in Section 4. Finally, we have to correlate

N2 the noise information and the annoyance
[ +¥j one within a synthetic model, the Formal
i =73 Generalized Analysis, as a first sketch of
| § model, is presented in Section 5.

As we try to design a global causal model, our objective is not to find a new
physiological ratio. We have also to define a psychological annoyance cognitive
model [Boyer and Chaudron, 1999], keeping the cause multiplicity and the actualy felt
annoyance heterogeneous aspects. Moreover, at each step of our project, we try to
reveal the actual links between noise parameters and annoyance characteristics. Thus
the information and the correlation model have to be simplified in a first step and then
they are hardly enriched.

3 Experimental phase

The aim of our experiments is to collect correlated sets of data: noisy events
and simultaneous annoyance characteristics [Boyer and Chaudron, 2000] (we also try to
design and validate the methodology). The first data collection experiment consisted
in a two days (May 1999) measurements campaign (noise recording and annoyance
expression) plan. A zone was choosen in a significant area near the the tracks’axis of
the airport of Toulouse. A central point was equiped with a noise recorder while selected
volontary persons (#=10) living around were asked to fill a questionnaire. Each time an
aircraft was audible, predefined items and free fields allowed the volonteers to express
various features of annoyance. The questionnaires were collected one day after and
translated in a prolog database.

The acoustic device was a tape recorder NagralVSJ. The data tapes are postprocessed
so as to extract the significant value; many of them are not yet relevant (technical motor
characteristics...) and in this first campaign we just took into account the noise level in
dB.

It seems to be the first time these two kinds of data were recorded really simultaneously.
Indeed, we made a direct link between each noisy event and pinpoint annoyance
expressions. Generally, so-called noise-annoyance evaluation are mere links between
average noise values (measured at time t) and a vague discomfort expressions (time #)".

!Moreover we discovered that the smallest time deviation between mean noise measurements and
annoyance polls, was: |t' — t| = 6 months!
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Thus, for each event (an aircaft flight) time is the fundamental join parameter between the
two sets of data.

4 Data integration

The aim objective is to build a data base (implemented in Prolog) so as to structure
knowledge as follows:
e the set of noisy event characteristics: o time (which we can aggregate by periods:
morning, afternoon, evening, night), o noise characteristics (noise level in dBA for
example, frequency, duration, number of previous noisy events);
o the set of the human features: o the person, o his activities, o his noisy environment
(described by noisy events which are not aircraft ones), o his safety environment (did she
or he see the plane?), o his annoyance expression (weak, medium, strong, very strong).

Example : Let Id; be a noisy event which level is 75.7 dB. Its duration is 28 seconds.
It took place the 29" of May at 17:45. The person p; was strongly annoyed. He was
reading a book in his garden and his noisy environment was quiet. This information can
be symbolicaly translated into the formula:
base(p;, id;, {annoy(hight), activity(intell), activity(outside), period(afternoon)}).
While the noisy event is described by the followingd formula:
ev(id;, 29, 1745, {level(75.7), duration(28)}).

Thanks to the fact that: a small number of persons (#=10) and a small number events
(#=50) are considered in this first experience, symbolic representation of knowledge is
relevant. We must notice that numerical results are not ignored as they are encapsulated
into symbolic predicates. At this point, the core of our problem is to analyze amorphous
sets of symbolic knowledge in which typical classes and inferential links are searched
for. For that kind of purpose, we designed an extension of a theory called “Formal
Concept Analysis” allowing first-order logic properties to be captured, its basic principles
are symmerized in the next section.

The empirical questions that will have to coped in the second phase of our study are
the following:
¢ aggregation of individual annoyance features: in order to define a “symbolic mean”
of annoyance so as to garantee a standard annoyance symbolic scales, a cognitive
annoyance model is needed. Collaborations with cognitive psychology labs in the frame
of cognitive sciences actions is under contruction.
o Non disruptive experiments for observed annoyance must be imagined and planed so as
to collect data of observed annoyance: videos, drops of working performances...
e The various pre-categorization of the parameters of the global base must also be
causioulsy examined. This will allow greatest sets of events and persons to be considered.
¢ Finally an advanced level for symbolic representation of the data must be available (this
is the purpose of the contrained cube model, in which the parameters will be recorded in
terms of predicates(arguments) + Contraints(arguments). Such a model is suppose to be
an optimal mid-term tool for numerical/symbolic treatments.
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5 Theoretical frame: Formal Generalized Analysis

Our model is based on a well know approach: Formal Concept Analysis (say: FCA)
which is a set-theoretical model for concepts that reflects the philosophical understanding
[Arnaud and Nicole, 1662] of a concept as a unit of thought consisting in two parts: the
extend, which contains all the entities (the objects, the examples...) belonging to the
concept, and the intend, which is the collection of all the attributes (the characteristics,
the properties...) shared by the entities. FCA is completely described the reference
book [Ganter and Wille, 1996]. In FCA, the basic notion that models the knowledge
about a specific domain is the formal context —described as a binary relation between
two finite sets— from which concepts and conceptual double hierarchies can be formally
derived so as to form the mathematical structure of a lattice? with respect to a subconcept-
superconcept relation. FCA is used for self-emergent classification of objects, detection
of hidden implications between objects, construction of concept sequences, object
recognition, aggregation of data and information, knowledge representation and analysis.
Based on a formal model for conjunctions of properties [Chaudron et al., 1997], we built
an extension of FCA to first-order logic, called Formal Generalized Analysis (FGA) so
as to deal with a natural expression of the knowledge involved in the noise<sannoyance
problem.

Definition A | cube | is a conjunction of first-order logic literals. The set of cubes (C" can
be equiped with a struture of a lattice thanks to an extension U, and N, of the classical set
operators.

Example: the cube ¢, = {Level(inf80db), Period(Morning), Annoyance(Medium),
Activity({Rest,TV})} captures the sound level and the main annoyance characteritics of a
given noise event. If ¢y = {Level(inf80db), Period(Morning), Activity(Manual)} is the cube of
event /dys, then the common features of both events is captured by the cube:c; N, ¢o =
{Level(inf80db), Period(Moming), Activity(V)}, while the aggregation of both cubes is:g U..
¢o = {Level(inf80db), Period(Morning), Annoyance(Medium), Activity({Rest,TV,Manual})}
Thus, considering simultaneously different events, we can analyse the correlations
between their cubes. Such a set of event is a context. As an example, let us consider
the very simple context:

Activity Annoyance Period Level
1d1 rest high morning | inf80
1d3 intell, rest | low, medium | morming | sup80
1d5 tv, rest medium morning | inf80

1d16 manual low morning | inf80
1d20 || rest, outside low afternoon | inf80

Definitions Such a table can be formally defined: a is a pair (O, &) where
O 1is finite set of objects, and £ is a mapping from O onto C". Each object 0 in O
has one and only one image p = £(0) in C" which represents the set of properties

of 0. The dual operators and E between O and £(O) are defined by: 4’ =4
Ne oea £(05) B =4y {0 € O|B <. £(01)}.

2given two internal operators 1 (infimum) and U (supremum) on a set E, (E, 1, ) is a lattice, iff g :
M and U are idempotent, associative, commutative and they verify the absorptionlaw M (z Ll y) = z and
zU(zMy) = z. Alattice is always an ordered set: the relation < definedon E as: (z < y) <3qey (zMy) = &
is an order relation for which M and L represent the ereatest lower haind and tha laact simnar havad
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A’ is the set of attributes common to all the objects in 4, and B° is the set of the objects
possessing their attributes in B.

As we have to determine the links between subgroups of event and the properties they
share, we can define the generalised concepts as pairs of correlated objects (events) and
their typical properties:

Definitions A‘ generalised concept; isapair (4, B) A C O. B € (" suchthat ' = B
and B° = A. _

The set of all generalised concepts defined by the context (O, £) is denoted as| £! |and it
verifies:

Theorem defining: LI (supremum) and 1 (infimum) on £! as follows:

(.41. Bl) U (:12 Bg) =def ((:h U :12),07 Bl ﬂc Bz)

(A1, B1) N (A, By) =ges (A1 N Ay, (By U By)®")

We have: (£!U,M) is a lattice.

Back to our example, such a diagram represents the symbolic dispersion (a kind

of symbolic gaussian curve) of the knowledge as it is structured in the lattice £':
Each node is a generalized concept, i.e. a stable

couple (events, features) and two concepts
have a supremum and an infimum. A given
concept @ inherits all the properties which
are linked above it in the diagram and ® is
constituted of all the events which are linked
below it. For example: concept © is: ({idl6,
id3}, {Annoyance(low), Period(morning), Level(V2),
Activity(V3)}).  © is the “class” of all events
that looks like id16 and id3, characterized by
the fact that they occurred in the morning and
they induce a weak annoyance while activity
and sound level were undefined (thus they are

represented by variables).
Thus, the top-down subtree represents the emergent contextual classification of the events

thanks to the labelling properties. The more events there are, the less characteristics
they share and conversely. The relation between comparable concepts works like
communicating vessels.

Such a flexible self-emergent classification suits our problem of amorphous knowledge
mining. Indeed, thanks to the implementation of FGA, the context and the concept
lattice can be considered as a global Prolog knowledge base ¢’ U L on which knowledge
exploration experiments are performed. In particular, the knowledge base C' U L is
used so as to look for contextual dependencies (i.e. rules) between either objects or
attributes. The induction of the context-based rules relies on a fundamental lemma:
(V4 € P), = (4 — (A" — A)). Thanks to this result, a context rule generator based
on a simple saturation algorithm was implemented. It allows to induce all the contextual
rules generated by the considered events. For example, the following rule can be formally
derived from our context:

(Level(inf80) A Activity(rest) A Period(morning)) — Annoy(x) 2 € {medium, low}
Which means that “if an event occurs in the morning and during rest, even if the sound
level is less than 80 dB, the person feels an annoyance (at least at a medium level)”.
These different capabilities of knowledge mining and rules induction are still under study.
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6 Conclusion

If the biological relations between noise and physiological relations are covered by a
large amount of studies (thanks to which the various criteria dB, dBA,.. were defined),
the simultaneous analysis of noise and psychological annoyance is little or none formally
studied yet. Our approach aims at designing a generic causal model of the correlations
between noise and annoyance, furthermore the model intend to captures the links between
an articificial system and unvolontary user.
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Abstract:
With the development of strategic Knowledge Management in a lot of companies, new
prospective point of views have raised for understanding the complex process of
innovation within the firm. We propose three main points of view, including theories,
methodologies, and tools to give a new basis for managing the innovation process in a
company
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1 Introduction

Innovation is a fundamental process for companies in their competitive objectives.
The innovation process is ill-defined, and attempts to support this process are only
emerging.

Innovation can be seen as knowledge creation within the company, in a precise
strategic perspective, and with a strong relationship with customers needs or problems.
Hence, it is tightly linked to others activities as Knowledge Management and Business
Intelligence, rapidly increasing now in companies .

Knowledge Management is the valuation of the Knowledge Capital of an
organisation ([Evindson and Malone 97], [Strassmann.98], [Stewart 97], [OCDE 96]...),
through main strategic actions. There are mainly three strategic axes for Knowledge
Management :

e Management of the existing Knowledge Capital, essentially capitalisation (To
know where you are in order to know where you want to go) and sharing (From
individual intelligence to collective intelligence)

e Management of knowledge evolution, which comprises capitalisation of former
evolution (To know where you come from), and supporting future evolution
(Organise knowledge evolution)

e Management of the interaction of the Knowledge Capital and the (Competitive,
Scientific, Technical ...) Environment, which means essentially supporting the
transformation of external information into internal knowledge.
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We will show how these three activities may be linked to innovation support, in what
we call the spiral of innovation, illustrated in figure 1

Environment

Innovation
Knowledge
Capital
Knowledge
Evolution

Figure 1: The spiral of innovation
2 Management of knowledge evolution

2.1 Capitalisation of former evolution

The capitalisation of former evolution is the justification for further evolution.

In that area, the well-known theories of evolution, adapted to artefacts, are good
modelling supports to understand the way the firm has already innovated and will still
do. The theoretical hypothesis are of two kinds ([Barthelmé et al. 98)) :

e Corporate knowledge is organised as a general system, not reducible to an already
existing system (information system, documentation system, quality system etc.).
This is the MKSM fundamental hypothesis, where Knowledge Capital is called
Knowledge System (MKSM is an operational methodology for knowledge
capitalisation, based on knowledge modelling [Ermine et al. 96]). Hence,
corporate knowledge is ruled by the general laws of system evolution (Lamarck,
Darwin, Piaget...). This leads to discover those general laws of evolution for
knowledge as assimilation, accommodation, inhibition, mutation...

e A corporate knowledge system is not autonomous, because it has goals given by
the organisational strategy. Therefore, it is more pertinent to refer to Lamarck
axioms as adaptation to environment, transmission of acquired characters etc.

Based on these hypothesis, we can then build modelling tools to perform
capitalisation of the former evolution. These models are filling the gaps in the standard
MKSM macroscope, and are candidates to complete the method ([Barthelmé and al.
98]):

e History models, capitalising the contexts and the rationale (as for "Design
Rationale" [Moran 96]) in which knowledge has evolved.
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e Genetic classifications, describing the trees of technical objects or solutions which
have been designed through time.

These models are illustrated in figure 2.

Objective2

Objectivel

el accommodation

b o mutation

Figure 2: Models for capitalising knowledge evolution
2.2 Supporting future evolution

Evolution, knowledge creation is a chaotic process, in the sense of the mathematical
"Deterministic Chaos". It is not predictible, and there is no hope to build a method to
ensure knowledge creation or innovation. However, we can make assumptions on the
system where knowledge evolution occurs, and derive some operational characteristics,
in order, not to lead, but to support evolution. The theoretical hypothesis are of two
kinds:
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e There exists a sub-system to control (supervise) the evolution process. This system
has a specific organisation, practices and procedures (cf. e.g. [Barthelmé and al.
98)).

e The only social community which has sound and validated practices to recognise,
approve and disseminate innovative (even revolutionary) knowledge is the
scientific community. Managing knowledge evolution must be inspired by those
practices.

Based on these hypothesis, we can design a system, including organisation and
procedures, according to the following requirements : observation of evolution from the
existing knowledge, submission of significant evolution, peer validation, integration.
That system can be formalised, for instance as in figure 3 and 4 (using the UML
modelling technique), this point is detailed in [Besse and al. 99].

s SELECTION w
tan . - X
Analyse———p|
| — Submission Under review —6—»@
| |
| Submit the proposition fer change Reject Accept
Identification Validation
Submit again
- | J
|

2 i

INTEGRATION

VERIFICATION 4——»@

Figure 3: Procedures for supporting evolution (example)
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Figure 4: Organisations for supporting evolution (example)

3 Management of the interaction of the Knowledge Capital and the competitive
environment.

Knowledge creation is for one part an internal (endogeneous) process and for another
part an external (exogeneous) process. The external process is based on information
retrieval from environment. It is a crucial point and organisations have designed a lot of
adequate structures to optimise it (business intelligence, technological scanning ...). But
in most of cases, the stress is put on information retrieval and analysis, which can leads
to misunderstanding, cognitive overflows, information overflows etc. The main problem
is to transform the information from outside into operational and/or innovative
knowledge. Knowledge management is of great help in that sense ([Ermine 99]).

To understand how to use Knowledge Management (capitalisation and sharing) for
supporting the external process of knowledge creation we need to make the following
theoretical assumptions :

e The organisation and its Knowledge Capital are in constant relationship with its
environment. This relationship is modelled by information and cognitive flows
exchanged by the two different systems (we denote E for Environment, and K for
the Knowledge Capital within the organisation)

e This relationship is not the result of an inclusion relationship (organisation into
environment), but of an interactive process where the relation K2E is in
equilibrium with the relation E2K. This symmetry is a fundamental stability factor
for the organisation.

Based on these hypothesis, we need to model the interactive processes K2E and E2K.
Managing evolution in that sense is to design methods and tools for supporting those
two processes ([Ermine 99]).

The interaction K2E has three components :
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e Projection : i.e. matching the tacit or explicit representation of a part of the
knowledge system of the organisation (through its actors) with the perceived
environment (or the part one can reach). This may be supported by a systematic
construction of matching templates, which can be easily derived from knowledge
models elaborated in knowledge capitalisation.

e Distortion : i.e. perception of a non-adequacy between the organisation and its
environment. This perception can be optimised by shared argumentation.

e [dentification : i.e. explicitation of the fundamental distortion factors (discovering
the singular zones, or weak signals). This can be improved by a distributed
interpretation among actors.

The interaction E2K has also three components :

e Relevant feedback : i.e. elimination of the singular zones which are obviously non
pertinent. This can be supported by classical tools of information retrieval, and
brain-storming sessions.

e Representation : i.e. mathematical or cognitive operations on the singular zones to
obtain comprehensive grids. This is a part of the process which has a lot of
supporting tools as information tools, infometric, statistic, linguistic tools...

e Knowledge creation : i.e. cross information, interpretation process, innovation.
This is the most unexplored part of the process. Knowledge modelling is a good
filter and a guide, as, in most of cases, the new knowledge has to be integrated in
the knowledge system, in the way it has been capitalised
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From 1960 to 1940, the key concept of enterprise was information; it was the
cybemetic era. From 1970 to 1980, the knowledge concept emerged with cognitivism
and connectionism. In the beginning of 1990, the concept of knowledge capitalisation
emerged but it was not until 1997 that knowledge management within organisation
widespread and became more important as can be seen in everyday press, international
conferences, product and services suppliers' commercial announcements...Today,
enterprises are in a strongly competitive international context, that they have never
experienced before. Products and technologies are bought and do not constitute
differentiating elements any longer. The strongest weapon in the innovation race is
knowledge.

Today's enterprises become aware of the necessity of knowledge management to
improve their performance and competitivity. The difficulty when enterprises don't
manage their knowledge is that they may loose their expertise when an expert retire,
loose their know-how, and experience difficulties to identify, transmit, share and
exchange their knowledge. This is why today's enterprises turmn towards knowledge
management to avoid reproducing past mistakes and to take advantage from all the
knowledge and the know-how used and produced within them. The aim of this study is
to tackle knowledge capitalisation within organisation from a decision-aid point of view.
In this paper we shail distinguish three research trends. Then we will describe the
different facets (aspects) of knowledge capitalisation problematic. We place the
decision-aid in relation with this problematic. Our approach will be illustrated by a case
study and we will conclude on research perspectives.
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Abstract:

In a driving context, the control of the in-vehicle systems is a very important problem
since safety must be guaranteed. This paper presents a method to evaluate the
performances of such control devices. The evaluation of the performances is made on
the basis of a time criterion i.e., the time delay required to complete a task. In a
concrete case, the method shows that, given a task T, the touchpad input device is 3
times faster than the push-button device.

Keywords: Man-Machine Interaction, Evaluation, Task Execution Time, Input Device.
1 Introduction

This work is carried out in collaboration with Renault Research Department. In the
near future, car manufacturers will propose on the market high-technology in-vehicle
systems such as car phones, traffic information, route guidance systems etc. Most of
these new systems require the user to accomplish complex manipulations: access to
information, data input, system programming.

1.1 Problem

To execute a task, the driver manipulates an input device. These manipulations
become a very difficult task since up to now the control devices are often reduced to
small switches and push-buttons. For example, to select an item in a list, the user turns a
rotary button and moves a cursor sequentially in the list: this is long and dangerous from
a safety point of view.

1.2 Proposed Solution and Evaluation of the Performances

To solve this problem, we propose a new input interface to control in-vehicle
systems. This new device is a touchpad of small dimensions (2.36 by 2.36 in.) with the
purpose to record any gesture made by the user which is, in the present case, the
drawing with the finger of a symbol, character or digit. The general idea is to recognise
the symbol drawn by the driver and to match it with predefined patterns triggering
specific actions for on-board systems.
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In [Kamp et al., 1997], we showed that anybody is able to write characters on a small
touchpad without looking at his finger and without visual feedback from a screen (so-
called «blind condition »). In such «blind condition », the average recognition rate is
93% for letters. This result allows us to advocate the use of touchpads in vehicles
because this type of interaction only slightly distracts from the driving task.

The purpose of this paper is to evaluate the efficiency of the touchpad and to compare
it to push-buttons. The evaluation of the performances of such input devices is made on
the basis of a time criterion i.e., the time delay required to complete a task. This
criterion is very important since in-vehicle interaction must only marginally interfere
with the driving task.

A first approach consists in carrying out a laboratory experiment [Coleman et al.,
1991], [Paelke, 1993] to measure the time delay. This implies the participation of
several subjects and the study of all the recorded data. The approach is very interesting
but requires a lot of time and a staff of researchers.

Our approach is different and is part of the whole methods created for the evaluation
of the user interfaces such as OPADE [De Rosis et al., 1994]. More precisely, our goal
is to present a method well adapted to the measurement of the task execution time. This
is exactly the same idea as the Keystroke-Level Model [Card et al., 1983] but our
method fits better for on-board systems in general.

The second paragraph of the paper describes the method in detail. It is based on the
finite state machine formalism. The third paragraph applies the method in a concrete
case: the performances comparison of two input devices, touchpad and push-buttons.

2 Description of the Method

2.1 Finite State Automaton

To execute a task (searching for a name in a list for example), the user goes through a
sequence of tree structured menus. In the context of on-board systems, one node of the
tree menu corresponds to one image displayed on a small graphic screen. When the
driver executes an action with an input device (pushing a button to select an item in the
list), there is a change of image on the graphic screen, or, and it is equivalent, a change
of node in the tree menu. Hence, it is natural to consider each node of the tree as the
state of a finite state machine.

2.2  System Description
Let us remember that a finite state machine is [Dix et al., 1993]:
e a set of states S,
e an initial state S,
e a subset of final states F (F included in S),

e a set of transitions which define a function S x V — S where V is a finite
alphabet. On reception of an event, belonging to the V alphabet, the automaton
goes from a S; state to a S; state.
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Figure 1 illustrates the global structure of the system. The finite state automaton (3)
supervises the man-machine dialogue.

When the driver manipulates the input
device (1), an event (2) is sent to the
finite state machine (3). Upon reception
of an event, the responses of the
automaton are:

Display
message (5)

e 3 transition between two states of
the state machine,

Control
signal (4)

e the emission of a specific control
signal (4),
¢ the modification of the display (5). Figure 1: The global scheme of the system
Hence, a task completed by the driver begins at a starting state S, and terminates at a
final state St.
2.3  Performances Evaluation
Our goal is to build a model that would predict how much time a user would take to
accomplish a given task with a given input device:
Given: - A task (possibly involving several subtasks).
- The input device (touchpad, push-buttons, ...).
- The response time parameters of the system.

Predict: The time delay a user will take to execute the task, providing he
manipulates the input device without error.

By definition, the time delay (TD) is the time needed to go from state S; to state S¢
(cf. section 2.2). Given a large task, the user will break it into a series of elementary
actions. Such elementary actions consist, for example, in pushing a button to select an
item in a list, or, in drawing a letter on the touchpad to write a name in an alphanumeric
field. Each elementary action corresponds to one event sent to the state machine. Hence,
if the production of a single event takes one time unit (TU), the total time delay needed
to accomplish the task 7 is given by the following expression:

TD(D, T) = N(D, T) * TU(D) @
where:

¢ N(D, T) = the number of events needed to go from state S; to state S¢. This integer
depends on the input device D and the task 7.

o TU(D) = tn(D) + t(D), where:

e t,(D) is the fingers manipulation time required to produce one elementary
action with the input device D,
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* t(D) represents the system response time and depends on the input device D:
for example, the recognition of a symbol drawn on the touchpad takes much
more time than the use of a button.

3 Input Device: Comparison between Touchpad and Push-Buttons

In this section, as an illustration of the method, we compare touchpad and push-
buttons on the basis of the time criterion. To do this, we use expression (I) developed in
section 2.3.

In a first step, the finite alphabets Vt and Vb are defined for the touchpad and the
buttons respectively. This alphabet (Vt or Vb) specifies all the events (or elementary
actions) the device (touchpad or buttons) can produce.

In a second step, given the task 7, we show the state machine built for the touchpad
and the push-buttons respectively. We suppose the task T consists in selecting the town
called “ARPAJON” in a list of 400 different cities (suburbs of Paris).

Finally, TD(touchpad, T) and TD (buttons, T) are calculated using expression ().
3.1 Finite Alphabets Vt and Vb

Touchpad

Because the principle is based on character recognition, the touchpad can generate a
lot of different elementary actions: letters (Let), ciphers (Cip), validation (Val),
cancellation (Can), moving a cursor in any direction (Mov) etc. All these events belong
to the Vt alphabet.

Buttons

In the automobile context, the number of buttons must remain low. Therefore the on-
board push-buttons are limited to:

e a rotary button (Rb) which allows the user to move a cursor in two different
directions,

* a button to validate (Val) a selection and a button to cancel (Can) an action.

Hence, for the push-buttons device, “Rb”, “Val” and “Can” are the only events which
constitute the Vb alphabet.

3.2 Finite State Machines

As a simplification, figures 2 and 3 show only the part of the state machine which
concerns the selection of the destination town “ARPAJON” in a list. We suppose:

e the letters are introduced one by one,

e the first three letters “A”, “R” and “P” are sufficient to reduce the choice to one
element which is “ARPAJON”.
Touchpad

In the “Destination” state (see figure 2), the user traces each letter “A”, “R* and “P”
on the touchpad. The recognition process is error-free. Each recognised letter



KNOWLEDGE ENGINEERING AND MANAGEMENT 167

corresponds to an event “Let”, belonging to the Vt alphabet, sent to the state machine.
On reception of the “Let” event, the automaton stays in the same state “Destination”
until “ARPAJON” is selected. Lastly, the user validates the town and the task T
terminates on reception of the “Val” event.

Buttons

In the “Destination” state (see figure 3), the user turns the rotary button to go through
the alphabet (in one direction or another) and to select the desired letter “A”, “R” or “P”.
Then, the user must confirm the selection by pushing the validation button. Each
rotation of the rotary button corresponds to an event “Rb” and each validation
corresponds to an event “Val”, belonging to the Vb alphabet, sent to the state machine.
On reception of “Rb” and “Val” events, the automaton stays in the same state
“Destination” until “ARPAJON” is selected. Lastly, the user validates the town and the
task T terminates on reception of the “Val” event.

FS_l

Destination

L

Destination

Val

End |« End

Figure 2: State machine of the touchpad  Figure 3: State machine of the buttons

33 Computation of the Time Delay

Using expression (I), we are now able to compute the time delay (TD) for the
touchpad and the buttons respectively, given the task 7.

Step Events Number of events
Touchpad Buttons Touchpad Buttons

1 Let (“A” letter) 12xRb (M — A)! 1 12

2 / Val (“A” letter) 0 1

3 Let (“R” letter) 5xRb(M —R) 1 5

4 / Val (“R” letter) 0 1

5 Let (“P” letter) 3xRb(M -5 P) 1 3

6 / Val (“P” letter) 0 1

7 Val (“Arpajon™) Val (“Arpajon”) 1 1
N, T) 4 24

Table 1. Sequence of events generated by the input devices, given the task T

! (M — A) means that to select any letter (“A” in this case) the user begins at the default letter “M”
(middle of the alphabet).
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To execute task 7, the user manipulates the input device (touchpad or push-buttons)
and a series of elementary actions are generated. Table 1 contains, step by step, all the
events sent to the state machine (see figures 2 and 3). The sum of the events (last line in
the table) determines N(D, 7). Experimental measurements show us that
TU(touchpad) = 1 and TU(buttons) = 0.5 second. Hence expression (I) gives us the
following result:

TD(touchpad, T) = N(touchpad, T) * TU(touchpad) =4 * 1 =4 sec
TD(buttons, T) = N(buttons, T) * TU(buttons) = 24 * 0.5 =12 sec

4 Conclusion and Comments

As an illustration of the method presented in section 2, the comparison of two input
devices gives the following result : to select the town called « Arpajon » in a list of 400
different cities, the touchpad is 3 times faster than the push-buttons. This result is
obtained under the following assumptions :

e we do not take into account the ergonomic aspects such as training and ease of
manipulation of the devices,

e the result also depends on the context in which the device is used and on the user
himself.

In spite of these assumptions, the method seems to provide an interesting approach to
compare the efficiency of input devices. It gives a first estimation of the time
performance which is an essential criterion in the context of in-vehicle systems. Further
experiments, in real conditions, must be carried out to validate the method.
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Abstract:

We present a highly interactive software for mining association rules from large
relational tables. The software is composed of three components: a data base, a world
wide web based interface which communicates with the base via SQL queries and which
visualize relationships between rules via dynamic graph layouts and, a user-driven
algorithm for searching relevant rules in a partial search space defined by user’s
requests and some statistical criteria.

Keywords: Knowledge Discovery in Databases, Association rules, Interactive mining.
1 Introduction

Generally speaking, Knowledge Discovery in Databases (KDD) aims at extracting
non-trivial and previously unknown information, often represented by rules, in large
databases (e.g. [Frawley 1992]). Due to the massive data -thousands of collected objects
described by numerous attributes- the number of possible relationships is huge and
prohibits the search for relevant rules by examining each of them. Since the beginning
of the decade several knowledge discovery systems have been developed (see
[Kodratoff 1999] for a recent comparison); they combine several data-mining
techniques such as descriptive statistics, decision-tree induction, clustering, etc, but the
majority of them let the users cope on their own with various diagrams and lists of
results. As pointed out by Brachman et al. [Brachman 1996], most existing systems
reported in the literature have been motivated mainly by new data-mining techniques
rather than by the decision-maker's task. However, rule evaluation is a very sensitive
task which requires a costly cognitive effort. And, in order to help the user efficiently
the emphasis is now placed on the development of highly interactive tools focused on
the user.

Besides the knowledge discovery wholly automatic, one can distinguish two
approaches [Bandhari 1994]: the semi-automated discovery of knowledge in which a
person guides a program to extract relevant information and, the so-called machine-
assisted discovery in which a computer program guides a person to discover knowledge
from data. The first one refers to the process of data analysts who are used to string
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different heterogeneous algorithms together. The second one tries to include the analyst
in the discovery loop and "requires that a model of interestingness be used to output data
in a human-oriented form to an analyst who uses a specified model of interpretation to
discover knowledge" [Bandhari 1994].

In this communication we present a rule mining process based on the second
approach. It is composed of a highly interactive interface able to visualize quickly and
intelligibly small parts of the large amount of data which are relevant for the user. The
chosen representation model is similar to a Bayesian network where nodes represent
some attribute conjunctions and arcs represent association rules whose quality is
measured by statistical measures. The computation of the network is dynamic and is
intrinsically dependent on the user's requests. Starting from a set of pre-selected global
descriptions -few attributes- , the user can look for more specific ones. The
corresponding states are then added to the network and new associations are computed
on line. Conversely, he can focus on peculiar states and looks more general descriptions.
In order to present the output data on a user-friendly form, we resort to a world wide
web based interface.

The rest of the paper is organized as follows. Section 2 presents the main steps of the
rule mining process involved in our software Felix. Section 3 describes the different
pruning heuristics of the rule space. Section 4 recalls some cognitive constraints
involved in a intelligible visualization and the drawing algorithm we have developed.
We conclude in Section 5 with the Felix software structure.

2 Main steps of the rule mining process

The data to be analysed are assumed to be in the form of a relational table. The rows
of the table describe a set of objects O = {o,, ..., 0,} and the columns are the attributes A
= {a,, ..., a,} -also called items - of these objects. We restrict ourselves here to
presence/absence attributes which includes the case of complete disjunctive codings. In
this case, each object o; is described by an attribute conjunction or in a equivalent way
by a subset X, of A called an itemset: X;= {a,, a,, 3,} means that only attributes a,, a,, a,
are present for o, and, by reference to basket analysis, we say that o; contains X;. The
objective is to extract from the database "relevant" relationships modeled by association
rules X— Y between pairs of itemsets.

>
(1) 3) Rule
> Extraction
— ¢—— | Algorithm
2 4
Decision-maker Dynamic graph layout

Figure 1: Rule mining steps
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The rule mining process is a loop composed of four main stages (figure 1). At first
step 1, the user focuses on some proposed descriptions of data which are automatically
generated by a pruning heuristic and represented by vertices on a graph. Their selection
—step 2- entails a rule extraction algorithm which generate more specific descriptions —
i.e. with more attributes- and associated rules according to statistical criteria. Then (step
4), the graph layout is updated to take into account these new informations.

3 From data to significant association rules

In any real-world KDD task, the relevance of the rules is highly subjective as it
implicitly involves the analyst's background knowledge about the studied domain.
However, well-adapted criteria allow to focus his attention on small part of a large
amount of data which is interesting. As purely logical properties are too much restrictive
here, we resort to statistical measures which take into account counter-examples to some
extent.

31 Measures of statistical significance

Intuitively, a rule X —Y between two itemsets X and Y is statistically significant if it
is covered by a large number of objects and refute by few. Many coefficients have been
presented in the literature to quantify these features (e.g. [Mingers 1989]) and discussion
on their respective properties is far beyond the scope of this paper. From a comparison
of Fleury et al. [Fleury 1995] and experimental tests in [Agrawal, 1996] and [Guillaume
1998] we retain three complementary measures.

Support. The support of the rule X—Y is defined as a proportion of objects which
contain the itemset XUY. Let ¢: 2* — O be a function giving, for any itemset X, the
subset of objets o, of O containing X at least (XcX,). The support p(X—Y) is the ratio
[eXuY)IOL.

Confidence. The confidence (X —Y) of the rule X—>Y is defined as the ratio of the
number of all objects which contain both X and Y to the number of all objects which
contain just X: (X —Y) = lc(XUY)lle(X)l. In inferential statistic this ratio is nothing
else than the classical conditional probability.

The conditional probability is well-known to be independent of the sizes of O and
¢(Y) and to a proportional size increasing of c(Y) and c¢(X). However, the rule X—Y is
more likely to be checked where the size of c¢(Y) increases or where the size of O
decreases and, it is more meaningful where the set sizes increase in the same
proportions. In order to take these variations into account in the rule selection, Gras et
al. [Gras, 1993] have introduced an index, called intensity of implication, which
measures the “surprise” of having few counter-examples for a rule as compared with a
random draw.

Intensity of implication. Let us consider two randomly selected subsets U and V of O
of size respectively equals to lc(X)l and lc(Y)l. Let N(U,TV) be the random variable
giving the number of objects into UNTV and N(c(X),c(1Y)) be the number of objects
containing X UTY - the number of counter-examples of the rule X—Y. The quality of
the implication is as the better as the number of observed counter-examples is small as
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compared to the expected one i.e. as Pr(N(U, V)< N(c(X),c(1Y))) is small. The exact
value of this probability derives from the law of the random variable N(U, V).

3.2  Extraction rule algorithm

The mining algorithm is an interactive version of the “Apriori algorithm” of Agrawal et
al. [Agrawal 1993, 1996]. The basic version only takes into account measures of support
and confidence ratio. It proceeds in two stages:

1. Reduce the search space by only keeping itemsets with a support rate larger than a
fixed parameter o. Let A, be the set of those frequent itemsets: A, = {X ;
c(X)>o} < P(A) with P(A) the set of all parts of A.

2. Find association rules between itemsets of A, that hold with a given confidence .

The stage 1 is efficiently solved by a greedy algorithm. First the support for single items
are computed and o-large 1-itemsets are found. Then, iteratively for increasing sizes s =
1, 2, ... potential s-itemsets are generated from the large (s-1)-itemsets of the previous
step. Those which have a support greater than o are used in the next step to generate
itemsets of size s + 1.

The computation of the potential itemsets is based on the remark that for a o-large s-
itemset, all its (s-1)-subsets are o-large. A similar property on a different search space is
used at stage 2 to extract the significant association rules. And, the intensity implication
criterium can be introduced at this stage [Guillaume 1998].

In our approach, the o-large itemsets and the significant association rules are generated
dynamically according to the part of the search space the analyst decides to mine.

4 Rule visualization

A property always required for drawing graphs which modelize abstract concepts is the
readablity. This covers physical constraints of the drawing support (e.g. standard size of
computer screens) and aesthetic criteria. Aesthetics specify graphic properties that
should help the reader to understand and remember the information embodied in the
graph (e.g. [Purchase 1997]). They attemp to characterize readability by means of
general combinatorial optimization goals. Common adopted criteria include minimize
arc crosses and minimize the sum of the lenghts of the arcs to avoid long lines which
can create confusion.

In addition to these readability requirements, a drawing convention must be specified.
For our KDD application, we consider polyline drawings with vertices arranged in
vertical layers (figure 1). Each layer is associated with a degree of precision in the
knowledge state: layers at the left correspond to general characteristics described by few
attributes whereas layers at the right are more specific.

Due to the importance of this problem for many application fields, numerous efficient
heuristics have been proposed. However, few of them take the interactivity with the user
into account. In most algorithms a graph is given as an input and a drawing is supplied
as an output. If a modification is performed (e.g. vertex and arc insertions) the algorithm
runs again and produces a new drawing which may be thoroughly different from the
previous one. But, important changes between consecutive layouts highly disturbs the
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interpretation task and, a KDD process requires drawing methods which preserve the
"user's mental map" as much as possible. For this reason, we have developed a genetic
algorithm which is particularly efficient for this problem. By computing at each step a
set of potential solutions genetic algorithms allow indirectly to approximatively solve a
multicriterion problem: a set of potential solutions (i.e. the population) is computed
according to aesthetics measured by the fitness and, a solution is selected in this set
according to its resemblance with a previous drawing (we refer to [Guillet 1999] for
details).

5 Software

The software is designed around an open-architecture involving three connected

components :

o A data-base manager, to store data and discovered rules,

o A knowledge discovery manager, to compute rules from data in accordance with the

user’s requests,

o A graphic user interface (GUI), for graph drawing and interaction managing.

Those three parts are autonomous and use standard protocols to communicate. In
particular, any data base manager can be connected if it communicates using SQL
requests with the knowledge discovery manager component. Our knowledge manager
is built in Prolog, a well-adapted language to manipulate rules. We also made the
choice to design an open-GUI by using the Web technology (Java, html, cgi scripts,
client/server, and network capabilities). This universal Web interface offers many
facilities: portability, java power, remote use, and also a standard protocol (http)
between the knowledge manager and the GUL

Universal GUI
‘oator. |

lets, html

Knowledge Discovery Manager

F Web Server —i

Prolog 2
Fnoined ol oo

Data Base
ata. discovred

Figure 2: Software structure

A typical user's action is decomposed as follows: (1) A user's action triggers a Java
graphic event that is sent to the knowledge manager. (2) The user request launches a
CGI script on the web server that runs the local rule extraction algorithm on the Prolog
engine. (3) The Prolog engine makes data base accesses and stores the computed rules
via SQL requests. (4) The Java graph is updated with the new rules.
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1 Introduction

Links between Decision-Aid and CSCW are mostly materialized by computer-based
facilities for the exploration of unstructured problems in a group setting. There are for
example GDSS (Group Decision Support System) aids for decision structuring,
alternative ranking and voting tools. To parallel with Bernard Roy decision-aid
problematics, these tools support sort, choice or arrangement. But the tool that we will
propose is referring to description problematics by helping idea generation or issue
analysis.

This kind of tool has to make materialize the arguments exchanged between
decision-makers. Design Rationale researches are dedicated to formalization and
memorization of the entire argumentative process that leads to decision in design
situations. We have then studied this field and began with an empirical study in order to
understand how long collective decision-making processes occur in design projects.
This study permitted us to identify the limits of existing models.

We have then proposed to enrich Design Rationale models to take into account
processes were solutions are not directly mentioned but rise up at different abstraction
levels or took the form of constraints. In this paper, we are going to show how we
enriched Design Rationale with concepts of Problem-Solving Methods in the DIPA
model and how we implemented it in the MEMO-Net tool.

2 CSCW, groupware and decision-aid

The goal of groupware is to assist group in communicating, in collaborating and in
coordinating their activities. Groupware may be seen as the multi-user software
supporting CSCW systems or, as defined by Malone [cited in Coleman and Shapiro,
1992], "information technology used to help people work together more effectively".
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CSCW may also be viewed as the scientific discipline that guides the thoughtful and
appropriate design and development of groupware [Greenberg, 1991].

There are two ways of viewing the variety of groupware, a time space taxonomy and
an application-level taxonomy. In the first one, synchronous is opposed to asynchronous
and face-to-face (see the classical 2x2 matrix in [Ellis et al., 1993] or [Bullen and
Bennett, 1993]), in the second one we can list categories of applications (Message
systems, GDSS and Electronic Meeting Rooms, Computer Conferencing, Coordination
Systems...).

Traditionally, decision-aid is interested by GDSS, meeting rooms, and computer
conferencing, which refer to asynchronous groupware. If we refer to Bernard Roy
problematics [Roy, 1985], they correspond to choice, sort or arrangement. But we can't
forget the description of the problem, of its context, of the whole project and the
argumentation prior the decision. To understand a decision-process afterwards and to
reuse its solutions, it is important to memorize all the evoked solutions and not only the
ones that have been selected for the meeting. These preoccupations are closely to the
fourth problematics of Bernard Roy: the description one: "helping to describe actions
and/or their consequences on a systematic and formalized way or to elaborate a
cognitive procedure" [Roy, 1985, p.88]. Our interest focuses then on another kind of
groupware, which help idea generation or issue analysis.

Researchers who studied this field have concluded that if a groupware permits to
record solutions' elaboration processes, it is not sufficient for an efficient knowledge
management [Grudin, 1993]. It has to be completed by a method that structures
exchanges for a better dialogue 's quality and for an ideas' management that would not
be only chronological. These reflections have led to the IBIS method [Burgess-
Yakemovic and Conklin, 1990], connected afterwards to Design Rationale researches.

3 Design Rationale: critics and ABRICo proposition

Design Rationale researches are interested in problems appearing through capture,
articulation, representation and use of the rationale made explicit. The most known and
experimented method is IBIS. IBIS and its different implementations (g-IBIS, it-IBIS...)
have been experimented many times more or less successfully. In a general way, we can
have two kinds of reservation about this method [Fischer et al., 1996]: firstly, the non-
representation of dependencies between issues, and secondly the ignorance of non-
deliberated issues.

We have made partly similar criticisms of the QOC (Questions Options Criteria)
method [MacLean et al., 1996] and classical Design Rationale formalisms in our
previous work [Lewkowicz and Zacklad, 1998-a, 1998-b]. Formalisms as QOC do not
correspond to collective design situations that have to take into account the process'
dynamics and the participants' roles. We had then proposed to represent these complex
processes with an original formalism that we had called ABRICo (for the French words
Accords, Buts, pRopositions, Interprétations en Conception, that mean agreement, goals,
propositions, interpretations through design).

We have tested this formalism by representing real complex collective decision-
making situations. Seeing that this experimentation was conclusive, we built a first
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version of a tool based on these concepts, MEMO-Net, and we submitted it to
professional groups for a first evaluation. Unfortunately, the model proposed to users
seemed to be too abstract for an easy comprehension, conclusion that re-opened the
whole question of the ABRICo model and the first version of the tool.

One reason for the difficulty to implement ABRICo was, from our point of view,
that the complex decision process formulation was too far from design situations which
actors were confronted to. Where the traditional but simplistic Design Rationale models
permitted an easy appropriation by actors, the ABRICo model, although more realistic
from a cognitive point of view, appeared both too laconic and too far from concrete
implementation's conditions in work situations for which we built it.

4 The problem-solving methods contribution: the DIPA model

In order to connect to the cognitive dimension of reasoning, we enriched ABRICo
with problem-solving methods' concepts from knowledge engineering. This enrichment
was translated into a new model, DIPA (for the French words Données, Interprétations,
Propositions, Accord, which mean facts, interpretations, propositions, agreement). This
model has itself two declinations according to the situations that lead the actors to give
importance to analysis or synthesis processes (in the sense for example of KADS
methodology [Wielinga, 1993]). This link with problem-solving method is, to our point
of view, a natural evolution in our researches of more realistic Design Rationale models
that fit to real projects' complexity.

The requirements of our goal to present both analysis and synthesis models to
designers' teams that we were confronted to may seems amazing. Actually, it may
appear natural at first glance to propose only synthesis models and their variants (routine
design, configuration...). But our practical experience of design meetings showed us
that analysis activities are also frequent. For example, as soon as a prototype has been
developed, its functioning analysis will give important information that will be
reintroduces in the process of solutions' generation.

These observations are also in accordance to cognitive ergonomic psychology
[Darses, 1994] results that teach us that design situations in the organizational sense in
fact generate two distinct phases in activity: solutions' generation and evaluation of
these solutions phases. The first corresponds to synthesis problems in KADS sense and
is close to design models in this method. The second corresponds to analysis problems
whose diagnosis models are the most known.

It is also in accordance with an interpretation [Zacklad and Fontaine, 1996] of the
Heuristic Classification of Clancey [Clancey, 1985]. These authors expose that analysis
and synthesis are based on an heuristic reasoning that constructs a solution that is a
justification of the possible causes of a state (analysis) or a justification of the
compatibility of an outline with design constraints (synthesis).

The formalism used to describe DIPA is inspired by KADS' one [Wielinga et al.,
1993], [Schreiber and Wielinga, 1993] without strictly following these method's
conventions on the way to represent inference structure.



KNOWLEDGE ENGINEERING AND MANAGEMENT 178

|

i DIPA synthesis l DIPA analysis

DIPA

PROBLEM

INTERPRETATION dpposition /
precision

<t [
A |

evaluation

Abstract
CONSTRAINT

v

PROPOSITION

<

Dpposition /
precision

Concrete
CONSTRAINT

Y

selection

AGREEMENT

Figure 1: DIPA, an heuristic meta-model of design reasoning for analysis and synthesis
Problem Goal Dysfunction
Fact Need Symptom
Interpretation Functionality Cause
Abstract constraint Constraint Constraint
Proposition Means Repair
Concrete constraint Constraint Constraint
Agreement Choice Choice

Table I. Implementation of DIPA meta-model for synthesis and analysis activities
5 MEMO-Net

We have implemented the DIPA model to build the MEMO-Net groupware. This
system consists of two modules, one for synthesis phases (named "design" in the
interface), and the other for analysis phases (named "diagnosis" in the interface). Its goal
is to allow a project team to solve problems met during design by alternating the two
types of activity on a cooperative way.

The exchanges' structure permits both to guide the solving process and to organize
the arguments, particularly in arguments' capitalization perspective.
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In the diagnosis module, actors of the project team identify a dysfunction and evoke
symptoms, causes or repairs. In the design one, when the goal is expressed, the actors
evoked needs, functionalities and means. To contribute, actors click on the following
buttons (indicate a dysfunction, symptom, cause, repair) and then create the
corresponding forms:

g Signalerun dystonctionnemert 1 f

£ srostin:

Net

Auteur : ponablel
Service : ENPEI
Rale:  chetde projer
Date 023%

Nature du probléme : Enaur: & is puse de commends

Description

Les uiliz sturs s& plaignent de dystanclionnements de fappli Gui seraisnt spparemment dus 4 ung mauvelse applicalion des protedures Be prise ae commands
pour cenain: proouits

Les ukhssteus som ohliges de resseisi ia cammande plusieurs fois ce qui est source d'gners.

Figure 2: buttons to create new forms and form to describe a dysfunction

Contributions are classified chronologically or according to DIPA model categories,
or to the authors' names, their roles, or their department.

The example that we are now going to describe is about a team of designers of a
trading application. The dysfunction noticed is that application's users make many
mistakes when they put in an order for some products. A first symptom seemed to be
caused by interface's defaults, and improvement propositions are evoked, as well as a
constraint: interface has already been modified twice. An other cause proposed is the
lack of training, and two repairs are suggested: training seminars or free disposal of
books with trade rules. In the screen copy below, one can see the chronological view of
contributors' propositions:
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Figure 3: Chronological view of a diagnosis problem-solving method

When users have debated, it is possible to submit one of their propositions to the
others for agreement, in order to collect their opinion and take a decision. This last step
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corresponds to "selection” inference of DIPA model, which permits to reach a definitive
agreement on the advisable proposition.
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Figure 4: The "choice" view where one can see opinions gathered on a proposition.
6 Conclusion

We have shown in this paper that GDSS, meeting rooms and computer conferencing
are useful groupware for a decision-aid based on sort, choice or arrangement
problematics, but if we are interested in description problematics, we have to look at
groupware that permit a memorization of the whole communication process. In order to
allow the management of this memorized knowledge, it has to be structured. We then
proposed the DIPA formalism to represent collective decision-making processes,
inspired by Problem-Solving Methods in order to connect to cognitive dimension of
actors' reasoning. The enrichment of groupware with a knowledge structuring method
could permit both to guide collective work processes and to obtain useful knowledge.

We are now going to experiment DIPA model via MEMO-Net groupware, and we
will evaluate the MEMO-Net influence on the speed of agreements obtaining and on the
quality of the proposed solutions. We will also observe two groups of people solving
several times the same problems, sometimes by using a non-structured groupware (a
forum for example), and sometimes by using our MEMO-Net tool.
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Abstract:

In this paper, we describe data exploration and visualization techniques in data mining
and knowledge discovery. The data sets we are interested in are very large and their
components are multidimensional data. The representation of these data is done in a
low dimensional environment. First, we present human perception capabilities:
preattentive processing and regular processing. Preattentive processing is the study of
visual features that are detected rapidly and accurately by the human visual system. We
study how to use research results of human perception capabilities in data exploration
techniques: what kind of geometric features are the best to use in visualization tools,
what rules can be inferred from it, to built high quality visualization tools. Then we
present a survey of existing visualization methods in knowledge discovery with a
classification of these methods. The last part talks about human-computer interactions,
that are of great quality, but mostly not interactive. We present some graphical
interactive methods which allow such processing.

Keywords: Multidimensional Visualization, Visual Data-Mining, Human-Computer
Interactions, Pre-attentive Processing, Visual Perception.

1 Introduction

First, we present some results of research in human visual perception and how to use
them in data exploration visualization techniques. We focus on two different types of
perceptions: what is called pre-attentive processing and regular human perception. We
study graphical features recognition that is used for knowledge discovery and data-
mining.

The second part of the paper is a brief survey of existing visualization techniques in
data-mining and knowledge discovery with a classification of these methods. For each
method, its advantages / disadvantages are discussed, and what type of data the method
fits the best with.

In the final part, we deal with human computer-interactions. The existing
visualization tools are of great quality, but the user cannot interact with the result of a
visualization tool. We present an interactive visualization method that allows the user to
perform an iterative process on the data, and another one to improve the
comprehensibility of the results of non-graphical algorithms.
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Then we conclude on this work and its extensions and applications in other topics
where visualization appears.

2 Human visual system

For many years, vision researchers in cognitive psychology have been working to
explain how the human visual system analyses images [Csinger, 1992]. A particular
result has been the discovery of a small set of visual properties that are processed pre-
attentively: very fast (typically accomplished within 100 ms to 250ms), very accurately
and without any particular effort. We present some of these properties and how they can
or cannot be combined together. We also study regular human vision processing : what
kind of geometric features are the best to use in visualization tools (or the ones for
which human perception is the best).

2.1 Preattentive processing

An example of preattentive processing (figure 1a) is the detection of a black square in
a group of white ones. But the same black square cannot be detected preattentively in
figure 1b because of the black circles (we call this: visual interference).
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Figure 1: Preattentive or not

This simple example shows the main problem of using preattentive properties: if a
property A and a property B are preattentive, when we use them together, the result is
not necessarily a preattentive property or only one is always preattentive, and not the
other one. A list of papers about two-dimensional features shown to be preattentive can
be found in [Healey, 1996]. These features include boundary, length, thickness, texture,
size, intersection, brightness, hue... We focus on techniques used in exploratory data
analysis including target and boundary detections. Form and hue are two preattentive
features, what happens if we mix them together? As shown in figure 2 vertical hue
boundary is detected preattentively with different forms in both groups, but vertical
form boundary is not detected preattentively because of random hue in both groups.
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Figure 2: Interference between preattentive properties

Similarly, random brightness interferes with hue boundary but brightness boundary is
preattentively detected with random hue in both groups. These examples show the
difficulty of using several preattentive properties together. These properties should
allow very outstanding visualization tools (a large amount of data can be visualised
accurately and rapidly) when these interference problems are listed.

Lets now consider regular human vision processing.

2.2 Regular human vision processing

In this part we study geometric features used in graphical data analysis to show which
ones are the best to use in visualization tools (or the ones for which human perception is
the best), what rules can be inferred from it, to built high quality visualization tools. The
first step is to try to respond to questions like: which graphical feature is detected
rapidly, which one is accurately measured, how many features can we distinguish, how
should color be used ... and then how to use the results to get high-quality visualization
software.

Here again, we focus on techniques used in exploratory data analysis and to begin,
we study absolute judgement of 1-D stimuli. The result is the number of distinct levels
that the average participant can identify with a high degree of accuracy (measured in
bits):

e position on a line (pointer at an arbitrary position between two markers) : 3.25 bits
(10-15 levels)

e line geometry : - length: 2.6-3 bits
- direction: 2.8-3.3 bits
® sizes of squares : 2.2 bits
e hue: 3.1 bits
e brightness: 2.3 bits
Mean value for 1-D signal is 2.6 bits.
The results of absolute judgement of multidimensional stimuli are :

e dot in a square: should be twice that of position on a line (6.5 bits), but measured at
4.6 bits.

e size, brightness and hue: 4.1 instead of 7.6
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e hue and saturation: 3.6 instead of 5.3

It seems that having a little information about a lot of parameters is the way we do
things (this agrees with linguistic theory).

These results are about an absolute measurement, in detection (relative measurement)
we classify the ten following perception tasks:

e colour hue and saturation

e density

o length, angle, slope, area

e volume

e position along a common scale and along identical non-aligned scales.
Experiments showed errors in perception orderer in increasing error as follows:

e position along a common scale,

e position along identical, non-aligned scales

o length

e angle/ slope

® area

e volume

¢ colour hue, saturation and density

These experiments show that colour, which is used intensively in all visualization
tools, is one of the less accurate feature. We must keep in mind that relative judgement
(detection) is more powerful than absolute one (measure) and that bit rates increases
with dimensionality (up to 10).

3 Survey of visualization techniques

The second part of the paper is a survey of existing visualization methods in
knowledge discovery with a classification of these methods. For each method, its
advantages / disavantages are discussed, and what type of data (symbolic or numeric,
continuous or discrete, with a few or large number of attributes or items) does the
method fit the best with. We only talk about visualization techniques used in data-
mining and knowledge discovery. There are three different goals of data visualization
[Keim, 1996]:

e explorative analysis,
e confirmative analysis,
e presentation.

In explorative analysis, the starting point is a set of data without hypotheses about the
data, the process must be interactive and is a search for structures, boundaries..., the
result is a visualization of the data which provides hypotheses about the data.
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In confirmative analysis, the starting point is a set of hypotheses about the data, the
procees is a goal-oriented examination of the hypotheses and the result is a visualization
that allows confirmation or rejection of the hypotheses.

In presentation, the starting point is a set of fixed facts, the process is the choice of an
appropriate presentation technique and the result is a high-quality visualization of the
data presenting the facts. We focus on the two first classes of visualization techniques:
the explorative and confirmative techniques.

The first work on exploratory data visualization techniques was [Bertin, 1967] and
later [Bertin, 1981] and [Tufte, 1983]. They have given general rules for layout, colour
composition of data with inherent 2D/3D-semantics. Then techniques for a particular
area (CAD, medical,...) with an underlying physical model were developed and more
recently visualization techniques for arbitrary multidimensional data without any
underlying physical model.

The data that are processed are:
e numerous
e of various types:

e numeric, symbolic

e discrete, continuous

e relation between data

e variation of the data

An simple example of the data sets processed in data-mining, from Clementine (a
commercial data-mining software programme), is made of numerical and symbolic data
(200 items). The attributes are:

e age, continuous
e sex, symbolic with the values: male, female
o Dblood pressure, symbolic with the values: high, normal, low
o cholesterol, symbolic with the values: high, normal
e Na: continuous
e K: continuous
e (Class: drugX, drugy, drugA, drugB, drugC
An item of this data set is: 23, F, HIGH, HIGH, 0.792535, 0.03567, drugY
A classification of visualization techniques may be the following one:
e Dbasic techniques,
® geometric techniques,
e symbolic techniques,
e hierarchical techniques,

¢ 3D techniques.
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Basic techniques are the techniques used in various spreadsheets: pie charts,
histograms, etc., their main advantage is comprehensibility but they can represent only
simple relations between data.

Geometric techniques are the visualization techniques that perform geometric
transformations and a projection. In these techniques we find 2D and 3D scatterplot-
matrices [Andrew, 1972], prosections views [Furnas and Buja, 1994}, parallel
coordinates [Inselberg, 1985]. Scatterplot-matrices can be used with a large number of
items but the number of attributes is the dimension of the matrix (2 or 3D-matrix), and
the attributes must be continuous or discrete with a large number of possible values for
an efficient visualization.

In symbolic techniques, the basic idea is the visualization of the data values as
features of icons. Two types of techniques can be distinguished: Chernoff-faces
[Chernoff, 1973] and glyphs [Beddow, 1990], and stick-figures [Pickett, 1970].
Chernoff-faces and glyphs are used when a small number of attributes and items are to
be visualized, stick-figures are used when a few attributes and a large number of items
are processed.

In the last classes of visualizations techniques (hierarchical and 3D-techniques) we
find specific visualizations algorithms like decision tree visualization or InfoCrystal
[Spoerri, 1994] (specific for text-mining).

To conclude on these visualizations techniques we can say, there is no one which is
the best, but the user of a high-quality visualization software must find all of them to be
able to process any kind of data.

4 Human-computer interactions

Interactions between the user and the computer are two-fold: from the user to the
computer, the user gives instructions to the computer and the computer gives results to
the user. The first way is Human-computer interactions and this area has made real
progress in the last years: from a simple keyboard and black and white text screen to the
keyboard/mouse/colour graphical windows systems we all use today. The second way is
the interactions from the computer to the user, here, there was a great improvement too,
from a simple text to multiple graphical visualizations. But in nearly all visualization
tools, the user cannot interact with the result of a visualization. Using the result of a
visualization as a new entry for a visualization tool or another kind of algorithm is
impossible. This means there is only one tool that can be applied to the data, but in
knowledge-discovery and data-mining, it is very difficult to get a significant result at the
first step of data processing. Data-mining requires an iterative processing, where the
miner applies successively different tools on the original data. We present some
graphical interactive methods which allow such processing, that is what we call visual
data-mining.

4.1 Interaction on scatterplot-matrices

In explorative data analysis, a great visualization technique is the scatterplot-matrix,
but in the existing commercial tools we get the result and we cannot do anything else.
We added some interactive tools to scatterplot-matrices: removing an element, drawing
the boundary of a set of elements belonging to the same class. etc. The user draws the
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boundary (a line/plane or a 2D/3D-box) on the screen with the mouse (figure 3a), the
equations of the corresponding frontier are calculated and can be used to create a new
attribute, for example. In figure 3b we create a new attribute, and the result is used for a
decision tree induction algorithm (C4.5), the size of the resulting tree goes from 19
nodes to 10 nodes and the prediction error goes from 7% to 0%, just because we added a
new attribute that was, by the way of a simple visualization, obviously important (to
classify the elements of a particular class).

@ (b)

Figure 3: interactive definition of the boundary, creation of a new attribute

These kinds of graphical interactive methods can be used to discover / create
« knowledge » from the data but they can also allow a better comprehensibility of the
results given by a non-graphical algorithm.

4.2  Improving the comprehensibility of the results

Another way graphical visualization tools can help the user is the graphical
presentation of the results given by a data-mining algorithm. For example, we use the
decision-tree induction algorithm C4.5 on a well known simple data set from Irvine: iris.
The result given by C4.5 is the following one:

petal_width <= 0.6 : Iris_setosa (50.0)
petal_width > 0.6 :

| petal_width <= 1.6 : Iris_versicolor (49.0/1.0)
petal_width > 1.6 :

| petal_length > 5 : Iris_virginica (17.0)

| petal_length<=5:

I | sepal_length <= 5.8 : Iris_virginica (2.0)
I | sepal_length > 5.8 : Iris_versicolor (2.0)

This result is easy to understand for an expert in data-mining but for the person,
expert in his own area, who try to use such an algorithm, this result may be surprising,
not very meaningful. The same result can be graphicaly interpreted and give the
following representation, that is easier to understand for everyone.
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Figure 4: graphical representation of a decision tree

We have presented two different powerful methods to improve interactivity or
comprehensibility in data mining tools. A better interactivity of data analysis
visualization allows the user to perform an iterative mining of the data. Graphical
visualization can also be used to improve comprehensibility of other non-graphical data-
mining algorithms.

5 Conclusion

In this paper, we have described some improvements of visualization techniques in
data-mining and knowledge discovery. The results of research in cognitive psychology,
and more precisely in pre-attentive processing, can improve the efficiency of existing
visualization algorithms. They should allow the user to process large data sets rapidly
and with a great accuracy. These results are not used in the existing commercial
visualization software in data mining and knowledge discovery, neither in other
visualization software.

We have also shown that improved interactivity in visualization tools allows the user
to perform an iterative mining of the data. We do not pretend visualization tools are the
best methods for data mining and knowledge discovery, but we do think they are very
interesting, and they can be used together with other (graphical or not) algorithms, for
more interactivity, accuracy and comprehensibility of the results.
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PERFORMANCE-BASED MEASURES OF EXPERTISE: HOW
CAN YOU TELL IF SOMEONE IS (OR IS NOT) AN EXPERT?
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The identification of who is, and who is not, an expert is vital to any analysis
involving expertise. If there are external criteria (ie, a correct answer), then the
identification is straightforward. However, such criteria are typically unavailable in most
domains where experts work. The initial purpose of this paper is to present three
traditional approaches to the identification of experts (certification, peer nomination,
and profiling). I will discuss applications and limitations of each approach. Then I will
present the rationale for a novel approach (labeled CWS) for defining expertise in the
absence of external standards.

To demonstrate the usefulness of this approach, I will show how CWS has been
applied to three previously collected datasets involving experts. In each case, CWS
provided new insights into the identification of expert. When applied to a study of
auditing, CWS correctly identified differences in experience for professional auditors. In
a study of livestock judges, CWS successfully distinguished between experts with
different domains of specialization. And in a study of personnel selectors, CWS
revealed that irrelevant attributes may be as informative (or even more informative) than
relevant attributes in identifying experts. In the future, CWS may become a vital tool in
research on experts and expertise.
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Abstract:

This paper studies a semi-automatic dismantling system. A structure of the cell is
presented, in relation with the actors taking part in the dismantling process. The idea to
specify and classify the actions, in accordance with technical and ergonomic criteria,
seems to be interesting for identifing the degree of automation and/or man-machine co-
operation. This results in identification of all activities and their classification them in
three zonmes (fully manual activities, fully automated activities and co-operative
activities). The static or dynamic allocation of actions to the man or the machine is
then possible by taking into account either the static role of each actor in the system or
the dynamic instantaneous situation (taking into account actor overloading, operation
complexity,. ).

Keywords: man-machine system, co-operation, action, activity, disassembly.
1 Introduction

All over the world the need to recycle end-of-life products and to minimise pollution
is increasing. One approach to recycling is disassembling. Generally, full automation of
the disassembling process is very difficult. For this reason, human intervention and
participation is often necessary. This leads to the study of man-machine systems, which
are able to take into account Man-Machine Co-operation methods. The idea is to specify
and classify the actions, according to technical and ergomomic criteria, in order to
identify the degree of automation and/or man-machine co-operation. This leads to
identification of all activities and their classification in three zones (fully manual
activities, fully automated activities and co-operative activities). In the co-operative
zone, allocation of an action to human, or to the machine is possible with respect to the
situation of each actor in the system (static predefined capabilities) or instantaneous
situation (dynamic occupancy of each actor).
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2 Structure of man-machine disassembling systems

As already presented in [Binder et al., 1996] [Chevron et al., 1999], a disassembling
system is a system which produces space parts from end-of-life products. The actors in a
disassembling system are computer support system, human (supervisor, operator), and
automated tools or robots. In such man-machine systems, all activities can be first
divided into two groups, machine activities and human activities. For the sake of
flexibility, intelligence, safety, or economics, some of the machine activities should be
shared with a human. Likewise, for the sake of high capacity of data memory, speed of
information processing, keeping human away from dangerous operations, some human
activities should be shared with a machine [Millot et al. 1988]. This potential
contribution of the machine to the human activities and/or the human to the machine
activities creates, around the dividing line, a “‘co-operative zone” of activities (Figure 1).

Dividing line of task
allocation

Human activities
Machine activities

Field of co-operation

human activities with
machine participation

Machine activities with
human participation

Figure 1: Type of activities and zone of co-operation

In order to study man-machine co-operation, an in-depth study of all activities in this
zone is required. For this purpose, it is useful to distinguish two levels of man-machine
co-operation, at decision level human Supervisor and Computer (S-C) jointly organise
the operation process, at execution level human Operator and automated tool or
Robot(O-R) jointly work on physical operations.

3 Actions in man-machine system

An action represents the given efforts to reach an objective. Each system is specified
by a set of actions which transform the system from one given state to another. In
automatic systems, these actions are executed by machines. In manual systems, the
human is in charge of executing all actions. In semi-automatic systems (man-machine
system), human and machine execute these actions individually or in co-operative
manner. One of the man—-machine system specifications is to allocate actions between
two actors which are extremely: man with his human characteristics, and machine with
its technical limitations. For this reason, all actions in this system must be specified
from the point of view of ergonomics and technique.

To specify an action from man and machine implication point of view we use the
following notation: each action “ACTION” has two parameters X and Y anrch ae
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ACTION(X,Y) ,where Xe[0,1] represents the degree of adaptation of action to the man,
i.e. X=0 means that action is not adapted for human work, its execution by man is
impossible, X=1 means that action is adapted for human work, and can only be done by
man. Ye[0,1] represents the degree of adaptation of action to the machine, i.e. Y=0
means that action is not adapted for the machine, its execution by machine is technically
not feasible, Y=1 means the action is adapted to the machine, and is executed
exclusively by the machine.

Therefore X and Y reflect man and machine involvement in an action, i.e. X and Y
reflect ergonomic and technical criteria characterising the action. The question is how to
determine ergonomic and technical criteria influencing X and Y. We assume that the
initial value of X is Xy and (A,B,C,D,........... ,N) is a set of criteria which influence X by
reducing its value. Let criterion A influence X by Ax percent of X, the reducing value
of X will be:

Vit =Ax.Xo (D)

In the same way for the remaining criteria, when the influence of all criteria does not
exceed 100% of Xo. Taking into account all criteria influences X, the value of X will be:

X=Xo~ (V&' + Vi + Vi + Vil + ViF+ Vi . + V) )
Where (Vi + V2 + ViC+ ViP + Vi + Vi o + Vi) elo,1].

The influence value of each criterion is statistically estimated by reference to known
ergonomic factors (in particular the estimation of work load using Cooper-Harper scale
[Millot, 1988]).

4 Actions and Activities in a Disassembling Cell

Considering the structure of a disassembling cell in [CHEVRON, 1999], with four
sub-systems (informational-decisional-operational-physical) and their three supervision,
control, and execution processes, all actions can be enumerated. For a disassembling
cell the proposed actions are: two supervision actions: to acquire (Ac), to guide (Gu);
seven control actions: to calculate (Ca), to diagnose (Di), to decide (De), to follow (Fo),
to pick up (Pi), to command (Co), to teach (Te); and six execution actions: to fix (Fi), to
intervene (In), to rotate (Ro), to cut up (Cu), to unscrew (Us) to extract (Ex).

4.1 Ergonomic and technical specification of actions in SC and OR systems

To specify the actions in Supervisor-Computer (SC) systems and Operator-Robot
(OR) systems, two types of criteria are considered: technical criteria influencing Y are
feasibility (FS) and cost (CO); and ergonomic criteria acting on X are workload (CT)
(mental and physical), safety (ST), and reliability (FT) are considered.

Concerning the criterion of technical feasibility (FS), all actions of SC and OR
systems are assumed to be feasible with a coefficient FSy, for each action, as shown in
Table 1. The values are estimated based the technical data of existing machines. For the
second criterion CO, the influence of the cost is considered to be ignored for all the
actions (COy=0%). With regard to ergonomic criterion CT, 10 subjects were
questioned, guided by Cooper Harper modified scales, to determine the coefficient for
each action (These scales reflect the difficulty associated with each action). The results
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are transformed into influence CTx as presented in Table 1. For the second criterion
STx, We assume, for the actions of SC system, that the influence of safety on parameter
X is ignored STx=0%. On the other hand, for the actions of OR system, the influence of
safety is estimated in relation to type of action and technology used. Finally, the
influence of reliability on X is estimated in relation to purely human characteristics
(long-term memory, short-term memory, quality of perceptions, etc.). From these
influences, and using equations (1) and (2), the values of X and Y for each action can be
calculated. The calculation results are given in the last two columns on the right-hand
side of Table 1.

Techniques Ergonomics
Criteria Criteria

FSy |CO|CTy[STx|FTx Y

Action B Gl L =
to acquire | 20% | 0% |80%| 0% | 5% 0.15{ 0.8
to guide 20% | 0% |80%)| 0% | 5% |0.15] 0.8
to calculate | 2% | 0% |98%| 0% | 1% |0.01{0.98
to diagnose | 60% | 0% |40%| 0% | 5% |0.55| 0.4
to decide 80% | 0% |20%| 0% |15%|0.65| 0.2
to follow 40% | 0% |60%| 0% |10%| 0.3 | 0.6
to pickup | 30% | 0% |70%| 0% |10%| 0.2 | 0.7
to command| 7% | 0% |93%)| 0% | 5% |0.02]0.93
to teach 85% | 0% [30%| 0% | 0% | 0.7 |0.15
to fix 10% | 0% |10%|60%| 5% [0.25]| 0.9
to intervene | 100% | 0% |10%140%|10%) 0.4 | 0.0
to rotate 10% [ 0% |10%|60%| 5% |0.25]| 0.9
to cut up 10% | 0% |10%|80%|10%| 0.0 ; 0.9
to unscrew | 60% | 0% |10%|50%|10%| 0.3 | 0.4
to extract 85% | 0% |10%|20%)| 5% 10.65]0.15

Table 1.  Action specifications with regard to man and machine participation

If we observe the 9 actions of the SC system and the 6 actions of the OR system we
can formulate the following comments. “to calculate” action with (0.01,0.98) is a
machine action non-shareable with the man (X=0.01 is ignored), the calculator must
ensure its execution. On the other hand “to decide” action with (0.65,0.2) is a shareable
action : X is not large enough, and Y is not ignored (non totally automatizable and
difficult to be formed by the man alone). Thus, the human supervisor executes this
action with an informational and guiding support from the calculator. Therefore for this
action it is advisable to apply the type of co-operation known as “vertical co-
operation” [Millot, 1996].

By representing all the actions of SC and OR systems on a 2D space with X (human
contribution) axis X, and Y (machine contribution) on axis Y, we can determine four
classes of action (Figure2):

1. Not at all automatizable, and only man achievable actions. These actions are man
oriented, without machine intervention.

II. Automatizable, and not at all man achievable actions. These actions are
completely machine achievable, without human intervention.
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[I. Automatizable, and achievable by man. They are the actions belonging to the co-
operation zone (figure 1), and are the subject of a dynamic distribution called by
[Millot, 1996] “horizontal co-operation”.

Figure 2: 2D distribution of actions in relation to man (X) and machine (Y)

IV.Not at all automatizable, and not easily achievable by man. They are the actions
also belonging to the co-operation zone, and are thus shareable. For their
execution man needs assistance tools. The execution of these actions is shared
between man and the assistance tool, while leaving them under control of man.
This division is called by [Millot, 1996] *“vertical co-operation”.

Between III and IV classes, class V of true man-machine co-operation actions can be

found. Its actions are also in the co-operation zone (figure 1) and are the subject of

future analysis.

4.2  Activities in SC and OR systems

The actions described above are elementary low level actions. To achieve a global
objective of the system we need higher level actions which involve more user oriented
semantics. These higher level actions with their actors will be called activities. In a
generic way we identified four actors: Supervisor (S), Operator (O), Computer (C), and
Robot (R). To specify an activity, we give the actions, the actors and the end-of-life
product (P) on which the actions are applied. Generally a activity takes the form:
({actor(s)} A {action(s)} A {product}). Using this form, an activity as “Extraction one
piece by unscrewing and cutting up” can be described as: ({S A C A R AO} A {Ac A
Gu A Ca A De A Co A Fi A Us A Du A Ex} A{P}) [Skaf et al., 1999].

Our interest is only directed towards the actions in the zone of co-operation, i.e. the
action belonging to categories III, IV and V. To enumerate all activities in the zone of
co-operation, it is necessary to find all realistic combinations (semantically significant
configurations) from all possible combinations (combinations of 9 elements).
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Table 2.  Activities based on actor-action-product configurations

Table 2 shows some of these activities. where “1” denotes that the actor, or action
contributes to this activity, otherwise “0”. In the column furthest to the right(?), two
symbols are used:

1

° ”” indicates that the activity is accepted as a man-machine activity. For example,
activity n 2, ({S A CAR}A{De A Us } A{P}). This activity reflects that the
decision “De” taken by the supervisor, using the assistance suggested by the
computer, is intended to carry out a robot-like unscrewing.

[T2R 1}

° indicates that the activity is not accepted as a man-machine activity. For
example, activity n 1 with no actors and no actions, activityn 3 ({S A C }A{De
A Us} A {P}) “Us” is an action for robot or operator as actors, S and C can make
an decision about unscrewing, but they cannot execute it.

5 Conclusion and outlook

A disassembling system has been presented, with focus on man-machine interaction
and man-machine activities. A co-operative zone has been defined and a method of
specification of the actions has been studied. This method makes it possible to identify
two classes of actions (in the zone of co-operation): in the first case it is appropriate to
apply vertical co-operation, in the second case it is more advantageous to apply
horizontal co-operation. Finally, the method of enumerating all disassembling activities
in the zone of co-operation has been illustrated.

Future work will consist of further examining the action and the activities in the zone
of co-operation, and to improving the method of specification of the actions.
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Abstract:

A few studies have been conducted to develop expert systems (ES) in human resources
management (HRM). One of the reasons behind this is that developing ESs in HRM is
more difficult than other fields. The main difficulties in developing ESs in HRM are
articulating expertise and representing knowledge. This study is an attempt to justify the
employment of ESs in HRM and to discuss problems and shortfalls researchers face
during ES development process. An illustrative case study in retailing industry is
provided to demonstrate the feasibility of the ES development in HRM. Since store
management is a key position in retailing industry, an ES used to identify store manager
competencies is prototyped.

Keywords: Expert System, Human Resources Management, Competency, Store
Manager

1 Introduction

Managers use computers while doing their jobs such as planning, organising,
coordinating and controlling. Since management problems are generally unstructured or
semi-structured, using knowledge based computer programs raises the quality of
management decisions. Disseminating expertise to non-experts by computer programs
increases accuracy and efficiency of decision making process [Byun and Suh, 1994].

There are some attempts to develop ESs in human resources field [Byun and Suh,
1994; Sturman et al., 1996]. ESs developed in HRM are expected to aid managers in
analysing and solving verbally stated problems which require expertise. So non- experts
can use ESs to produce solutions by accessing to knowledge base (Lawler & Eliot,
1996).

In a few studies the limitations of ES development in HRM are discussed [Byun and
Suh, 1994; Lawler and Elliot, 1996]. The reason behind limitations in this field is that
developing ESs in HRM is more difficult than other fields. The main difficulties can be
stated as articulating expertise and representing knowledge. In a different study, main
barriers researchers face while developing ES were classified as company dependent and
knowledge type [King and McAuley, 1991].

The first aim of this study is to emphasise limitations of ES development process in
HRM. Second aim is to provide an illustrative case study in retailing industry to
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demonstrate the feasibility of the ES development in HRM. Main focus of the study is to
elaborate knowledge acquisition and knowledge representation steps of ES in the case.

2 Benefits of an expert system

An ES has two contributions in management field: a) disseminating expertise to
enhance learning process and b) enhancing accuracy or efficiency of decision making
[Ainscough et al., 1996]. Benefits of an ES are detailed in a study which classified
benefits as feature benefits, task benefits and role benefits [Basden, 1994]. Feature
benefit is related with technological features of functionality and user interfaces. Using
ES to support a task is called task benefit. Carrying out supported tasks which user
fullfills are named as role benefit.

In comparison with conventional programs, ES has some important advantages.
Conventional programs depend on algorithm and data. Algorithms determine solutions
by using given data [Hayes-Roth, 1990]. On the contrary, ESs carry out their jobs in a
different way. The logic of ES is stated more precisely as the following: “The
underlying principle of ESs technology focuses on separating the representation of the
domain knowledge from the logical mechanism for processing and interpreting this
knowledge. This allows knowledge relevant to a particular field to be easily updated,
such modifications only affect the knowledge base” [Poo and Lu, 1991].

The main parts of an ES are; knowledge base, inference engine, user interface and
explanation facility. Knowledge base consists facts and heuristics; inference engine
makes interpretations or draws logical conclusions; explanation facility provides
justification of how the system reached the conclusion; and user interface enables user
to receive ES based explanation [Lado and Zhang, 1998].

In this study main focus is knowledge base, because difficulties of ES development
in HRM are knowledge base related. In the next part of the study knowledge acquisition
and representation of ESs in retailing are explained.

3 An illustrative case in retailing

Since retailing is a rapidly growing industry in Turkey [Arikbay, 1996], a retail chain
was taken as a case. The retail chain has twenty six stores in different regions of Turkey.
Every store operates in a different business environment. As it is very common in retail
business, stores are geographically separated from central headquarters [Kelly et al.,
1981].

The retail setting consists of both internal and external interfaces simultaneously
[Babin and Boles, 1996]. In order to increase firm’s performance, the impact of
changing environmental factors should be assessed continually [Achabal et al., 1984].
Because of the distance from headquarter, control of store managers’ performance is
also an important concern in retailing [Lusch and Jaworski, 1991]. Not only managers’
competencies but also the effects of environmental and organisational factors must be
taken into account during performans controls.



KNOWLEDGE ENGINEERING AND MANAGEMENT 205

3.1 Problem Domain

In retailing industry store management is a key position in success and failure of an
organisation [Kelly et al., 1981]. It would not be wrong to say that store performance is
mostly depended on the competencies of store managers [Lusch and Serpkenci, 1990].
Therefore to identify core competencies of store managers is critical. Developing an ES
to determine core competencies of store managers will make top managers or human
resources managers’ job easy.

A store manager’s role is called as boundary role. This can be stated as; “Chain store
managers have a number of interfaces outside their individual unit, including customers,
suppliers, district and territory managers, buyers, merchandise managers, representatives
of advertising media, and executives from their corporate headquarters” [Kelly et al.,
1981].

In retailing industry, retaining qualified personnel is an important human resources
issue [Sonnenfeld and Peiperl, 1988]. Since store managers are critical personnel in this
sector, to retain and motivate them, companies develop different human resources
policies. Three human resources policies are very common in retailing: a) promotion
from within, b) creating opportunities for mobility within organisation and c) promoting
on the basis of performance and not seniority [Ganesan and Weitz, 1996]. It is also
expected that store managers should be inner directed and high achievers [Lusch and
Serpkenci, 1990]. From now on knowledge acquisition and knowledge representation
procedure is discussed.

3.2 Knowledge Acquisition

Understanding and representing knowledge of the domain are the tasks which
distinguish HRM from other domains [Byun and Suh, 1994]. Therefore new knowledge
acquisition and representation methods are required to develop ES in this field. While
developing ES, multiple knowledge sources (experts) and multiple methods should be
used to acquire knowledge.

In this study, a new approach, 360 degree feedback, was used to gather knowledge.
So expertise was acquired from different sources. General manager of stores, human
resources manager, store managers, and store employees were sources who provided
expertise during knowledge acquisition about store management position. Observation,
interview and questionnaire were methods used in knowledge acquisition phase.

Knowledge acquisition process of the case was completed in three phases. First of
all, a sample of stores from different regions were visited by researchers. During this
visits, operations in stores and daily duties and relations of store managers were
observed and the observations were recorded.

In the second phase, a group discussion was conducted in the headquarter of the
chain. General manager of the chain, human resources manager, analysis and planning
manager and four store managers from different regions participated to the meeting.
Participants expressed their opinion about the needed competencies and their
importance for store management. The meeting was directed by researchers. Group
discussion was recorded by two assistants.
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After group discussion, researchers combined the notes of observation and group
discussion. These results were compared with management competency literature. At
the end, a competencies list for store managers was prepared. The list consisted of 8
main competencies and sub competencies for each main competencies. The
competencies in the list were randomly placed on a questionnaire form.

In the third phase, the questionnaire form was sent to 26 stores. Store managers were
asked to give points for each main competency according to the importance of the
competency for store manager’s position. Points were given on the basis of 100. Store
managers were also asked to divide total point given for a main competence into sub
competencies according to importance. After return of questionnaires from stores, main
competencies and sub competencies were put in order on the basis of the responses. The
results can be seen in table 1. This table shows only main (core) competencies.

Core Competencies Weight (100 p)

1. Leadership 94.4
2. Human Resources Management 90

3. Interpersonal Relations 85

4. Planning and Decision Making 83.3
5. External Relations 79.4
6. Operational Skills 76.4
7. Personal Development 73.9
8. Developing Subordinate 73.5

Table 1.  Store managers’ competencies

In order to acquire knowledge about environmental and organisational factors the
same procedure as it was in knowledge acquisition about competencies was followed.
First of all, a list of organisational and environmental factors was prepared on a
questionnaire form. In development of the form, strategic management literature
[Dinger, 1998], general manager of the chain and a sample of store managers’ opinion
were taken into account. After completion of questionnaire, they were sent to stores.

Environmental and Organizational Factors Order of Importance
Human Resources 1
Organization Structure 2
Market and Costumers 3
Competition and competitors 4
Socio-cultural 5
Effectiveness and Productivity of the organization 6
Suppliers 7
Economic conditions 8
Organization climate and culture 9
Business operations 10
Technology 11
Legal Regulations 12
Globalization 13

Table 2. Environmental & Organizational Factors Effecting
Chain Store Manager’s job
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26 store managers were asked to put organisational and environmental factors in
order on the basis of their importance for the store management position. At the end,
responses of store managers were listed according to the order of importance (see table
2).After acquiring domain knowledge which are tabulated in table 1 and table 2, the
most difficult step in ES development in HRM started: knowledge representation.

3.3 Knowledge Representation

A matrix was developed to demonstrate the relationship between core competencies
and factors influencing these competencies. Vertically competencies, horizontally
factors were placed on the matrix (see table 3).

Environmental and Or isational Factors
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Operational Skills

Personal Development
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Table 3. Matrix of Store Managers’ Competencies and
Environmental-Organizational Factors

This matrix as a questionnaire form was sent to store managers and they were asked
to determine the degree of relationship between competencies and factors. In the
intersection point of competencies and factors store managers wrote the degree of
relationship. Store managers were instructed to write 3, if degree of relationship
between a competence and a factor is very important; 2, if relationship is important; and
1, if relationship is not important. 26 store managers completed questionnaire as it was
mentioned above. After return of responded questionnaires, average of degree of
relationship between every competence and factor was calculated. Finally, results as
averages were put on the matrix.

The matrix was reviewed by a retailing consultant and two researchers. After review,
this matrix was used to produce rules. One of 58 rules is shown below.
If consumers and market factor is very important
Then  Leadership_Competence=95
Human_Resources_Management_Competence=90

Interpersonal_Relationship_Competence=85
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Decision_Making_Planning_Competence=80
External_Relations_Competence=75
Functional_Competences=70
Personal_Development_Competence=65

Developing_Subordinates_Competence=60

In rule production, the degree of relationship between competencies and factors was
main criteria. Later, the prototype of ES of store manager competencies was developed.

4 Conclusions

One of the contributions of the study is that in ES development multi-source and
multi-method were used to acquire and represent knowledge. The development of an ES
which has flexibility to take conditions of stores in different regions into consideration
can be stated as main contribution of the study.

The ES of core competencies of store managers has two components: Core
competencies of store managers and factors influencing these competencies. Firstly, in
the ES, environmental and organisational factors determine ideal position requirements
for store management position. Secondly, ES identified every candidates’ development
needs by comparing position competency requirements and candidate’s competencies
level.

The ES is designed to determine core competencies of store managers. While using
the ES, there are the following steps. Firstly, there are choices about organisational and
environmental factors. After choices, required competence level for a target store
manager is reached as an output. Level of required competencies for store manager
differs from store to store depending on regions/conditions in which store operates.
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Abstract:

The purpose of this paper is to show that the methodology implementation is not
specific to a particular domain of knowledge but applies potentially to any type of text
implying mainly movements of objects limited in space and time. More precisely, we will
present a certain number of domains of varied applications showing how the level of
abstraction and generality of the method allows to treat all of these problems in a
unified manner. Furthermore, the practical interest of the transfer ‘text - image’ on the
aspect of the ergonomics of applications will be developed, since images prove to be
more immediately interpretable than the reading of a text. In fact, images give a
synthetic and schematic vision of events described by the text.

Keywords: Semantico-cognitive representations, spatial and temporal reasoning, iconic
language, virtual reality

1 Introduction

The framework of our research is the study of transfer relations between semantico-
cognitives representations of the language and visual representations, these ones being
matched with iconic representations. From an operational perspective, we consider the
problem of automating the construction of interpretations of texts in the form of
sequences of fixed images

The particularity of our research comes from the designing of an original formal
language of knowledge representation. This language is able to express intrinsic
semantics of verbs which are independent from any specific domain. For example, a
verb of movement like «arriver » («to arrive ») can be used in road or air traffic
contexts with the same meaning (ex.: la voiture arrive dans le virage, the car arrives in
the bend, I’avion arrive dans une zone de turbulences, the plane arrives in an area of
turbulence). In this paper, first we describe and explain why the methodology is
independent of a specific domain of knowledge. Then potential applications are outlined
to illustrate the power of abstraction of this method by processing differents problems in
a unified way.



COMPUTATIONAL LINGUISTICS 212

2 Building the semantico-cognitive representation of a clause

The Language of Semantico-Cognitive Schemes (LSCS) is able to express verbal
meanings [Des, 1990]. These meanings are represented by using abstract structured
frames organised with primitives. These primitives are semantico-cognitive units; that is
to say, abstract units built from analysis of grammatical and lexical categorisations used
in language but which are not lexicalised in a specific one.

Semantico-Cognitive Schemes (SCSs) are expressed by Ityped expressions. For
example, the verb « arriver » is expressed by :

[SCS of verb «arriver »] k. . CONTR (MOUVT (e, (ex loc) y) (e, (fr loc) y)) y

An entity y controls (CONTR) the oriented movement (MOUVT) between two static
situations. In the first one, y is placed (eo) in relation to the outside (ex) of the location
loc; in the second one, y is placed (eg) in relation to the boundary (fr) of this same
location.”.

After they have been evaluated, SCSs give rise to knowledge representations called
SCRs — for Semantico-Cognitive Representations —. Each SCR is linked to a clause of
the text. They are built from SSCs whose parameters are evaluated with the arguments
of corresponding predicative relations. To illustrate this process, we consider two
clauses (1) and (2) :

(1) la voiture arrive dans le virage (the car arrives in the bend)
(2) le bateau arrive dans le port (the ship arrives in the port)

The SCR of (1) is built from the underlying predicative relation (PR), which is
<arriver_dans, le_virage, la_voiture>, and from the linked SCS of «arriver », by
matching the variables of the SCS with the arguments of PR, first /le_virage/ then
/la_voiture/. The result is the SCR (1°) :

(1’) CONTR(MOUVT (e, (ex le_virage)la_voiture) (e, (fr le_virage)la_voiture)) la_voiture

The building process would be the same for clause (2). In order to « visualize » the
meaning of a proposition, primitives such as CONTR, MOUVT, e, X, et fr are processed
the same way than the arguments, that is to say, they are displayed as icons. Since these
primitives are the cornerstone of our methodology and as they are not domain
dependant, we are able to put forward a general methodology to visualise the meaning
of clauses.

3 Characteristics of iconic representations

The following text (3) is an example of processed texts (those texts have been
provided by an insurance company). From this text, consecutive images, illustrated by
the figure 1, are built.

1 For more details about SCSs, see [Abr, 1995].
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(3) Je roulais sur la partie droite de la chaussée quand un véhicule arrivant dans le
virage a été complétement déporté. Serrant a droite au maximum, je n’ai pas évité la
voiture.

(I was driving in the right lane of the road. A car arriving in the bend was carried
completely out. Keeping to the right as much as possible, I did not avoid it)

Image 4

Image 3

Figure 1: Iconic representation of text (3)

This kind of figurative representation does not aim to describe the real world. Each
image displays a simplistic representation of a state of a micro-universe described by the
text in a specific domain; in the domain of road traffic, it includes cars, roads, etc. This
kind of representation does not exclude the possibility to display on a fixed image some
sort of movement. For example, it is possible to show that an object is moving and that
its movement is continuous. This format, called icon-symbolic, is interesting because it
allows to display, with specific symbols, the intentional abilities of the speaker such as
the capacities to contro] or to target a situation.

We are evolving towards a visualization of the « sense » of a narrative text that goes
beyond the context of the simulation of spatio-temporal events to deal with more
cognitive phenomena.

4 Building the iconic representation of a text

In order to take into account the temporal relations of succession and concomitance
between several clauses, all the SCRs must be organised. The building of semantico-
cognitive representation of text relies on: (i) the identification of phases expressing
modifications in the temporal referential in which the speaker is in charge : they are
computed from the aspecto-temporal values of clauses and we call these phases salient
temporal phases (STPs); (ii) the identification of information, encoded by the SCRs,
which is validated on these STPs: these structures are called salient spatio-temporal
phases (SSTPs). SSTPs are organised sequentially and define the Semantico-Cognitive
Representation of the text [Bat 1999]. They aim to specify all the linguistic data which
are necessary to display images.Their quantity determines the number of images
displayed. Take, as an example, the SSTP; which is associated with the third image (fig.
1). From all the SCRs associated with clauses validated in this temporal area, it is
possible to extract the following information:

¢ there are two entities A and B, localized relative to global location « virage »;

e A and B are under a controled movement in progress;
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e B is seen in the result of its swerve?.

An SSTP can then be visualized, by introducing elements of the knowledge domain
and by translating the information the SSTP contains into an iconic language.

The building of images from SSTPs is carried out by applying infographic procedures
on icons which represent the domain entities. These procedures visualize the relations
coming from SSTPs: (i) in a iconic way for relation of location, orientation and direction
of movement; (ii) in a conventional way for relations that are abstract and non directly
visible. For example, in the image 3:

e the notion of control is represented in a classic way with the blue colour (we use
red when there is no control) applied at icons representing vehicles A and B;

e the aspectual value of process is visualised by a dashed arrow which « goes
through » the icons representing vehicles A and B;

o the aspectual value of event is represented by a dashed arrow which «leads to »
the icon representing the vehicle B.

These kind of conventions of graphical representations lead us to write a set of
exhaustive formal rules which define the LASCAR language[Bat, 1997b]. We omit the
details in this paper. A comprehensive treatment may be found in [Bat, 1997a].

5 Potential applications

Processing a text in order to display images is at the heart of the conception of multi-
modal interfaces. Most of the running applications are devoted to the assistance of the
conception of three-dimensional scenes built from natural language sentences. An
architect or town planner who wants to visualise a pictured scene describes it in simple
sentences, which are translated by the software into graphic instructions. Consequently,
they watch the building process interactively, but some limitations exist: sentences must
describe static situations and they are translated one after another, that is to say,
interaction between the user and software is a dialog. On the contrary, with our
approach: (i) dynamic and static situations are processed; (ii) the text is considered as a
whole, whereby sentences are not translated independently. In the following section, we
present two potential applications; first Computer Aided Learning (CAL) then
Computer Aided Translation (CAT).

5.1 Computer Aided Learning

The application of the «text-image» method for CAL is considered here as a tool for
learning a second language, for example French. Two kinds of exercises must be
considered: the learning of a new notion (a new vocabulary, a new grammatical
structure, etc.) and the training in forming detached or linked sentences. In the first
exercise, the utility of association between language and image is unquestionable.
Because a large number of lexical and grammatical meanings are understood and

2Terms « movement » and « controled » are associated with primitives MOUVT and CONTR previously
mentioned; expressions «in progress » and «result » are corresponding to the aspectual notions of
«process » and « event » (see [Des, 19891).
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recorded more quickly and more efficiently when they are associated with images, many
dictionaries and encyclopedias apply these pedagogic principles. But how does one
illustrate verbs of movement and spatial prepositions? We think that using a semantic-
cognitive representation is a way to deal with this problem. Relying on the same idea, to
visualize the meaning of a temporal connector between two clauses, it is possible to
display the connection between several clauses by visualizing the connection between
several images.

One of the goals of the visualization used in the second exercise is to check and
correct: the trainee makes one or several sentences, which must satisfy several
conditions, and check, thanks to the visualization, the validity of his answer. For
example, the trainee is being suggested a sequence of images (associated with a
sequence of hidden sentences) and he (or she) must express the meaning of them by
constructing a text in the language he is learning. This text is then translated by the
software into a sequence of images. The trainee is able to compare the two sequences
and therefore, correct himself. This kind of exercise seems to be well adapted to
learning how to use the aspect-temporal category, which is particularly complex in texts
made up of several sentences. We want to point out that our approach is interesting in
the framework of text analysis and not for sentence analysis.

5.2 Computer Aided Translation

In order to answer a need of the global market, the idea is to use an iconic language
to bypass the linguistic obstacles that occur, thanks to international pictograms.
Therefore, using an «universal» iconic based on the same principles, rather than trying to
translate integrally a text from one language to another, seems to be more realistic. The
classic model of the automatic translation has to cope with two problems occurring in
two consecutive stages. First, the building of a syntactic-semantics representation
usually calls for an understanding of the text. Second, one has to deal with the automatic
generation of a text from the structure previously built. The possibility to visualize the
content of a text in an iconic way suggests a more simple process: the expert (in the
target language) generates the text from the «universal» iconic representation. This
approach seems to be well adapted for the needs of technical fields where two experts of
the same domain are able to «speak» the same conceptual language but not the same
spoken one. Since they use the same concepts, the same procedures, they deal with the
same problems, difficulties, etc. The semantico-cognitive representation of the targeted
text takes place exactly at the conceptual level.

6 Conclusion

From a theoretical point of view, our general analysis method proposes to describe
the connections between linguistic and visual representations. Furthermore, the way a
text is processed in a sequence of images is explained as an explicit transformation of
representations. At last, our approach is not domain dependant but relies essentially on
linguistic knowledge. Consequently, it is possible to apply this approach in other
domains where spatial movements are crucial such as the transport domain. For
example, harbour navigation, air, spatial and railway traffic could be processed in this
way.
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From an industrial point of view, our project finds a natural place in the multi-modal
field. The practical interest of «text-image» transfer resides in the observation that
images are easier to interpret than text. In fact, images give a synthetic and schematic
vision of events described by the text. We’ve seen how in the fields of CAL and CAT
this quality is indeed essential.
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Abstract:

This communication describes the theoretical and practical tools that permit the
automatic construction of a verbal lexicon in view of a didactic utilisation by linguists
and an automatic treatment of written texts. Firstly we present the taken theoretical
choices for the representation of the verbal polysemy in view of a practical utilisation;
and secondly we present some elements of a semi-automatic tool (DISCC) that might
help a semanticist in the construction of the semantic-cognitive representation
associated with verb meanings

Keywords: Verbal lexicon, polysemy, semantic-cognitive representation of meaning.
1 Methodological Preliminaries

Debates on the definition of word meaning is have been taking place for a long time
in various complementary disciplines. Theoretical and practical studies have evolved in
interaction with one other. Several authors [Victorri, 96], [Desclés et al, 98] recognise
the importance of the lexicon in the semantic representations and note, in particular, that
semantics is insufficiently used in natural language processing computer systems.

To handle a text written with a computer, artificial intelligence used semantic
networks, the logic of predicates and the semantic representation with features. The
utilisation of features semantics can be adapted to describe the nominal substantives but
with difficulty for the verbal constructions because it cannot deal with verbal polysemy
in charge. The semantic networks and the theory of prototypes is often put back in
reason for problems on the categorisation and the typicality [Desclés et ali,91].

Syntax alone cannot reveal the semantics of lexicon. Verbal constructs with a same
syntax can express different meanings. There are three examples in French::

(1) Pierre touches the cupboard [Pierre touche l'armoire]
(2) Paul receives a salary [Pierre touche son salaire]
(3) The garden adjoins the house [La jardin touche [a] la maison]

Every sentence has the same syntactic construction (4): NP1 VS NP2, but their
semantic representations are different. The first sentence describes a simple contact
between "Pierre” and the "cupboard"; the second expresses the entrance in possession
of "a salary” by an agent entity "Paul"”. The third sentence implies the presence of a
fictional observer that, while scanning the "garden", conceptualise more and more near
places until to get in contact with the place "house".
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1.1 Processing polysemy

We can distinguish several methodological attitudes before the phenomenon of
verbal polysemy. A first approach would be to consider that every senses of a verb is
determined by the contextual environments ("effect of sense"), and therefore to refuse
the oneness of "sense" for a verbal entity. The second attitude comes back to consider
that, for every polysemic verb, there are as many distinct verbs and homonyms that of
distinct senses [Atkins, 87]. Thus, the verb "to touch” would not have one senses but it
exists several verbs "fo touch'” homonyms, each of this verbs are being identified by a
semantic-syntactic diagram. This kind of approach can be applied for certain verbs
homonymous like the French verb "voler" : "voler;” (to fly with wings) and "voler," (to
take something without being allowed). Another attitude would be to consider that it
exists a "sense core" that would be common to all uses of one same verb and every
particular sense would be determined then by the context. In this case every sense is
derivable of the "sense core", either by addition of semantic features, either by
metaphorical operations. This attitude is often the one used by lexicographers for the
construction of dictionaries that distinguish the different senses of one same verb by
opposition of "concrete sense" to the " figurative senses ol

The approach adopted within the LaLIC team [Desclés,90] and [Abraham,95] is
different of the presented previously attitudes. We supposes a comparable fundamental
meaning to Picoche's "signifi€é de puissance” that would be to the source of the other
senses. For Desclés, a polysemic verb has a "sense first" and its senses is analysed not
from elementary linguistic predicates in the language in surface [Wierzbicka,92] but
from more abstract elementary predicates, described in a cognitive representations level.

In this level of representation we uses some semantic and cognitive units (relaters
and primitives) to construct some semantic and cognitive frames (SCF) associated to the
verbal sense. [Desclés, 90] introduced a model, Applicative and Cognitive Grammar
[A&CG], developed by the LaLIC team from the general works of the model of
[Saumyan, 87] and of the cognitive extension of the model by [Desclés, 90]. The
associate formalism to this model is a typed A-calculus [Hindley-Seldin,86] and the
Curry's combinatory logic with types [Curry-Feys, 58] with its combinators and its
algebra. Indeed it has been shown by, among others, S.K.Shaumyan and by Desclés that
combinators and types were excellent formal instruments of analysis linguistics, not
only for the syntax but also for the verbal meaning representation [Abraham, 95]. This
model articulates three levels of representations explicitly: a syntactic level, a
predicative level and a semantic and cognitive level.

The first level is described by an extended categorical grammar [Biskri, Desclés 95].
The level two permits to formalise the predicative operations, of where of
representations in term of predicates, arguments and role cases. The last level permits to
represent meanings of predicates under shape of Sémantico-Cognitive Frames; these last
are objects manipulated by our computer tool DISSC. The joint between levels is
assured by a compilation process. Every level is described in a formal applicative

! For more details see [Desclés & alii.9f1
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language. The move from the middle to the lower level is a process of lexical
integration.

SCF are semantic structures constructed with primitives. These primitives are defined
by a basis semantic and cognitive types, static, kinematics and dynamic relaters and
elementary operators as the topological operators on locations. The different static
relaters are organised in an model of relaters more less specific of a location "archi-
relateur” [Desclés, 87]. Relaters express different meanings (localisation, part-of,
assignment, possession, identification,...) what one ordinarily designates in the semantic
networks by the relation "is-a". These primitives have already been presented in several
publications [Desclés, 85,90,98] [Abraham-Desclés,92]. SCF are described in a formal
language with a specific grammar. Every SSC express a verbal meaning ; it is express
either by a typed A-expression, either by visual structures more accessible to the human
users.

1.2 Semantic-Cognitive Frame Language

The conception of a design language supposes a definite grammar to basis of relaters
and of primitive. The grammar of the SCFL defines a number of formal rules. The
verification of the well formed applicative expressions is done by a functional typed
system thus:

(i) Let some basis types {J (individuals: Pierre, Paul, cupboard,..), C(collective),
L(places: garden, house,...), M(massive), H(propositions), stat(static situations),
cinem(kinematic situations), dynam (dynamic situations)} given

(ii) If o and B are types then Faf is a functional type.

(iil) If X and Y are expressions of the type Faf respectively a then the application
(XY) is of the type B.

The static situations describe states. They are essentially described by the relation of
location between a marked and a reference mark or by the relation of determination
[Desclés,87]. Several static relations are defined between a reference mark and a
marked. Relaters are typed; they are not compatible that with entities of a certain type.
The static relaters, applied to typed entities, construct what one calls some static
situations. Among the static relaters one finds the location "archi-relater" REP witch
specifies himself in different relaters : the differentiation, localisation and the
assignment.

To explain the dynamism of a situation that is expressed of a static way, we suppose
a fictional observer that, while scanning a global place, conceptualise some real or
mental places witch are joined according to an any gradient.

Kinematics situations describe movements in a referential spatio-temporal or of
changes of states assigned to an object. The kinematics primitives express a
modification between two static situations. Among the primitive kinematics we use the
primitive MOUVT : the spatio-temporal movement of an entity passing a place to
another (these places are not necessarily determined.)

The dynamic situations suppose an external constraint that gives back the possible
kinematic modifications. The dynamic primitive express capacities of action from an
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individual entity in relation to a situation as FAIRE (make : capacity to do an action),
CONTR (capacity to control an action) or TELEO (to aim a goal to reach). An operator
TRANS, got while composing the two dynamic operators CONTR and FAIRE, is used
also to construct the dynamic situations expressing a semantic transitivity (TRANS =
W3, (B> CONTR FAIRE)). Of another side the linguistic statement "Marie touche au
but" is a predicative structure witch can be reduced to a formal expression P,T°T'; P is
a predicate with two arguments witch expressed in the lexicon by the verb "toucher-au ",
T' the nominal term "le but" and T* the nominal term "Marie ". By a compilation (a
program of abstraction), we can reduce the symbolic expression P,T°T! to applicative
expression (CONTR (FAIRE (MOUVTOR SIT1[x,y] SIT2[x,y]) x) x)x). The semantic
meaning of the lexical unit "toucher-au” is an expression defined by the "lexical law" :
[P, = B%3 W3 B> CONTR FAIRE MOUVTOR SIT; SIT; x].

To every polysemic verb is associated a network of SSC bound between them by
relations of specification/generalisation, of abstraction or of domain change. For certain
networks it exists a root that represents the common abstract significance to all the
meanings of the same verbal item; this root is a cognitive "archetype" analogous the
“signifié de puisssance” of [Picoche, 86].

2 DISSC: a tool to construct polysemic networks associated to a verb meanings

The construction, the manipulation and the consultation of the semantic-cognitive
knowledge basis achieves itself in two big stages. The first task is to construct and to
stock the SCF corresponding to the verbal items. A second stage consists in binding all
its meanings by operations of fitting, be instanced or determination in order to construct
networks between SCF translating the verbal polysemy. These two stages are processed
very well separately either in parallel.

With this architecture (see figure 1), we recognise three levels of utilisation to the
DISCC system.

e The administrator of the semantic-cognitive frame language, introduces and puts
up to date relaters and the primitives of the SCF's language

e The semanticist can only create, modify and stock some SCF while using the only
relaters and primitive definite by the administrator. The SCF, thus constructed,
permit to construct networks of senses partners to polysemic verbs.

e The human user can consult the basis of SCF and networks. A system of text
analysis that needs instances of SCF in a given context can either use it.

2 The complex combinators W, and B? are respectively deferred and powers combinators. Deferred
combinators are defined by a natural induction thus: X, = X and X, = B X,.1) . Powers of combinators
are defined by: X'=X and X"=B X X™! [B x y z > x (y z)]. For more precision, see [Desclés,90].
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Figure 1: General Architecture of DISCC

The semanticist can, from a linguistic survey of meanings of a verb [Abraham,95]
and [Desclés, 98], to seize, to manipulate and to stock some SCF through the
intermediary of the graphic publisher. The construction of SCF is made by a recursive
way. The user chooses first a basis types, then static relaters to construct some static
frames. At the end of the SSF construction, the DISSC system proceeds to a semantic-
logical type verification. If the SSC constructs thus is coherent, the system generate its
applicative representation automatically under shape of a lambda typed expression;
otherwise a message of mistake is sent back. This verification consists in an inferential
calculation of types on the applicative expression representing the SCF thus constructed.
To a semanticist demand, an "integration program” permits to produce the lexical
predicate with its typed arguments under the shape of a follow-up complex combinator
of relaters, primitive and variables to be instanced by agents of the predicative relation.

While using the linguistic and cognitive analysis of the verb "to touch ", we define all
the SCF associated to the different meanings [Desclés, 98]. Then the polysemic network
of the verb sense is constructed with abstraction / specification relations (see figure 2).

Research of information is done by a human user having access on the news visual
more convenient than typed applicative expressions. Lexicon can be called also by a
system as the automatic passage of a text on accidents reports toward a sequence of
pictures [Battestelli-Valliez,97]. In some step of the semantic analysis of a text, it can
need semantic value of a verb occurrence in order to "instanciate" a predicative relation.

This research in the lexicon can be done by a human user who want consult the
lexical knowledge basis and see how are organised semantic categories of verbs. To
title of example one can look for, for a given verb, and while taking account of the
contextual information on the presence of a gifted agent of control in the predicative
relation, all designs that are constructed according to certain constraints (with the
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primitive CONTR only). The choice of a value on the "agentive" continuum (continuum
d'agentivité) is based on a theory presented in [Desclés,94].
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Figure 2: Creation of polysemic network of the verb " to touch "

3 Conclusion

We presented here, in the cognitive setting of our research, a methodology of verbal
lexicon construction. The polysemic verbal is used by an automatic treatment of the
natural language. The DISSC tool is realised with the SCFL witch use semantic and
cognitive entities and typed primitives. DISSC is an interface programmed with Java™.
During the development of the system, our first goal was to develop an isomorphism
between a graphic language and typed applicative grammar in order to have a reliable
system. The system is under evaluation and a future work is to determinate the
contextual rules witch permit the correspondence between a context and a verbal
meaning.
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Abstract:

Making specifications is taking more and more time; every day an enormous quantity of
pages which, for the most part, is written in natural language. However the need to
reduce the time needed in the development of the services is a priority. One method is to
formalise the maximum number of specifications received. With this in mind, we will try
to demonstrate the possibility of a certain automation in the passage from the informal
to the formal, by means of methods and proven tools, available to assist an expert in
specifications. For this end we propose a process of formalisation which relies on an
intermediary representation of the specifications with the formalism of conceptual
graphs before arriving at a formal description in Z of the initial specification.

Keywords: knowledge representation, natural language, formal specifications.
1 Presentation

In the first phases of complex system development, such as for telecommunications,
software specifications, services or hardware, are accompanied by long documents
usually written in natural language. For the persons in charge of specifications, there are
two dimensions to solving the problem: when producing specifications, are their
procedures which could facilitate the development and writing of specifications? when
managing specifications, what sort of help could be found to help in the archiving of the
masses of data and in maintaining coherence during their development and exploitation?

1.1 The context of study

This research is motivated by desire to find methods of reducing the time needed to
develop new services in computer science or telecommunications. It serves as a means
to shorten all the stages in the cycle of development of each service offered. In this
context, mastering the stage of functional specifications becomes of prime importance,
since it facilitates the realisation of the service. Thus, each step which facilitates the
writing of the specifications, whilst keeping the expected quality [Sommerville, 1992],
contributes to a reduction of the time, inherent in this stage and, consequently in
subsequent stages. Our objective consists of helping specification writers to formalise
their specifications, by concentrating our attentions on the semantic aspects [Toussaint,
1992] of an informal specification. The point de départ for this procedure of
formalisation arrives from specifications written in natural language, being converted in
the terminology of software science with regard to the target, that must be determined
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within the context of the not inconsiderable set of formal languages. There is a general
concensus which states that you cannot reasonably envisage passing directly from
natural language to formal representation; in the main this being due to the problems
inherent in the use of natural language and, more particularly, in its interpretation
(ambiguities, context). This has led us to select for the construction of an intermediary
semantic representation defined in [Sowa, 1984]: the model of conceptual graphs (CG).

1.2  The procedure of formalisation

For this move towards formalisation, we propose a sequence of processes from
informal specifications, likely to provide us with a formal description (fig.1).

{ NL Specification I

+ linguistic analysis
L Linguistic Structuring |

1

translation: LN -> GC
_>—{ CG Representation I
* interpretation
l Formal Description I

1] translation: DF -> Z
I Z Schema l

transformation ‘

validation

Figure 1: Different stages in the processing of specifications

1.3  Experimentation

Our experiments was based on the specification of NEF' ! and more specially on the
tenth chapter detailing the farification. The extensive nature of this specification and the
linguistic complexities attached to it, have not permitted us, in this first approach to
foresee a complete definitive path of formalisation. We settled, as an experimental
protocol, on the realisation of the complete procedure in an incremental way.

2 Description of the work

2.1  Linguistic aspects

The processing of the language breaks down into two stages: a preliminary stage in
which there is the acquisition of knowledge pertaining to the domain, and then the
actual stage of linguistic analysis, itself. This second stage is generally sub-divided into
five stages of analysis morphological, lexical, syntactic, semantic, pragmatic.

! NEF : Normes d’exploitation et de fonctionnement (rules of conduct and operation) of France
Telecom, worked out at CNET (Centre National d’Fmidec dec T&l&rammuminatinea
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2.1.1 The acquisition of knowledge phase

This preliminary stage consists of extracting lexical information contained within the
text, in order to determine the preferred links that the words have between them. A
simple study of the co-occurrence of words, based on an analysis of lexical proximity,
thus enables us to reveal the presence of compound words, of expression, of predicative
relationship and of schemas of phrases peculiar to the domain. The united use of this
frequential analysis with techniques of statistical filtrage, such as the mutual
information2 permits refinement and improvement in the pertinence of the results.

A second phase of knowledge acquisition consists of extracting from the dictionary
some definitions of terms retained as concepts, in order to describe them in a semantic
dictionary in the form of conceptual graphs. In order to automate this task, we have
adapted the algorithms of [Hernert, 1993] which allow us to detect the hyperonymic
relationship contained in the dictionary definitions and to adjust them with terms
modifying the definition. Once the content of the definition has been analysed, it is then
possible to construct the corresponding CG and to include it in a canonical base.

2.1.2 The linguistic analysis phase

The morpho-lexical analysis. In the course of this phase, it is question of
sequencing the analysed sentences in order to obtain a series of words after having
identified the simple words, the compound words and the set expressions.

The syntactic analysis. Our aim here is not to set out the full array of numerous
strategies for syntactic analysis but rather to set out clearly the formalism Lexical
Functional Grammars (LFG) [Kaplan and Bresnan, 1982] that we have chosen. The
LFG break down into three levels:

o the c-structure (analysis by components) described with rules of grammar out of
context; it represents the syntactical structures in the form of a tree;

o the f-structure (functional description) comprises pairs of function-value, shows
the grammatical functions such as subject, object, etc.;

e the s-structure (semantic structure), semantic projection based on the c-structure
which only allows for predicate structure (predicates, arguments and modifiers).

LFG grammars add to the construction of the syntactic structure the formation of
functional phrase structure (logic analysis), specified using patterns which are associated
with grammar rules. But, the LFG analyser used does not have a sufficient linguistic
range to analyse the more complex phrases frequently found in specification writing.

The semantic analysis. The selected formalism of representation of semantic
knowledge, being the model of conceptual graphs, this analysis therefore consists of the
semantic translation of the syntactical structure into the form of conceptual graph. For
this, we have taken inspiration from the case grammars which determine the different
thematic roles taken by the components of a phrase with the help of information

2 When the number of couple of lexical unities observed becomes elevated, we estimates the
probabilities of pertinent association by a method of likelihood: I(x,y) = log (nyy / nmy), With nx and ny the
number of occurrences of x and v. and nx.v the number of occurrences of the couple (x,v).
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acquired about word-order, about prepositions, verbs and context. The analyser
determines the way in which the nominal groups of a phrase are bound to the verbs: the
semantic role specifying how an object participates in the description of an action.

2.2  The formalism of conceptual graphs
2.2.1 The elements of formalism

The world described by a formalism of representation of semantic knowledge is a
collection of individuals and of relations between these individuals which specify a state
which could be transformed. In the model of conceptual graphs [Sowa, 1984], the
elementary objects are the concepts and the relations. Each proposition is represented by
a CG built using oriented arcs connecting concepts and relations. Rules offering the
possibility to join or disassociate are given. A formal correspondence with first order
predicate logic is taken as a core. This basic description of CG shows the mixed
qualities of this formalism: a graphic representation making it easy to read, and a system
of mathematical proofs with solid axiomatic foundation which makes it formal.

2.2.2 Isomorphism CG and logic of the first order

Sowa defined the operator ¢ which makes a formula in the predicates logic of the
first order correspond to every conceptual graph. In the following example, the sentence
The system consists of transmitter will have for equivalent the formula ¢(x):

u : [system: num1]->(ConsistsOf)->[transmitter : *].
O(u) : 3 x, system(num1) A ConsistsOf(num1,x) A transmitter(x)

2.3  Towards a formalisation
2.3.1 Zlanguage as the target language

A specification in Z [Spivey, 1992] is formed by a sequence of paragraphs
comprising schemas, variables and base types. To every expression appearing in a
specification in Z is associated a unique type. This type can be one of three sorts, a
whole type, a cartesian produced type or still a schema type. The relations or the
functions allow us to combine these three sorts of objects. A schema consists of a
signature and of a property on this signature called predicative part. A signature is a
collection of variables, each one possessing a type. They are created by the declarations
and they provide the vocabulary necessary to the mathematical instructions expressed by
the predicates. A predicate is the expression of a property which is characterised by the
whole of the links for which it is true. The variables are of two sorts: the local variables
which have a reduced scope on their schema of declaration and the global variable
which form the object of a declaration outside the schema. Moreover, the formalism
contains three standard decorations used in the description of the operations: ‘“’” to label
the final state of an operation, “?” to label its entries and “!”” to label its exits.

2.3.2 Building of a formal description
To build a formal description which corresponds to an informal specification, we

worked by analogy with the construction mechanism developed by a human expert
(fig.2). We begin by extracting the elements of the formal description, next we identify
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and insert the indispensable elements which are not included in the module to be
specified, then we establish the logic formulas (pre-conditions, post-conditions)
corresponding to the collected elements and their links defined in natural language. The
final phase is built by modelling in Z the CG based on the informal specification.

init : 1 CG by analyzed phrase.

Step 1 : join the graphs of one section : Joint(ul, ..., un) ->u.

Step 2 : find the external references.

Step 3 : find the parameters, variables and relation of the description :
. list the individual referent (object instances),
. list the concepts in function of the referent type,
. list the relations in function of the arity.

Step 4 : launch CG -> Z algorithm which gives Schema U.

Figure 2: Formal description construction methodology based on CG

The algorithmic elements of the translation of a conceptual graph in Z having been
presented in [Fougeres, 1997], we will essentially retain the two successive processes
done on the concepts and on the relations. The referent of a concept becomes an element
of the whole, represented by the type label; as for the relation, this is the object of a
functional definition. The following figures illustrate the process of formalisation by
presenting the three levels of representation of the specification of a simple transmission
of messages between a transmitter and a receiver via a channel of transmission. We first
applied the methodology on the phrases (1, 4 and 7) in figure 3 to obtain a unique graph
u (fig.4, left). Then we calculated the corresponding logic formula, thus deducing the
formal description and then we derived schema Z corresponding to u (fig.4, right).

(1) System consists of a transmitter.

(2) System consists of a channel.

(3) System is consists of a receiver.

(4) Transmitter sends a message.

(5) Transmitter receives indication of loss p in channel.
(6) Channel receives message.

(7) Channel transmits message to receiver.

(8) Channel returns indication of loss to transmitter.
(9) Recciver receives message.

Figure 3: Simplified wording for "message transmission”



COMPUTATIONAL LINGUISTICS 230

\ Given Set [T,Entity,information,apparatus,action)
System :P Entity message : P information  send : P action

graphu; nature: Message
[system:Num1 ] -

(ConsistOf)->[transmitter: Num2]|. transmit : P action receive.r : P apparatus
{<-(AGNT)<-[send: *]->(OBI)->[message: *]:}; chanel : P :
(ConsistOf)->[channel: Num3]- u

ConsistOf ; Entity <-> Entity
AGNT : Action <-> Entity
OBJ : Action <-> Entity
DEST : T <-> Entity

{ (IN(IT)<-[receive:*] -

ﬁAGNT)-;Iqansmiuer:NumZ};
‘OBIJ)->[indication_of_loss:pl:

H idl : system
(AGNT)<-{receive:*¥]->(OBI)->[message:Num4]; id2 : transmitter
(AGNT)<-[transmit:*] - .id3 : channel

id4 : message

(OBJ)->[message:Num4]; id5 : receiver
(DEST)->[receiver:Num5 J;
k 3 (x1 : send, x2 : transmit)

((id1.id2) € CopsistOf A (x1,id2) € AGNT

A (x1,id4) € OBJ A (x2,id3) € AGNT A (x2,id4) € OBJ

A (x2,id5) € DEST)

k

(ConsistOf)->[receiver:Num5]-
(AGNT)<-[receive: *]->(OBJ)->[message:Num4];
%

.

Figure 4: Fragments of the representation in the form of CG and specification in Z

3 Conclusion

We have proposed in this article an overall presentation of the procedure of
formalisation of informal specifications expressed in natural language. It would be
tempting, after having described the formalisation process, to postulate on the
perspectives of making an "automatic specifier” [Balzer, 1985]. This however is not our
point of view. We have not distanced ourselves from the perspectives of assisted
specification, even if we have only briefly mentioned the problematics of assistance.
Automation of the passage of NL specification to formal specification contains three
types of problems:

® managing the intrinsic semantic irregularities of natural language;

e finding the quantity of expert information, of which abstraction is made in the
source specifications — characterisation of the explicit and the implicit;

e compensating for the irreducible part of the passage from informal to formal —
Newell clearly underlines the existence of a specific level of knowledge located
outside of any formal system as well as the problem of transferring this informal
knowledge into formal knowledge ("symbol level").
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Abstract:

This article presents the VIGITEXT system. This system identifies extracts from patent
abstracts in order to facilitate reading of a corpus of such documents in a Competitive
Intelligence approach. The extracts are identified due to linguistic knowledge
expressing general concepts, such as /improvement/, /modification/, /application/. Our
approach does not require specific terminology nor statistical procedures to extract
information from patent abstracts, and is usable in any field.

In this paper, the working context, based on the observation of a Competitive
Intelligence step, is described, then the notions and the content of the extracts, as well
as the VIGITEXT system, are presented.

Keywords: Competitive Intelligence, Information Extraction, Natural Language
Processing.

1 Introduction

In a Competitive Intelligence process, the most important sources of information are
the patent abstracts. The use of bibliometric software permits the evolution and the
recent trends to be identified in a specific field. However, one of the difficulties is to
find interesting and surprising information in these technical documents.

We propose a method based on the identification of concepts independant of the
field, for example /improvement/ (with linguistical indicators such as: improve,
enhance, amelioration, ...), /modification/ (transform, alteration, modify, ...),
/application/ (use to, application in, ...). These concepts, often used in patent abstracts to
describe innovations, seem to give interesting information for an expert in Competitive
Intelligence.

In this article, the working context, based on the observation of a Competitive
Intelligence step, is described, then the notions and the content of the extracts as well as
the VIGITEXT system are presented.
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2 Competitive Intelligence and patents

In a Competitive Intelligence process, the most important sources of information are
the patent references, which contain the description of research results. Some tools are
used to analyse these kinds of resources.

2.1 Objectives and means in a Competitive Intelligence approach

In Competitive Intelligence, some of the objectives are to identify: the frequent
subjects tackled by differents groups of researchers, the leaders in a specific field, and
the unexpected information of outstanding importance. In order to identify them, some
electronic textual resources can be used: on-line data banks, Internet, Intranet. These
resources contain full texts or abstracts.

According to specialists of Competitive Intelligence, such as Daniel Rouach
[Rouach, 1996], the most important resources of information are patents. These
resources are obtained in reference form, by interrogating specific data banks. Actually,
these documents are checked by specialists (as opposed to Internet pages) and contain
descriptions of inventions and research work.

For example, in a Competitive Intelligence approach, specialists obtain between 100
and 5000 patent references. The problem is to exploit such a corpus in the best way.

2.2  Anexample of a patent abstract

In order to propose another method to exploit the textual resources for Competitive
Intelligence, we studied the textual content of patent abstracts. The patent references
contain structured information in the fields «authors », « date », «key-words », and
unstructured information in the fields «title » and « abstract ». Here is a short example
of a patent abstract in the transgenic plants domain. Such abstracts usually contain 150
to 200 words on average.

TI Transgenic plants expressing chitinase - with increased cold resistance or sugar
content.

AB Plants which have been transformed with chitinase-encoding DNA so that they
express active chitinase and which (a) are resistant to cold damage or (b) have enhanced
reducing sugar levels, are new. USE - The plants , especially tomato plants , have
improved frost resistance or produce sweeter fruits. Dwg.0/2

Figure 1: Example of a patent abstract

On the one hand, in order to exploit such information, we do not want to use a
specific terminology of the field, because the fields of interrest in competitive
intelligence are always recent and not described. On the other hand, we do not want to
use a statistical method as it does not permit non-frequent information to be identified.

2.3  Different methods and different results
The most usual systems to analyse these documents are statistical systems: they

permit the identification of the most frequent words and concepts, and also the most
important patent assignees. Some systems also apply multidimensionnal analysis, like
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the Tétralogie system [Dkaki and al., 1997], which helps to identify collaborations
between researchers. But those systems cannot identify rare but important information.

Other systems are adapted to extract terminology about technical texts. For example,
ANA, developped by Chantal Enguehard [Enguehard and Pantéra, 1995], uses statistical
procedures, a few heuristics and some knowledge to identify elements of the
terminology of a domain, which can be used to index the texts. But those systems
provide static terminology, which is not adequate enough to identify information.

3 Use of non domain dependant concepts

To obtain the following results, we observed a first corpus of 30 patent abstracts in
English concerning transgenic plants [Goujon, 1999].

The principle is as follows: to describe an innovation, the writer insists on what is
improved, on the new applications or possible uses, on modifications added or obtained.
We exploit these concepts, and others identified in the patent abstracts, to locate
interresting information.

3.1  List of concepts

Presently, we are using twelve concepts, organized into two sets: on the one hand, a
coherent set of concepts explaining a /change/ (with the general concept /change/, and
four sub-concepts /improvement/, /deterioration/, /increase/ and /decrease/), on the other
hand, a set of varied concepts introducing a result (/production/, /resistance/,
/application/, /control/, /identification/, /effect caused/ and /destruction/).

These concepts are associated to sets of linguistic indicators, for example: transform,
increase, application, resistance, etc.

Some rules permit the presence of a concept to be identified due to the indicators and
some relevant clues.

The sets of indicators were obtained by using dictionnaries of synonyms, and the
Beth Levin’s classification of verbs [Levin, 1993] and by studying the content of the
corpus.

The final extract must contain at least the indicator of the concept, and
complementary information. For example, in the following sentence: « Plants which
have been transformed with chitinase-encoding DNA so that ... », the ideal result
explaining the /change/ concept contains the description of the element being under a
transformation: « Plants which have been transformed ».

3.2 Results

As the user does not know which is the most important information on the corpus, he
is not able to ask a specific question to obtain results. Our approach, which does not
depend on predefined terminology of the field nor on weighting the interest of
information according to its frequency, permits the user to discover potentially
interesting extracts.
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The users of VIGITEXT are scientists and experts in Competitive Intelligence, so the
interface must be easy to understand and manipulate. In particular, the results are not
organized into templates, or into multidimentional representations difficult to interpret.

The VIGITEXT system supplies extracts organized by concepts. Such results cannot
be obtained with a search engine, because these systems are efficient in the
identification of documents containing a term but not a concept. Also, a search engine
provides a list of references, but the user is compelled to read each document to know
the content.

3.3 A rule of contextual exploration

We use the contextual exploration method, developed by J.-P. Desclés and J.-L.
Minel [Desclés and Minel, 1994]. This method has been used yet successfully for other
tasks in French (automatic abstracting with Seraphin [Berri, 1996], identification of
actions in texts with Coatis [Garcia, 1998],...). This method is adapted to proceed on
technical texts containing a lot of unknown words, because it does not necessitate
syntactical parsing.

The following rule of contextual exploration concerns the /resistance/ concept. The
objective of the rules associated to this concept is to capture the description of the
element against which there is a resistance felt.

Rule: R_Res_1
e Conditions : L1 := { protect, protects, protecting }, L2 := { against, from }

There is indicator element of L1, clue element of L2 such as : DistancelnWords
(indicator,clue) < 6, Position (indicator) < Position (clue)

o Actions : IdentifyBeginOfCIP ( RelevantWordAfter (clue) )

CreateExtractAfter (indicator).

Examples :
[1] « on the rind protects citrus fruit against freezing and chilling. »
[2] « plant defensive genes to protect against pests that feed on the plant . »

[3] « Used for protecting plants against attach by insects without the need for
chemical insecticides »

[4] « ... can be used to protect animals, e.g. pigs, cows, sheep, goats, dogs or cats,
against mucosal diseases, ... »

Table 2: Rule and examples on /resistance/ concept

In this rule, the distance between the indicator and the clue is 6 words at the most. In
the first three examples, the conditions are verified, so extracts are created, but in the
fourth example, the condition on distance is not verified, so no extract is created.

3.4  «Cutting out » of the extract

Actually, the cutting out is based on the punctuations, known verbs and a few
prepositions. The previous rule obtains these results for each examnole:
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[1] => /resistance/ - « protects citrus fruit against freezing and chilling »
[2] => /resistance/ - « protect against pests that feed on the plant »
[3] => /resistance/ - « protecting plants against attach by insects »

This method is not adequate in any case, for example in [4] the comma introduces
examples which can be important and that do not divide the sentence into two clauses.
In the abstract shown in Figure 1, this method is not very effective, because the
sentences are quite long, and contain anaphora (« Plants which ... and which ... ») and
interpolated clause (« The plants, especially tomato plants, have ... ») which are not
taking into account yet.

Another difficulty is the length of the extract, which can be very heterogenous
depending on the writer’s style (some extracts contain about 30 words because of the
absence of punctuation or known verbs).

3.5 Interest of the method in other kinds of documents

To evaluate the interest of this method in other kinds of documents, we tested it on a
full-text patent in the transgenic plants field, and on a corpus of 10 abstracts of articles
on health.

We obtained these results: 149 extracts were identified from the full-text patent, and
27 extracts were obtained from the 10 abstracts of articles. The evaluation of the quality
of these results is not easy, but in any case it is interesting to note that the method is
efficient on long documents, on abstracts of articles and on subjects other than
« transgenic plants ».

’J—

For each document /application/
Documentn 1
! Internal representation of the text .
: 1...*¥useful* for hybrid
An  isolated according to predefined general deveropment Y
nucleic a.c1d molecule knowledge e confr
gbz:()dmg ¢ gl;jz,il:}z M " N2 _N nc;,.r'natode resistance to
tein (RPP) P Application of the rules of| plants
protemn » 18 MEw. contextual exploration :
Also claimed are: (1) P /un[;rovemen;/
a vector comprising NG 9...*enhance rubber

(D; (2) an isolated Recovery of the results of all the production in plants

nucleic acid molecule analysed documents
which hybridises to (I)

under conditions I

=

Output: set of extractd
Input: short documents in VIGITEXT organized by identified
English concepts

Figure 3: Architecture of VIGITEXT

4 The VIGITEXT system

VIGITEXT 1is programmed with the object-oriented language Java. It analyses
documents contained in a data base, and allows a user to consult the information of the
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corpus through the extracts on the interface. A gathering module permits the user to
group the extracts according to his own knowledge.

4.1 Architecture of VIGITEXT

As it is shown in figure 3, the analysis of a document consists first in the construction
of an internal representation of the text according to linguistic knowledge. Then, the
rules of contextual exploration are applied. Each identified context results in the
creation of an extract. All the results are grouped by concepts on the user interface.

Actually VIGITEXT runs with about 70 indicators (that is to say about 200 forms)
linked to the concepts (principally verbs, but also some nouns and adjectives) and about
a hundred linguistic clues (prepositions, articles, forms of the verb « to be », etc.).

We have defined about 80 contexts which are identified by the rules of contextual
exploration.

4.2 Watching a document and its extracts

in isolated nucleic acid wolecule (1) encoding a gmayale rubber
particle protein (RPP), iz new. Also claiwed are: (1) a wector
conprising (I): (2) an isclated ruacleic acid molecule which
hybridisez to (I) under conditions represented by a wash stringency
of 0.45 M WaCl, 0.04 M sodium citrate, 0.1% sodium dodecyl sulphate
at 45 deq. C: [3) a transgenic plant containing (I) as a Transgens
; and (4} a plant host cell containing the wector of (1), USE - (I)
can ke used to induce rubber biosymthesis in organisws which do not
ordinarily synthesise rubber. {I) can also be used to enhance
rubber production in plants that already synthesise rubber.

2

Nombre d'extraits repérés: 8

Iotion

Production rubber *production®
ﬁl.,'tilisatior| AB *used®to induce rubber hiosynthesis in organism:
:!._Jtili:s:ation AR *used* to enhance rubber production in plants

u

Figure 4: Interface showing a text with the associated extracts

To see the results, the user first selects a concept in the hierarchy shown on the
interface. Then he obtains the list of extracts expressing the chosen concept (each
extract is presented with the reference to the source document). If an extract seems to
introduce important information, the user can select it to show the associated text.

On figure 4, the interface to see the text is presented: at the bottom, a table shows the
extracts, which can be selected by the user, and at the top the text is in an area with the
selected extract highlighted. With this interface, the user can quickly identify
information about /application/ and /production/.
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4.3  Organizing the extracts

We have developed an extracts gathering module. In fact, first the extracts are
organized by concepts, statistically. But, seeing the extracts associated to a concept, the
user quickly identifies extracts expressing similar information, or he locates
uninteresting extracts. So, a gathering, as and when accessing to extracts, will permit the
user to be more effective.

This module permits the user to create sets containing extracts from one or more
notions.

For example, we carried out an experiment with a user, who created the group
«insecticides », and associated to this group 8 extracts (corresponding to 6 patent
references) identified from different concepts.

insecticides group:
« plants with *improved* resistance to insect predation » - ref 200
« *control* Lipidoptera esp » - ref 138
« *protecting* a plant against an insect pest » - ref 142
« lepidopteran-toxic proteins *produced* » - ref 140

« *Increasing* the host range or toxicity of an insecticidal protein or a protein
domain exerting its activity via interaction with the gut epithelium of insects
within its host range » - ref 138

Figure 5: Results obtained with the gathering module

Such extracts may not be gathered by a classic search engine, as they do not contain a
common terminology to express the information.

With this module, the user can: modify a group name, suppress a group, transfer one
or more extracts from a group into another, and remove one or more extracts from a
group. When a group is deleted or some extracts are removed from a group, the
associated extracts are automatically associated to their initial concept.

In other respects, the resulting document groups can be statistically analysed.
5 Conclusion

The VIGITEXT system provides an original access to information described in patent
abstracts, due to a hierarchy of general concepts associated to textual extracts. The
classification is interactive, due to the extracts gathering module, which permits the user
to organize the extracts according to his own knowledge.
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Abstract:

Extraction processing systems of terms or concepts give different results according to
their strategy of search. The systems using statistical methods can treat a lot of texts but
do not allow a very rich interpretation of results. The systems using linguistic methods
allow a finer semantics but treat with difficulty a lot of texts. Coupling these two
approaches allows the treatment of a lot of texts and in this way answer better the
present needs. These structured knowledge can be used, for example, in "knowledge
management".

IOTA is founded on a morpho-syntactic analysis and on the selection of the most
representative term according to statistic criterion. SEEK-JAVA uses a semantic method
(the contextual exploration) without syntactic analysis for the extraction of semantic
relations between terms. The integration, in the data processing sequence ECoRSe, of
IOTA and SEEK-JAVA, is carried out for the construction, from large corpus, of
terminology in which the links between terms are interpreted. The relations identified by
SEEK-JAVA (hierarchy class / subclass, attribute / value, instances of class, relation
between an object and its part) build a terminological network giving semantic labels
with relations between terms detected by IOTA. They are inserted in an organized
system of meaning. The subjacent linguistic model is Applicative and Cognitive
Grammar.

Keywords: Contextual exploration, knowledge extraction and capitalization, semantic
relations between terms.

1 Introduction

According to their strategy of search the information processing systems of terms or
knowledge extraction give different results.

Systems using statistical methods, sometimes coupled with a morpho-syntactic
analysis [Daille, 1995; Enguehard, 1993; Bruandet, 1989; ...] and systems using
connectionist methods [Seffah and Meunier, 1995; ...] can treat a lot of texts but the
results give much noise. These systems provide many information which do not always
represent the domain. Systems which seek links between the detected terms do not
propose interpretations of the relations between terms.

Systems using linguistic methods cannot be used for the treatment of a lot of texts.
Most of the time, the analysis consists of a morpho-syntactic analysis [Bourigault 94].
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On the other hand, some systems [Jouis, 1993; Le Priol, 1998] use a semantic method
that allow the identification of the semantic relations between terms.

To couple a system using a statistical method (IOTA) and a system using a semantic
method (SEEK-JAVA), allows the treatment of a lot of texts. The semantic relations
identified by SEEK-JAVA increase the possible complexity of a terminological network
by giving semantic labels to the relations between terms detected by IOTA. However, to
know the nature of links between terms can be an help for an expert at the time of the
terminology validation.

2 SEEK-JAVA: extract semantic relations between concepts

2.1 System structure

Text
Textual segment
Task : static relation
‘ Platform ContextO F:’ BDContext
indicators, indices,
¢ rules of SEEK-JAVA

Concepts capture

.’i/' (arguments of relations)

v

Results capitalization

in a database

Graph v
:> Results
Database representation

Figure 1: SEEK-JAVA in FilText project

"seekjava"

SEEK-JAVA objective is a knowledge extraction and organization on the basis of
text using contextual exploration method. It allows semantic relations extraction
between concepts, knowledge organization in a data base and give results in form of
graphs.

SEEK-JAVA (Figure 1) is an element of FilText project. Contextual exploration
engine ContexO, associated with linguistic knowledge data base BDContext [Crispino et
al., 1999] allows "the decoration" of text by semantic labels specifying relations.
Knowledge, triplet concept-relation-concept, are capitalized in "seek-java" data base
then represented in form of graphs for a better interpretation.

2.2 Semantic relations
Semantic relations aimed by SEEK-JAVA are expressed by linguistic marker of

"leave-all", ingredience, attribution by membership with a class, inclusion between
class, localization, identification and identity relations.
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Location archirelator
T

identification differentiation ruption
equality 1S
identity IS—]—}AS H?S IS A
‘ localization PORS attribution
//"/ N ingredience f \
. Ao .
loc-in loc-ex loc-fr loc-fe possession  inclusion membership

Figure 2: "architectonie"

In French, these static relations are attached to linguistic expression of primitives "is"
and "has" [Desclés, 1987]. They are organized in a location network called
"architectonie" (Figure 2).

Location function is the establishment of a location linked between a located entity
and a locates entity. The semantics of each static relation correspond to intrinsic
properties: the functional type (semantic type arguments of relation); algebraic
properties (reflexivity, symmetry, transitivity...); layout properties (combination) with
the other relations in a same context (i.e. in a given static situation).

23 Contextual exploration

Contextual Exploration [Berri, 1996; Desclés, 1997] consists in the seek in texts
giving indices which play “release” role then in the seek of complementary indices in
“release” context. When the “release” of the complementary linguistic indices are
identified, it is possible to conclude on the semantic relation. “Release” indices,
complementary indices and conceptual exploration rules constitute a linguistic
knowledge base which remains relatively independent from the domain. Indeed, selected
linguistic indices belong vocabulary to general language and not to a particular domain.

Head : Ringrdvrs09

Release : relation statique

Comment :

classe de lindicateur Exemple prototypique
&letreLingVerbPpasDivers4  Les ceufs de Paques dont sont garnies les poules en chocolat.
Body

E:= créer_espace(DonnerAnterieures(I))

L := &dont

Condition

Il_existe_un_indice x appartenant_a E tel_que classe_de x appartient_a (L)
Action

1. attribuerEtSem(PhraseParent_de I, "ingrédience")

Figure 3: rule Ringrdvrs09

A rule (Figure 3) is made up of five characteristic parts: "Head" is used to indicate
the rule name; "Release” allows the indication of the contextual exploration task
concerned (for SEEK-JAVA, it is a "Static Relation" task); "Comment" gives the
possibility to provide some information as a class indicator which activate rule, a
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prototypic example and possibly an additional explanation in natural language; "Body"
gives contextual indices class, search space and rule condition; "Action" allows the
attribution of semantic relation to the treated statement.

2.4  Linguistic knowledge Organization

Accumulated linguistic knowledge is stored and managed in the data base BDContext
[Crispino et al., 1999]. They are structured in tree tables (Figure 4).

The first table groups information concerning the linguistic markers (name, class,
type...). The second table allows grouping in "étiquette hors contexte" column , markers
class labels. The third table groups rule indications. These three tables are dependent
between them by "Classe” or "ClassIndicateur" fields.

Marqueur Classe Type Forme | Temps, mode
marqueur
représenter | &Iverbeide Indicateur simple | Présent, futur, imparfait, conditionnel
3° Singulier, 1° et 3° Pluriel

v___J

ClassIndicateur Etiquettes hors-contextes
&lverbeide Identification, mesure
A
NomRégle | ClassIndicateur | Indices Indices Décision Contexte
contextuels contextuels
gauches droits
Ride07 &lIverbeide identification | phrase

v [ Exemple prototypique: Les iMac représentent la nouvelle génération de Mac |

| NomReégle | Classindicateur | Indices Indices Décision Contexte
| contextuels | contextuels

i gauches droits

 Rmes04 &Iverbeide &mesure &numeral | mesure phrase

’ &LingPrep2 | &unite

\ Exemple prototypique : Une longueur de 1000 m représente 1 km ]

Figure 4: linguistic knowledge organization: the marker "représenter”

2.5 Knowledge capitalization and representation

Semantic relations and their arguments are capitalized in a data base. User can thus
simply handle the data (Figure 5).
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refaticri argument_droit COrpuS

WisualCatedhDE\Project
ualCafedhDEIProjer
ualCafedbDEProjec

mﬂmwmﬂm <
§ gravures rupestres inclusion figures géometrigues ClisualCaredbDEPrajec
Qravires rupestres inclusion figures non représentatives  :CilvisualCafedbDEVProjec
figures non représentatives ‘ingrédience cupules isnlées C:WisualCafedhDEProjec
figures non reptesentatives ingrédience groupes de cupules isolées (CiVisualCafedhDEWProjec
|
prime:

argurnent_gau
aravures rupestres inctusion _scorniformes
gravures rupestras inclusion o armes et outils

gravures rupestres inclusion . figures anthropomarhes

figures non représentatives ingrédience plages C:WisualCaledhDEPrajes
figures non représentatives :ingrédience harres CWizualCafedhDEProject
figures non représentatives -ingrédience figures inclassahles CiWisualCafedbDEProjec
CwvisualCafedhDE\Project.
VisualCafedhDEProjec
ualCaredbDEProject

figures genmetriques ingrédience cercles

figures geomeétriques ingrédience Croix

figures geometriques inarédience Eloiles

figures yéometriques ingrédience ‘reticulés

figures géométrigues :ingrédience spirales

figures anthropomorphes ingrédience figures simples

figures anthropomorphes  ingrédience figures complexes

figures anthroparmorphes  ingrédience comiformes anthropamorp..
Agures anthropomorphes  ingrédience réticul nthraparmarphis,.
armes et outils ‘ingrédience noignards etlames

enregistrer tout armes etoutils mgrgdrenca r:‘aliebardee 2 ualCaIedbDElleJed.“
armes et outils ingredience Taucilles C:WisualCafedhDEPrajes

sualCaiedhDE\Project
fisualCafedhDEProjec
ualCafedhDEWPraject
C\WisualCafedhDEWProject,

visualCaredhDE\Projec
WisualCafedbDEPraject...

i ] :
armes et outils ingrédiernce haches CiWisualCatedbDEWProject.
IR {ormes etoutils ingrédience armes diverses C:WisualCafedhDEPrajer
m armes et outils ‘ingredience claviformes CWisualCafedhDE\Project... i v

Figure 5: "seek-java" data base

The table presentation allows fast and simple handling (tri, search...) but does not
allow fast interpretation for lack of legibility. Knowledge representation in graphs,
based on the semantic networks formalism, comes to supplement the table
representation (Figure 6).

QSEEK\IAVA: sous-graphe Argume:

Relacher

Figure 6: graph obtained starting from ;?:orpus on "gravures rupestres"”

3 Data processing sequence ECoRSe

3.1 Data processing structure

IOTA and SEEK-JAVA integration is carried out using large corpus, for
terminologies construction in which the links between terms are interpreted. Principal
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interest of data processing sequence ECoRSe (Figure 7) is the complementarity of the
two systems. IOTA works using large corpus. It allow the extraction of terms and not
labelled relations between terms (cliques). SEEK-JAVA works using short texts. It
detects semantic relations between terms but the terms are not automatically located.

IOTA segmentation
)
v v
Choice of the » Constitution of the
research topic under corpus

\_\f

Graph / Selection of the
SEEK-JAVA ”| relations related to
Datab the research topic

Figure 7: Data processing sequence ECoRSe

After cliques constitution by IOTA, user chooses his study topic by selecting a
clique. Corpus sentences having made it possible to build the selected clique constitute
user sub-corpus. Sub-corpus size is reduced (maximum tree or four pages for each sub-
corpus) that is appropriate for SEEK-JAVA.

3.2 1IOTA

IOTA [Chiaramella, 1986] is a Search Information System (SIS). To increase SIS
performances (relevance of found documents by system) and to reduce system silence, a
thesaurus is often used. IOTA approach consists in automatically building thesaurus
using texts. It is thus a more restrictive vision of thesaurus. We regard as thesaurus
terms only concepts found in the corpus.

Subjacent assumption amounts considering that two terms which present frequent co-
occurences in a same sentence are dependent or at least relate to the same concepts.
Measurement that we defined [Bruandet, 1997] is founded at this lexical distance
between two lemmatised terms and take into account:

e occurrences number of terms couple,
¢ pseudo-syntactic information.

It is obvious that associations between certain word categories such as prepositions
have no interest for knowledge acquisition. Thresholds of values are defined for various
syntactic categories which are substantives, initials and/or proper names, adjectives,
verbs and prepositions and/or conjunctions (Figure 8).

This method implementation supposes a morpho-syntactic analysis adapted to the
SIS. At the end of this analysis phase, lemmas (called simply terms) are extracted and
associated with syntaxic category.
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10 ——~
sigles et
)\ noms propres
20 —~" 7 8
substantif 9 adjectif
¥

— 5
é verbe
préposition 20

Figure 8: Graph of the syntactic categories

Measurement values are recorded in a term-term matrix. Graph associated with
matrix is difficult to interpret and analyse. It is thus necessary to extract from it
information more easily interpretable and corresponding better to the knowledge
expression. We extracted from this graph the complete maximum sub graphs called
cliques (sub graphs whose nodes all are inter-connected between them). These cliques
bring information to connections between terms. They represent, for a given term,
"strong" contexts found in text.

4 Conclusion

IOTA allows well to release terms dépendent between them but links nature remain
completely unspecified. In other words, IOTA determines potential relations and SEEK-
JAVA must use these terms as arguments of semantic relations which it detects.
However all the links between terms built by IOTA do not generate a relevant semantic
relation between concepts detected by SEEK-JAVA.

The semantic networks built by ECoRSe can be used for different tasks:

- To consider more "semantic" indexing strategies of documents; selected elements
not being only nominal groups but terms or nominal groups semantically dependent.

- Semantic relations facilitate networks interpretation by user (user is for example an
expert charged to validate a proposal for an automatically built terminology).
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Abstract:

Many new information systems rely on the definition of profiles. This paper presents the
application DECID, based on profiles characterizing all the activities and skills in a
research center. A critical review is made about human factors linked to the use of
profiles, especially in the context of information sharing and dissemination.

Keywords: human factors, DECID, electronic documents, information filtering,
selective dissemination of information, user model.

1 Introduction

1.1 Organization of the paper

With the Web development, the volume of available and exchanged information
keeps growing. Moreover, the computing powers have reached scales that allow new
application opportunities. These two main factors, at least, have contributed to the
interest for any kind of personalization for information systems, with the success of
notions like filtering, routing, and user profiles. Among the diversity of propositions,
we would like to stress the major models used, and the common questions encountered
by applications relying on profiles. Actually, profiles are here a key element in the
relation between human and computer.

We will then present DECID, a kind of routing application, running for 3 years in an
industrial environment. DECID is characterized by 3 features, that make its strength and
its novelty: (i) automation and place given to human interpretation, (ii) central use of
texts, (iii) collective meaning of profiles. Grounded observations can now be collected
and analysed, regarding human factors in the setting and usage of such a targeted
distribution of information application.

1.2  Personalized information systems
1.2.1 Profiles as queries

SDI (Selective Dissemination of Information) is the classical technique which
consists in defining a sophisticated long-term query about a particular topic, with the
help of a professional librarian. This query is then used to periodically alert about new
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documents on the topic. The professional investment required to build a profile
generates two limitations: either only some people can afford defining their interest
profiles, or general strategic topic are chosen and corresponding profiles are defined, to
which people can subscribe —but these are no more personal profiles. As new
technologies have arisen, three modern versions of SDI have appeared: routing, filtering,
and personal agents.

Routing has been defined as a complementary task towards adhoc retrieval [Belkin &
Croft, 1992]. In the routing task, the query may be improved knowing the relevance
judgement of the user for already seen documents. Actually, it is assumed that every
user is implied enough to provide systematic assessments. But relevance feedback may
be different in the context of long term queries, in order to avoid converging on one
arbitrary subtopic, and to “forget” what’s no more in the present interests [Allan, 1996].

In the filtering perspective, one receives information by a certain “pipe” (e-mail,
newsgroups) but one judges that part of it is irrelevant, and that it would be a great help
to reduce the number of items presented [Lutz & al., 1990]. The danger is obvious:
either you check the eliminated information, and gain no time; or you are exposed to any
failure of the system, which may be especially serious for nominative information.

As for research about personal agents, it is above all concerned with spreading and
cooperation strategies to explore the net. Moreover, queries are more rules to extract
predetermined information than open queries to discover new matter.

1.2.2  Profiles as context for information processing

There are also profiles that are not queries themselves, but add information to process
queries. User models have been studied for a few years, and their conditions of
acceptance and limits are known [Allen, 1990].

Electronic Documents Management Systems offer different views and accesses to a
big unique document collection, according to parameters that are defined by the
administrator of the document base (parameters like project, area of responsability, etc.).

More generally, some profiles are used to reduce the access to information, instead of
enriching it. If the search area is too focussed, this goes against open-mindedness and
useful knowledge of the environment. Such profiles may be like blinkers.

1.2.3 Profiles as searchable representation of people’s activities

A third way to conceive profiles is to characterize people’s activities and skills, for
every person of a community, so as to be able to find every person concerned with a
question [Harvey & al., 1994] [Streeter & Lochbaum, 1988]. Specific human aspects of
these applications will be detailed in § 2.2.

2 The DECID system
2.1  Defining characteristics
2.1.1 DECID overall description

DECID stands for Diffusion Electronique Ciblée d’Informations et de Documents,
“targeted electronic distribution of information and documents”. DECID is a document
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routing system for selective dissemination of information throughout the research center
of EDF, the French electric power company. The system is available via the Web on the
Intranet, so that everybody in the company can use it easily without installing any
specific software. DECID has worked for 3 years, and it has about 500 users and
receives 10 to 20 queries a day.

e o ey DECID  is used to find  people

o - concerned by a document, or experts on a
topic. The text of the document is directly
submitted, for example with a copy/paste
command. After a few seconds, DECID

Texte intégral des actions 1997 displays a list of selected researchers or
- el g teams, in relevance order and with
‘Classe d'une rible Nombre de reponses Preselection des cibles 1 T
Paramenes " s detailed explanations for each proposal.
. - ) . The user can save his/her selection in a
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ou tapez le directement ci-dessous : ﬁle, or e-mail the document to the people

zk s/he has chosen.

Cocumentaticn

soummcs o neeE The three main features of the targeted
o e distribution are: (i) automatic processing
and place given to human interpretation
and decision; (ii} the use of texts both for
querying (instead of keywords), and for
characterizing people interests and skills
(profiles are based on a corpus of research programs texts); (iii) the set of profiles
represents thoroughly the research center activities.
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The automatic processing of the query is fast, so that the search is interactive and
efficient. It allows the circulation with no delay of public or confidential information,
and escapes from the contingent hierarchical organization which usually channels and
compartimentalizes the information exchanges. The user who seeks for people
concerned by a document keeps a key-role: the computer can suggest people, but cannot
determine what is relevant: relevance is an interpretative judgement. That’s why great
attention has been devoted to building an interface adapted to the presentation and the
navigation in the texts (texts as input, when the document is submitted, and texts as
output, for the explanation of the selected profiles). The results’ topical classification
also allows a non restricted number of propositions (silence reduction) without wasting
time because of some irrelevant ones (noise neutralization) [Bommier-Pincemin, 1999].

2.1.3 The key role of texts

All DECID inputs are texts: texts representative of a person’s current activity for the
profiles, and texts of the documents to be compared with profiles. So, there is no need
learning a query language to use DECID, and no need “‘translating” the document with
some information loss. For robustness considerations, the system does not assume some
special structure or layout of the text. The process considers fundamental textual
properties, and can also take into account knowledge about some main texts genres.

For the profiles, everybody can be equally characterized, as soon as one can collects
for example all existing texts establishing the research activities for the year. Therefore,
no involvement is required from the people to build their profile.

Moreover, using texts instead of keywords gives more semantic to the search: the
noise is reduced (because the text brings disambiguating context to the words it uses),
and the recall is raised (the text develops the subject, varies the vocabulary, refers to the
domain shared background, and mentions some related questions). More semantic
indexing units, adapted to full-text, can be defined [Bommier-Pincemin, 1999].

2.1.4 Collective meaning of profiles

All the profiles together provide a fair view of the activity of the research center.
DECID can thus really help not to forget anyone concerned by an information, or to find
the expert(s) on a question if s/he exists in the center.

The significance of every profile is related to its environment among other profiles.
The profiles are not independent from one another, like in SDI systems. As there is an
intertextuality among the texts of the corpus used for the profiles’ definition, there is an
interdefinition of the profiles representing people of the same organization. For
example, the profile brings out the person original skills and professional experiences.

2.2  Human factors in targeted distribution of information

2.2.1 Effects on the organization of work

When they get to know DECID, people often worry about the increase of information
amount in mail boxes: “the easier it is to route information, the more information one
will receive”. On the contrary, DECID’s aim is to reduce excessive disseminations,
which are to be replaced by targeted distributions. People then receive much less
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irrelevant documents, and a few new accurate information they may have missed
without the system. DECID is even more used to find people than to send documents.

One of the main current dissemination practice concerns the internal reports. The
author of the internal report wants to know the list of persons to whom the report is to
be sent. These people are not only the ones directly concerned by the topic: people who
pay for the work, officials, colleagues of the team, experts, friends. DECID can be a
help for the author not to forget some concerned people, but it would be a disaster if
used to compute lists of names without the author’s supervision.

2.2.2 Information exchanges and relationships

The reasons to send or to want a document are often a mix of rational and irrational
motives: there is useful information, but also clear conscience information, relationship
information, reassuring information (‘“just in case”), affective information (for example,
about an old project one used to be very implied in).

Sending a document is not trifling: it is a social and meaningful action. Some implicit
rules regulate exchanges: for example, usually one doesn’t forward a document which
seems to be of poor quality. Conversely, there is a social pressure towards information
transmission, via the accusation of withholding information. Among hierarchic ranks,
information exchanges are codified. A document received from a superior may be
interpreted as “something one ought to read”. A document sent to a superior may be
partly interpreted as a means to attract his/her attention.

(French) social proprieties restrict sending a document to someone unknown: this
might be seen as an intrusion or fawning. The role of DECID is then to give a good
description of the activity of indicated persons, so as to make the first meeting easier, if
the opportunity arises. Could the sender be anonymous? This would have two
drawbacks. The sender would feel less responsible of the quality of the routing. And for
the addressee, a great part of the value of the document s/he receives lies in the fact that
a colleague personally has thought s/he could be interested by the document.

DECID serves the top managers purposes: a better coordination in the company, a
reduction of duplicate activities, a more reactive organization. For middle managers,
DECID takes a part of their job. They are the ones who used to pass information on, and
some of them may feel stolen from one of their special tasks. But the ones who receive
lots of information —because their name or position is well known— appreciate DECID
anyway, because it helps them being efficient in all this information redistribution.

Sharing information is not spontaneous. Information owning is linked to power, it
can make you indispensable. That’s why managers have to practically encourage
communicating attitudes. In the case there are tension or conflicts between two teams,
which are in competition within the company, each team may try keeping its significant
information for itself. Furthermore, individual benefits have to be considered as well as
collective benefits. The direct and personal benefits for the user must be commensurate
to the invested efforts.

2.2.3 Ethical concerns

For the DECID system, profiles are computed without telling it to the researchers or
involving them. At least, people are curious to know how they have been described:
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“How has my profile been made ?” Two points must be clarified so as to make the
system acceptable. First, it must be clearly explained which data have been used, and in
what way they are processed for the profiles’ building. In DECID home page, it is
specified that all the information used comes from the “textes d’Action”, which are
written by the researchers for the managers in order to plan the center activities for the
year to come. Knowing that the profiles are issued from these particular documents is
essential, not only to understand one’s profile, but also to properly interpret the results
of a DECID search. The second point which has to be clarified, is that a profile stands
for someone’s professional activities and skills, and not for the person his/herself. Some
users would like to add or rectify information in their profile. From experience, we have
decided not to allow these interventions: it would be very costly (because of the time
spent to do it, and because it would be better doing it with an expert of the system), and
it might deteriorate the regularity and the homogeneity of the overall representation.

Users may also worry about the interference of an automatic system in the human
relationships: “Do we set a world where people are closed in their office and just
communicate by sending electronic documents via the nets ?” Of course not!
Everybody knows how important are informal talks and word of mouth information
spread, and how essential are the relationship networks for the smooth running of a
company. The role of DECID is actually to reinforce these exchanges by suggesting new
people to meet, by recalling people one might have forgotten, by decompartimentalizing
the organization. Typically, a good use of DECID is not to directly send a document to
everybody more or less concerned, but to find a few good starting points, that is people
from different teams who can pass on the information accurately (the system is not
perfect) and who feel personally implied.

Another worry of users is the fact DECID might take the place of some workers and
generate unemployment. But DECID makes a job which did not exist before, because it
is no human job: a man cannot have a comprehensive and detailed view of all the
current activities of several thousands of researchers. Conversely, DECID cannot be
used without implying a human intelligence: DECID displays results, which have to be
interpreted with judgement. Indirectly, DECID contributes to a more efficient work
organization. This improves the dynamism and the competitiveness of the company, and
should decrease long-term unemployment.

3 Conclusion

From the beginning, the DECID project has two main targets:
(i) decompartimentalizing the research center, by helping people finding other
researchers working on any given subject; (i) creating a new dynamic for information
distribution, with documents exchanges that would be faster, more accurate, and with
overall less waste of time, of paper, and of energy.

After 3 years of use, one can say DECID has reached its first target, but that we are
still under way for the second target. We have confirmed how much one has to take into
account numerous and diversified human factors, as regards systems dealing with texts,
information and communication. We have also stressed the relevance of the technical
principles of DECID: the direct use of texts (with a richer semantic than non librarian
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keywords representations), and the cooperation between complete autornatic computing
and human necessary interpretation through an elaborate interface.
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Abstract:

We present a human-centered process for indexing image content. By image content we
understand high-level interpretative information as opposed to information extracted by
automatic image processing. We have developed an interactive application which guides
a user in his/her extraction of semantic information from images. Multiple descriptions
of the same image and easy extension of the description schemas were two of the main
goals of the SEMINDEX application. We also present some results and guidelines taken
from our own experience using the SEMINDEX process.

Keywords: semantic indexing, content description, human/computer interaction,
interpretative semantics

1 SEMINDEX in context

It is not possible to unify semiotic domains. It is not possible, for instance, to
create images as you create text, to understand oral speech using image items etc. We
don’t even have to develop complex arguments in order to sustain such a statement.
An anthropological or purely historical or cultural observation is merely sufficient :
if translation between two different semiotic domains were possible and somehow
equivalent, a cognitive economy principle (even if always obscure) would erase one in
favour of the other.

Nevertheless, in the case of information retrieval, one needs not to dispose of the
whole semiotic content of the image. On the other hand, textuality seems to possess
two particular features that make it preponderant for any demand addressing the meaning
of an item such as an image or a sound. Firstly, it is notorious that natural language can
be used to say everything that is not ineffable, with the precision one wishes. Secondly,
natural language uses symbolic data that may be largely exploitable by machines, and still
be understandable by users.

In line with these assumptions, the SEMINDEX project aims at offering assistance
means for a non-expert user, both in textualizing and recovering information of images.
In other words, SEMINDEX develops two modules for guiding a user in rendering
descriptive, plastic and interpretative features of an image or of several images, and/or in
retrieving images from an image data base.
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From this point of view SEMINDEX joins an anthropocentric computer system
paradigm. For the indexing module, the textualization is mainly produced by the human
agent. This is opposed to automatic image processing techniques. Those techniques (such
as IBM’s QBIC [IBM Almaden Research Center, 1999]) aim an automatic indexing of
images and a retrieval based on image-to-image similarities. SEMINDEX is opposed to
but not incompatible with such techniques.

In fact, a bottom-up approach, such as the automatic indexing methods, may actually
give some hints to the human agent about the corpus organization, some color or texture
details, etc. He may use this or other external aids in different steps of the SEMINDEX
process. But since SEMINDEX aims a semantic description of the image which is
governed by a fop-down meaning process, entering the indexing cycle of SEMINDEX
means that all semantic decisions are up to the user; and no automatic technique should
replace these user’s choices.

2 From Image to Text: the SEMINDEX process

SEMINDEX does not force a unique description schema. It takes into account the
fact that indexing processes and description needs vary enormously inside different
application environments. Consider for example the totally different kind of indexing
process and objectives existing between a press agency employee, faced with dozens of
photos to index a day, and an employee of the indexing service of a museum, mainly
offering image retrieval services students and professionals.

By understanding this diversity, we focused on an open architecture which is easily
adaptable to specific indexing needs. Instead of presenting our resulting description
schemas details for a specific corpus', we shall show the way we have proceeded to
converge on these description schemas. We give also some useful guidelines for future
applications on different domains.

Here are the main steps of the process underlying the SEMINDEX proposal:

1. The process begins when the need for a semantic indexing of one or more image
corpus occurs, cf. fig. 1. We suppose that the initiator of this indexation demand

(} 2. Integration into SemIndex Ni

1. Domain expert analysis 3. Indexing & searching
using SemlIndex
E 4. Return of user experience ﬁ
5. Data & text mining

Figure 1: Outline of the underlying SEMINDEX process.

is a department related to image archival storage and that there exists an expert in

!In fact, we have been given a celebrities photos corpus, mainly made up of images accessible through
the web. The main reason for this choice has been the current demand for such images, which seems to be
the second most demanded kind of information in some web search engines.
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image archiving?, e.g. a researcher working for the archival section of a newspaper
or of a magazine or of a press agency; a curator of a museum; etc.

We call that person the domain expert.

Given some excerpts of the corpus to be indexed, the domain expert produces a
first set of prototype image descriptions, using the SEMINDEX meta-description
schema.

For simplicity and exchangeability reasons we have chosen a standard meta-
description, the XML Document Type Definition (DTD). This means that the domain
expert may use any XML validating editor®, load it with the SEMINDEX DTD
and extend the standard (by default) SEMINDEX prototype image descriptions, cf.
fig.2.

Cycle n-1 files Cycle n files

Description

S
P == xmL | Description
hem file Schemas
definition " definition
Desc'ri{D-tDrs E \c Descriptors
definition ' definition
Semindex DTD

Figure 2: The domain expert uses the SEMINDEX DTD to extend the standard prototype
descriptions XML file. He produces two new XML files, one for the descriptors and
another for the description schemas, the second making references to the first one.

The current version of the SEMINDEX meta-description is described in appendix A.

SEMINDEX acknowledges the importance of the domain expert for the success of
this step. We want just to mention that our approach regarding the construction
of the description schemas was based on the Interpretative Semantics theory
[Rastier, 1987] as extended and operationalized in [Thlivitis, 1998].

2. The integration of the two fundamental XML files — the one containing the
Descriptors and the other the Description Schemas — in SEMINDEX is immediate,
since the SEMINDEX application reads those files during start-up, cf. fig.3. In
case of modifications to the Description Schemas (cf. later on), this means that
all possible errors in the construction of these start-up files will appear during
this phase. The domain expert has thus the opportunity to validate his or her
modifications before the indexing phase. During this phase, all existing indexations
are automatically transformed to correspond to the new description schemas, cf.
later on the actions that can be undertaken.

3. Then comes the “real” indexing phase. We do not enter in the details of the user
interaction. Simplicity and efficiency have been two major requirements during the

20f course if a person having a sufficient experience with the indexing of a certain corpus does not exist,
SEMINDEX suggests some default description schemas.
3We used IBM’s Xeena XML editor. cf. http.//www.alphaWorks.ibm.com/tech/xeena
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Users' M
Description|

Schemm! J

XML

Descriptors | 14

Figure 3: The main configuration files used upon start-up of the SEMINDEX application
are: the “Users” XML file contains information for logging in the users who have the right
to modify the indexations; this information is also used to mark out “who has changed
what” during the indexing phase; the “Descriptors” XML file contains the hierarchy of
the descriptors, the type of each descriptor (free text or enumerated values) as well as
the possible values for all enumerated descriptors; the “Description Schemas” XML file
contains the prototype descriptions defined by the domain expert, as shown in appendix
A. The XML file representing the image and its semantic content points to the image
file, to the SEMINDEX DTD, and contains identifiers taken from the Users configuration
file as well as the two main meta-description files, the Descriptors and the Description
Schemas XML files.

design, since one of SEMINDEX’s main goals is to guide non-expert users during
the indexing (and of course the retrieval) phase.

The output of the indexing phase is a set of XML files containing the indexations of
the images. To an image corresponds one XML file (the name of the image suffixed
by “.six”) which contains all the indexations for that image, cf. fig.2. The “.six
file alone has thus all the information relative to an image. XML enabled browsers
could read directly the “.six” file and extract both the image file and the content
description (which may be null if the image has not been indexed). During the
initialization of the SEMINDEX application, “.six” files are automatically created
for all new image files.

4. After the indexing phase of a set of images, it may be necessary for the domain
expert to review the validity of the Description Schemas and/or the Descriptors.
Two possible ways appear on fig. 1: an automatic extraction of rules and regularities
from the indexed images, or a more user-oriented return of experience.

We will only discuss a case of “user-oriented” return of experience. It is based
upon using the SEMINDEX application for a two months period. This is of course
a simple case study. In professional indexing conditions a more elaborate return of
experience protocol should be established.

For our experimental purposes, we were mainly interested in the following points:
o the Descriptors use and the “enumerated” descriptors’ possible values use: in

fact, some of them were not used at all. Some of them were less used inside
the context of a Description Schema.

e overall descriptive coverage: a few enumerated descriptors’ values were
missing.
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Remarks of this kind can lead to some modifications of the meta-description
schema. In concrete terms, at the beginning of the second cycle of the SEMINDEX
process the domain expert may need to proceed to one or more of the following
actions on the meta-description schema XML files:

(a) add anew Description Schema or a new Descriptor: these actions can be done
at any moment with no loss of data
(b) modify an existing Descriptor by:
i. modifying its name: this can be done at any moment with no loss of data
(links between XML files are based on unique identifiers)
ii. adding a possible value to an enumerated Descriptor: this can also be
done with no loss of data
iii. modifying a possible value’s name: no problem, since indexations point
to a Descriptor’s possible values using unique identifiers
iv. deleting a possible value from an “enumerated”” Descriptor : of course,
if one deletes this value from the Descriptor’s definition, all of this
value’s uses in indexations will also be deleted. Since this should
normally happen if this value has not been sufficiently used, we have
not implemented a replacement policy for deleted values.

(c) modify an existing Description Schema: this means one of the following:

i. modify the name of Description Schema, which can be done at any time
and will be taken into account at the next start-up of the SEMINDEX
application

ii. add, modify or delete Descriptors from the Schema: cf. those actions
themselves

(d) delete a Descriptor: the consequences of such an action are double. Firstly, all
Description Schemas pointing to that Descriptor should be manually modified,
cf. fig.4. Secondly, all indexations based upon these Description Schemas
will loose the value of the deleted Descriptor. In any case this is not a
recommended action, unless early in the SEMINDEX process. It is not a
necessary action neither, since only the Descriptors that are actually used by
at least one Description Schema will appear in the SEMINDEX application.

(e) delete a Description Schema: this can be done at any time, but of course all
indexations made using this Schema will be lost. It should normally be limited
during the early stages of the SEMINDEX process.

The details above should at least point out the extensibility principle of SEMINDEX,
cf. appendix A. Since the description needs to evolve rapidly over time, SEMINDEX
was designed to fulfill such needs as simply as possible. The semantics of a
modification are evident and no action is undertaken unless a user makes an explicit
demand. All possible errors are reported during start-up, in such a way that the
domain expert can always validate the new schema before the indexing phase.

3 Conclusion & perspectives

SEMINDEX lets domain experts easily and rapidly define, use and extend the

Nocrrintinn Crhomwac ac neadad hy the imaaa cnrmnc and tha cnarific nasdo and avnarianca
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of the users of the indexation and retrieval systems. Using these Description Schemas
the SEMINDEX application guides the users in efficiently indexing (and later retrieving
images from) one or more image corpus. SEMINDEX supports a multi-user indexing
environment with the possibility to have multiple descriptions for the same image,
according to different points of view, i.e. Description Schemas.

We have a first return of experience from indexing an image corpus which has led to a
number of corrections of the Description Schemas according to the SEMINDEX process.
These modifications will be integrated for a second cycle validation. Hopefully only
a few values were missing. The major part of the modifications concerned combining
existing Descriptors and Descriptor’s values. Some new Description Schemas may also
be created.

We plan a thorough data-mining of existing indexations to search for rules and
regularities which could further assist the user interaction. We also consider using
natural language processing tools to enhance the choice of Descriptors and enumerated
Descriptor values during both the indexation and retrieval phases. NLP and statistical
tools can also be used for an off-line structuring of the textual values of the non-
enumerated Descriptors.

A SEMINDEX meta-description schema

The SEMINDEX meta-description schema has been created according to 3 main
objectives:

extensibility so the domain expert can extend the description schemas easily and with no
modifications to the existing indexed images.

simplicity the domain expert is not (in principle) a computer scientist
genericity support for different application domains and multiple descriptions of the

same image

Those principles gave rise to a meta-description schema shown in fig.4. The
Descriptors follow a hierarchy structure. The standard hierarchies provided with
SEMINDEX cover the following main aspects of an image:

1. the plastic aspects, like the “centering” of a photo, the fact that a photo is “fine” or
“coarse grained”

2. the description and interpretation aspects, which contain the most important
semantic information

3. the image identification aspects, like the “creator” or “date of creation”
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@ Description Schema
©  Descriptor

A Descriptor’s possible values
(only for enumerated descriptors)

Figure 4: The generic structure of all Description Schemas. Descriptors are defined
independently from the Description Schemas. They are organized in description
hierarchies, an actual Descriptor being a leaf of the hierarchy. If the Descriptor is of
enumerated type then the possible values are also attached to the leaf-Descriptor. The
Description Schemas consist of a set of leaf-Descriptors.
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Abstract:

This paper gives an overview of the studies in CNET concerning the representation of
content of natural language documents of any kind. It also gives arguments in favor of
the use of text as a convenient way to explicit non-textual contents.

1 Introduction

France Telecom, as a telecommunication operator, gives to his customers access to a
great amount of information, and wishes to make it easier for them to localize and
manipulate such information. A large proportion of that information is textual, and for
that reason natural language processing has been studied for years in CNET, the R&D
center of France Telecom.

Our claim in this paper is that natural language is a relevant way of representing non
textual information as well, in order to index and retrieve it.

In the first part, we will explain our motivations for using natural language as a way
to explicit content. The second part exposes the expected qualities of the content formal
representation we would like to extract from texts. The third part is an overview of
available features and work on progress in CNET in the field of content representation,
especially for information indexing and retrieval.

2 How interesting is it to explicit content in natural language ?

While natural languages are an excellent way of expressing content in human
communication, because centuries of changes gave them lots of convenient qualities,
one often prefers artificial languages — like programming languages, or keywords lists
— when the content has to be processed by computers, because automatic processing of
natural language is a very complex task. In contexts where both human and computer
are involved in the processing of content, it is worth examining the drawbacks and
advantages of natural language as a format for stocking content.

2.1  Drawbacks of natural language

Drawbacks of natural language, in our context, are the properties that prevent it form
being automatically interpreted.

It contains ambiguity

One great problem of natural language as a representation system is ambiguity, and
more precisely the fact that a piece of information in that system — a word, a phrase or
even a sentence — may have several meanings. While a human reader might in most
cases find out which of the meanings was intended by the writer, thanks to the context,
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computational interpretation is much less likely to reach such a result, as the process of
interpretation is extremely complex and little known so far.

It allows multiple formulations

A second problem, exactly opposite to the first one, is that there are multiple ways to
express the same content. This constitutes a drawback because it makes it harder to
automatically match contents that are similar, as far as they may look completely
different.

This phenomenon appears at various levels of linguistic content. At the lexical level,
we can use synonyms to designate the same reality. Furthermore, the same idea may be
expressed by words of different parts of speech. At the syntactic level, ideas in a
sentence can follow different orders without any clear change of meaning.

If we cross the boundaries of one language, it is also obvious that we can express
nearly the same content in two languages, and that in such a case the way in which
information is coded in the two languages may be completely unrelated.

It mixes content and structure

The third problem we will discuss is the fact that natural language is used for
expressing bits of information that play very different roles in a document : description
of a sitnation; subjective viewpoint on that situation; quotations; name, function and
address of the author of the document; structure of the document; and so on. When
building one application, all these elements of content should not necessarily have the
same interest or use, and sorting them from a unique flow of text may be a complex
task. If the application were to be built on the basis of a structured database, much of the
above elements would have been put into separate fields in order to facilitate their use.

2.2  Advantages of a natural language

Apart from the fact that it is largely spread, natural language as a representation
system has a lot of qualities, which are very difficult to gather in a unique, stable
artificial language.

It allows subtle nuances

Formal languages have a limited lexicon and a strict syntax, both because they are
generally oriented towards a precise task and because they must obey strict constraints
of interpretation.

On the contrary, natural languages possess a very large and even open lexicon, which
enables to express a lot of similar but not completely equivalent senses. Furthermore,
and though the syntax a natural languages obey rules, these rules are flexible and
numerous enough to allow a huge amount of combinations. Both lexical and syntactic
possibilities of natural languages thus allow us to express almost anything we mean,
with as much precision as we need.

It suits any kind of content

Natural language covers all fields of knowledge, allows representation of abstract as
well as concrete things, is suitable for descriptive, interpretative and evaluative
discourse. In a word, it has no subject limitation.

It is a durable standard
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Formal languages have two drawbacks concerning their status as standards. First,
they are not shared by a great community of users. Secondly, they may become
obsolete.

For natural languages, those two drawbacks disappear. They are known and used by
a lot a people, each language being shared by a large community which is able to give
equivalent meanings to the same expressions. Natural languages thus constitutes a set of
standard representation systems. Consequently, the amount of data available in natural
language is extremely valuable, and describing non-textual information with texts is a
good way to allow a common access to heterogeneous content.

Moreover, natural languages are not likely to become obsolete. They are naturally
enriched when necessary, which make them change, but slowly enough for the users
and the automatic interpretation systems to integrate the changes.

3 What should be the ideal content representation to be extracted from texts ?

Since we think that the advantages of natural language are valuable, it is worth using
it as a content stocking system. We then need to get rid of the quite serious drawbacks
we noticed : this should be done by automatically converting texts into a formal content
representation system, which wouldn’t share the drawbacks of natural language. This
section presents the ideal qualities expected from such a representation system.

A surface-free representation

While natural language allows multiple representations of the same idea, a formal
content representation system designed for automatic processing should not.

The representation of content should not depend on the lexical choices made by the
writer of the document. Synonyms and periphrases should have a similar or close
representation, regardless of the vocabulary actually used in the sentence.

At the same time, the way the discourse is constructed should not influence too
deeply the representation if the sense is the same.

Finally, the representation of the content should be close if two documents express
the same idea in different languages.

An unambiguous representation

The representation to be produced from the text must be as unambiguous as possible.
The reason for that is that it will be used to match other representations : for example,
the one produced during indexing will be matched to the one representing the query.
Ambiguity would have serious drawbacks, close to those of keyword indexing :
matching would be possible even if the content is different.

A treatable representation

Some formal operations on content representation may be useful for information
retrieval.

First, it should be possible to compare two representations that do not exactly match,
in order to determinate how close they are. This is necessary because natural language
expresses lots of nuances, and in a lot of cases it is relevant to match slightly different
contents.



COMPUTATIONAL LINGUISTICS 268

Secondly, it may be useful to be able to produce representations close to a given one.
For instance, if a query gives no results, we may wish to extend it in several ways to
increase the chance to obtain results. One way of extension is generalization and a
second one is approximation.

4 What can we manage to do for content indexing and retrieval ?

It must be clear that we are far from being able to convert texts in natural language
into such an ideal content representation. It is even clear that specifying such a
representation is a difficult task, and that processing a correct (non ambitious) linguistic
analysis on unrestricted text is still not easy. This section gives a rapid overview of what
has been developed in CNET in terms of linguistic processors usable for content
indexing and retrieval, and also outlines the current directions of research in that
domain.

4.1 Available features

The languages treated are French and English.
A typographic segmentation

Segmentation is a necessary step in linguistic analysis because it determinates the list
of words to be processed out of the string containing the sentence. But it goes much
further into content analysis in identifying or pre-identifying a whole set of specific
entities of the text : email addresses, URLs, times, dates, smileys, telephone numbers,
and so on.

Giving a semantic type to the typographic entities of the text will avoid
misinterpretations that would occur if, for instance, parts of URLSs were to be interpreted
as meaningful words.

This is done by a set of rules processed by the adequate engine.
A lexical analysis

Lexical analysis consists in identifying in the text known entries of the lexicon. This
is useful in two ways for content indexing and retrieval.

First it allows to have a common representation (called lemma) for the various forms
of a word, like plural and singular forms. This demands a lexicon for each language, in
which all existing forms are represented. Through the lexicon, all the forms can be
reduced to the lemma, which will serve as a unique symbol to represent the variable
word. This is very useful for information retrieval, as it reduces silence, even if it is only
the very minimal form of surface-free representation.

Secondly, it makes it possible to detect the presence of compounds or phrasal lexical
units, and to represent them as a whole, rather than as separate meaning elements, which
would be totally irrelevant in most cases. Namely, the problem of those lexical units is
that they are made of words which kind of lose their meaning when included in that
context. For example, “it rains cats and dogs” has nothing to do with animals, and this
may cause noisy answers for a query about cats in an information retrieval system.
Using a lexicon of compounds or phrasal lexical units should then decrease noise.

A syntactic disambiguation
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We apply a method of shallow parsing, which builds groups of words (phrases)
according to a grammar, and obeying a set of constraints, such as gender or number
agreements. This step of analysis reduces the number of lexical hypothesis for each
word of the text, and thus gives a more precise idea of the content.

Apart from the fact that some irrelevant possible lemmas might be discarded at this
step, the result of syntactic analysis makes it to possible to filter the words according to
their parts of speech. Nouns are generally relevant for information retrieval, while
pronouns are not. A word like “mine”, which has among others those two parts of
speech, can be filtered when necessary to avoid noise in retrieval.

A thematic tagging

Thematic tagging consists in attaching one or several semantic fields to a text or a
portion of text. It is based on a large-scale lexicographic database, available for French
and partly for English, associating a semantic field to each word sense. It uses a
statistical method to determinate the most relevant fields.

Thematic tags can be used to restrict the information retrieval process to thematically
relevant documents. This is a way to reduce noise while complete word sense
disambiguation is not available.

4.2  Uncompleted features

A lot of work is currently done in our team on semantic data and procedures.
A search by concept

One of the objectives of our projects is to be able to query a textual or textually
represented database for a concept rather than for a word. This would be completed if
we were able to build an ideal unambiguous surface-free representation of textual data.
That being not the case, there is ongoing work on the subject.

To go further that mere thematic tagging, which constitutes a first way of reducing
the effects of ambiguity, we are working on word sense disambiguation on the basis of
semantic networks and argument structures.

In addition, we are studying the way to represent in our semantic database conceptual
entities, mainly constituted of cross-linguistic synonym sets associated with their
derivational families. For those entities to be effectively used, we also need to progress
on word sense disambiguation.

A search by extension

Generalization is necessary to extend the scope of query if it was too precise to give
interesting results. This demands a semantic taxonomy, on which we are working.

An alternative to searching by generalization is searching by approximation. This
means that the query is extended to the closest concepts, and this again demands an
adequate semantic network, which is also studied in our team.

5 Conclusion

The quantity of information available in texts, as well as its quality, makes natural
language processing a very promising technique. Yet, a lot of work remains to be done,
especially in the field of semantics, in order to take a real advantage of linguistic
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analysis. CNET is continuing research in that domain, for such applications as
information retrieval, automatic abridgement or information extraction, in order to make
relevant access to textual or textually described content on the Net a feasible task for the
customers of France Telecom.









MANUFACTURING AND PROCESS CONTROL 271

ON THE MODELLING OF PRODUCTION SYSTEM
Souad Hadji, Joél Favrel

INSA-IF, Bat 502, PRISMa
20, avenue Albert Einstein, 69621 Villeurbanne Cedex, France
shadji @ithpserv.insa-lyon.fr

Abstract:

We propose in this article to attach to the nominal supervisory control reactive modules
to disturbances in a goal of functioning maintenance under disturbance. This type of
reactivity remains adapted to the engaging of the degraded functioning from the
detection of a disturbance. The insurance of production flow continuity is based on the
commutation of adapted modes to the detected dysfunction. It means, the replacement of
a module by an other in case of anomaly and, insurance intermode passages (nominal
functioning, degraded functioning). If an event qualified as relevant appears, the
behaviour of the system goes from nominal functioning to a type of specified degraded
functioning. The first part of our contribution aims to at providing a formalism to model
change mechanisms between working modes. This formalism should help us in nominal
and degraded working mode validation. The second part of our contribution will consist
in developing an approach based on the principle of supervisors commutation, for the
robust control of discrete-events systems (DES).

Keywords: Automatons, Statechart, Supervisory control, Alphabet Partition, SED.
1 The proposed structure

1.1 A first proposition

The idea of the structure is to couple, not only one, but several supervisors to the
process. Indeed, our motivation is linked to the unpredictable and exceptional character
of perturbations and, to the necessity to process critical perturbations not taken in
account a priori. Generally, most current perturbations are integrated into the nominal
functioning. If expected in advance, these perturbations lose in a certain manner their
abnormal character. One of the main difficulties met when using of such an approach
(called integrated approach), resides in the fact that the designer needs to a priori
envisage which symptoms are likely to appear and anticipate their processing. In our
approach, Supervisors do not work simultaneously, contrarily to the modular
supervision. They work towards to the global supervision of the process. Figure 1
illustrate the proposed structure.
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Figure 1: Diagram of supervision structure

Such an approach is interesting in the sense it simplifies complex problem resolution.
Indeed, as the complexity of the different supervisors is lesser than the unique
supervisor complexity of a centralised supervision. On one hand, supervisors can more
easily synthesise. On the other hand, in the case where a specification has to be added or
modified, it is not necessary to modify the global strategy of control. Only the calculated
supervisor for this specification will be added or modified. Each supervisor acts alone
on the process in a certain context. It means that in this context, it has a global and total
information. However, the global supervision results from the work of the whole
supervisors, independent some of others. The replacement of a block by an other is
made by commutation following the occurrence of an event characterised as relevant
(03). Let us o1 (i = 1..n), the events that switches the system from a functioning mode to
another.

1.2 A second proposition based on mixed model: Statechart-Automatons

The automaton is a graphical language used to specify the control of discrete-event
systems. When trying to use this tool beyond its preferential application field, for
example to specify working modes, we rapidly meet problems triggered by the
complexity of what it is necessary to describe and by the important size of descriptions.
It becomes essential to structure specifications, by exploitation of the concept of
hierarchy. In our proposed structure, our first constraint is the ability to commute from a
supervisor to an other. That is to say to know how to switch from a set of states or
activities to an other set of states or activities, during the commutation of the different
blocks. We should be able to empty an automaton (to block it) and to activate an other
automaton, that will control at one’s turn the system. This is not allowed by automaton.
We associate to automatons a related graphical language, the Statechart, that offers an
interesting representation of the notion of hierarchy. According to our objectives,
Statechart is a more efficient tool. The Statechart allows us to deactivate some modules
and launch some others, according to the workshop configuration. Thus we define a
precise job framework for each of the two languages. Statechart defines the working
modes and describes the logic of evolution between these modes. Automatons refine the
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expected behaviour when a mode is reached and mainly realise the efficient control. In
other words the Statechart ensures the passage from the nominal mode to a degraded
mode (and inversely). When the nominal mode or a degraded mode is reached,
automatons ensure the supervised control, following the classic theory of Ramadge-
Wonham (RW), [Ramadge and Wonham, 1988], [Ramadge and Wonham, 1989],
[Wonham, 1995] and [Ramadge and Wonham, 1987]. Figure 2 illustrate the second

proposition.
/ System state

Figure 2: Partial specification Statechart showing only working modes

In our first proposition, only one supervisor attacks the process at the same time. In
figure 2, at time t, only one supervisor is active at the same time in the model of the
Statechart.

Corollary 1: The structure is an automaton, because in the theory of automatons,
only one state is active at the same time.

1.3 Interest of the model

Hierarchical control is used when system management becomes too complex and/ or
in presence of strongly dependent modules [Long, 1993]. Our approach is based on a
global system subdivided in a set of sub-systems. This method leads to successive
resolution of acceptable dimension problems. The efficiency of an hierarchical approach
depends on the conception of levels and mechanisms of information return. Our
architecture allows a decomposition of the problem in two levels by giving autonomy to
each module. This hierarchy does not express only a hierarchy for decision but also a
hierarchy for abstraction because the vision of the process is not the same at the
different levels. This architecture is suitable to our approach, that will consist in giving
to the system strong flexibility and reactivity under disturbances. By taking in account
criteria of choice for the model tool, the mixed model Statechart - Automatons seems
the most adapted. Indeed, the Statechart allows to fulfil the gap concerning the
impossibility of automatons to express the hierarchy (in term of aggregation) [Harel,
1987]. More, for the purpose to obtain a more complete and power graphical tool,
Statechart allows in particular to approach more efficiently the description of working
modes. The proposition to couple to the automatons the Statechart language, which
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belong to the same family, offers a graphical mechanism associated to the concept of
hierarchy [Sahraoui and Ould Kadour, 1993].

2 Two-levels model

The proposed model is constituted by two levels. The high level is modelled by a
Statechart and the low level by an active state of the Statechart . The transition of the
high level to the low level is made by refinement. To the opposite, the transition of the
low level to the high level is made by abstraction. On a formal point of view, the model
is characterised by different workings according to the context in which we are. In this
structure, we have two states of the Statechart and N supervisors. We burst the system in
several sub-systems (figure 3).

/ System state \

N

2.1  Alphabet partition and proof

Figure 3: Two-levels model

Our concept is based on the partition in two sub-sets of the global alphabet. We
define a new partition of Y, such that Y, = ¥, U X4 with Xn N >.d = & (figure 3).

Zn = {(x’ Ba Y’ (X'B'} and zd= {Gls 62}~

An event can be generated by the supervised process if it can be generated by the
alone process and if it is allowed by the active supervisor. The working of a process G
coupled to the supervisors S; is equal to the language L(G)L(S;).The global working of
the system is equal to the sum of the L(G)NL(S;) for i go from 1 to N. Our goal is to
validate the global structure. This partition implies that the global proof (Spec) is equal
to the sum of separated proofs (S, S; and S»).
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Figure 4: Global proof

2.2 Construction of the reduced automaton: the global supervisor (S of figurel)

At time t, only one supervisor is coupled to the process. Thus, if we look each
supervisor as a particular state of the Statechart, there is only one state that is active at
the same time. According to corollary 1, we can say that the structure is an automaton.
The next step will be to replace each supervisor by a state, in order to realise the
synthesis of the high level. The reduced automaton corresponds to the supervisory
control when we are in the maximal abstraction level. To simplify the description, we
use Statechart, which offers a talkative representation of the studied system behaviour.
In this structure, we are interested only in the events that are qualified as relevant (G;).
For instance, if we took a production workshop, we should make abstraction of events
“beginning of work” of a machine M;, “end of work™ of the machine M;... We would be
interested by breakdown and repair event, for example. This reduced automaton
corresponds to the supervisory robust control.

2.3 Toward a maximal refinement

To the basis, the technique of description used states-transitions diagram. In the
figure 3, the diagram shows that the studied system will be in one of the two states "S;",
or "S;". Labelled and oriented arcs describe the logic of state change: transiting from
"S1", or "S," when the event "G;" appears. And inversely, transiting from "S,", or "S;"
when the event "6," appears. The default entry serves to identify the state considered as
present at the departure (initial state). At the departure, the system is in the state "S;".
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3 Conclusion

We have proposed to use jointly two graphical languages, Statechart and
Automatons, to specify the supervisory robust control of automated production systems.
We have defined a precise action field for each of them. The Statechart describes
working modes and the logic of mode changes; automatons describe the detailed
behaviour on the control system when it would have reached a particular mode
following the occurrence of particular event. They will be used, in a first time, to refine
“leaf” states (elementary states) of the Statechart defining modes and, in a second time
to realise effective control. This approach presents many advantages. In particular it
allows:

e to set up working modes of the studied system by showing graphically structural
bonds (modes / sub-modes) ;

¢ to exploit the force of the Statechart thanks to its primitives that are simple to use.

e to describe the logic of mode change in a synthetic manner and very expressive
manner, thanks to the power of evolution mechanisms associated to the concept of
hierarchy and the generalisation of the notion of transition. For instance, it
becomes possible to describe in a very concise manner that the progress of a mode
will be interrupted if an event acting at a superior level occurs;

e to model in a formal manner, the mode changes on automatons that manage the
progress of these modes.

e To propose a validation of the two levels of the model, for the global proof.
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Abstract:

In the framework of the COMAPS (COgnitive Management of Anthropocentric
Production Systems) project (Brite Euram BE 96-3941) this paper presents an algorithm
dedicated to the updating of a rules base under cognitive constraints. These constraints
come from the assumption that the rules are reasonable “approximations” of those used
by a human expert.

Keywords: cognitive modeling, knowledge acquisition, process control

1 Introduction

This paper is dedicated to a cognitive approach for industrial process control and
to its use for designing an expert decision support system: the COMAPS tool. The
COMAPS tool is based on a rather simple observation about the life cycle of man-machine
cooperation in the management of an industrial process [Barthélemy et al., 1995]. Such
a cycle can be decomposed into three periods (fig. 1). During the learning period, the
human operator comes from the state of novice to the state of expert [Shanteau, 1988]. In
the maintenance phase, the expert operator applies his/her know-how and adapts his/her
rules to control the process. At the revision period (breaking period), either the expert
and the physical system have evolved in drastically different ways or some important
structural changes occur. In any case, simple adaptation of rules is not enough any more
and a learning phase has to be initialized once more.

"quality”

time

Learning Maintenance Revision
Figure 1: Life cycle of a process

Such a scheme inscribes in the framework of Anthropocentric Production Systems
MNAahha 1 i o forme Af advancad mannfacturing which denend nnan a halanced
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integration between human skills, collaborative work organisation and adapted
technologies. This kind of approach is also a way to capitalize knowledge and to adapt
transfers of expertise.

The COMAPS tool is itself articulated into three phases: an offline learning phase,
an online maintenance phase and a conflict solving phase. The learning phase extracts
a set of initial rules from a sample. The learning algorithm is based on decision tree
paradigm [Miiller and Wiederhold, 1999]). The maintenance phase updates the rules
according to new incoming information [Le Saux et al., 1999]. The conflict solving
phase [Saunier and Bisdorff, 1999] is called when no acceptable modification can be
recommended by the maintenance phase algorithm. This part of the COMAPS tool is
the one that needs to fully interact with the expert operator and all the COMAPS man-
machine interface is designed conjointly with it.

This paper emphasizes on the second phase. In section 2, we first describe the cognitive
model we shall use; in section 3, we discuss some formalization issues. The main
features of the maintenance phase are presented in section 4 and some concrete results
are discussed in section 5.

2 Cognitive and methodological approach

2.1 Methodological aspects

Our methodology is based on an on-line non intrusive acquisition of the operator’s
behavioural strategies. It involves three main features:

1. The expertise modelling and the strategies extraction techniques follow cognitive
principles like bounded  rationality [Simon, 1979], parcimony
[Barthélemy and Mullet, 1986] ...

2. The expert operator is in the loop of the process control, even in the aim of the
strategies convergence towards a meaningful set of rules.

3. The protocol and the algorithm techniques are specific to the incremental and
iterative aspects underlying the maintenance phase.

In the COMAPS framework, the expert is directly observed, on real situations, when
performing decision making tasks.

2.2 Cognitive model

In order to learn the decision maker’s strategies, we follow Montgomery’s principle
of search for a dominance structure [Montgomery, 1983] instancied as the moving basis
heuristics (MBH) [Barthélemy and Mullet, 1986, Barthélemy and Mullet, 1992].

The cognitive model assumes that the decision maker (DM) shows rationality in
the way that something is optimized. But this rationality is bounded by his/her
cognitive abilities (stocking and computing in a short term working memory) and his/her
satisfaction features. As a consequence, he/she uses a not too large collection of stable
strategies but involving a small amount of information. These strategies are assumed to
be stored in a long term memory. They have been constructed from the DM experience.
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In addition, the DM is supposed to use some combinations of information rather more
frequently than others.

According to the above observations, the MBH integrates three main cognitive
principles:

® parsimony:
due to his/her short-term memory capacity, the DM manipulates a small amount
of information [Aschenbrenner and Kasubek, 1978, Johnson and Payne, 1985],

e reliability/warrantability: the processed information that leads to a choice has to be
large enough (in quantity and/or quality) for individual and/or social justification
[Montgomery, 1983, Ranyard and Crozier, 1983],

o decidability/flexibility: the DM decides after a sequence of changes in term
of processed information until a decision is made at a relatively short notice
[Huber, 1986, Montgomery, 1983, Svenson, 1979].

2.3 Algorithmic consequences

As a consequence of the MBH, COMAPS tool searchs for classical rules: “if condition
then decision”. Main differences with the usual machine learning approach are that the
“condition” involves always a small amount of information and that the expert does not
use a “large” set of rules.

3 Formalisation

3.1 Data and rules

We are concerned by:

e Aset X = {Xp,...,. X, } of p control parameters. Each parameter X has a values
domain (numerical or nominal) 1;. The global domain is the set 1" =[], ;<, V5.

e Aset Q@ = {1....,¢} of labels denoting the decision outcomes. An element x of
17 x @ is called a control situation (cs).

e Amleistuple R = (15,,.... W ;j) with 113, C 17, and j € Q. The rule R will
be sometimes written under a conjunctive form as: [(X; € T15) A ... A (X, €
W;,)} — j. The first term is the condition of R and the second term its label. The
dimension, dim(R), of a rule R is the number of control parameters occuring in its
condition.

Let H C 17 x () be a set of ¢cs and B be a set of rules we say that:

e Thecs @ = (x1,.... 2y 1) is covered by the rule R = (W7,,..., 11} : j) whenever
x;, € Wi, Iif moreover, I = j, x is said to be well covered by R.

e B applies on i/ whenever each @ € B covers at least one cs in H and each »: € H
is covered by at least one rule in B. B is consistent with H whenever B applies on
H and everv » ¢ H is well covered hv some rule in B.
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We can restate the COMAPS problematic in term of updating a set of rules 5 and a
set of cs H under three constraints: (C}): each rule has a “small” dimension; (C5): the
number of rules is “not too large”; (C4): the rules constitute a set which is consistent with
the current set of c¢s.

3.2 Complexity issues
The conditions C4, €%, C'3 above correspond to NP-complete problems (for NP-
completeness issues we follow the terminology from [Garey and Johnson, 1979]).
Theorem - Let v > 2 be an integer. The following problem is NP-complete:
Name[v-COMAPS] (v-dimensional-COMAPS)
Instance: a set H of ¢s, an integer m.

Question: does it exist a set B of rules such that B is consistent with H, |B| < m and
Maxgepdim(R) < v ?

Sketch of proof: the set of ¢s covered by therule R = (x;, € Wi, AL Ay, € TV, —
constitutes a so-called cylinder of A with basis 117, x ... x 17,. The set of rules B
is consistent with H if and only if the corresponding cylinders constitute a partition of
H. The result is then obtained, with standard arguments, by reduction from the clique
partitioning problem in graphs [Garey and Johnson, 1979]).

This remark assigns to the maintenance phase another role: correct eventual errors
from the learning phase and correct its own errors . ..

3.3 Some relaxations

In fact conditions ', C; and C appear as much too strong. In particular:

1. some inconsistencies (i.e. ¢s covered by a rule R, but not well-covered by R) can
appear sporadically without seriously affecting the robustness of a rules set.

2. “waiting before updating”, in order to find an efficient solution, could be better
strategy than “‘change the rule at the first observed inconsistency”.

3. some observed inconsistencies can be just the result of priority between rules. This
is the case when the CS z is well-covered by R, covered by F' and the DM uses R
prioritary to R'.

To account for these three remarks, we introduce a priority relation IT on a rules set
applying to H; the notion of outer-covered cs, a certainty factor v(R) of the rule R.

e Il is areflexive, acyclic relation on B

e 1 € H is outer covered by R € B whenever z is covered by R and if z is well-
covered by I’ then R'TIR (R’ has priority on R).

N __ |{z€H: zis well covered by R}|
* /(R) T Ka€H:wis covered by R}|
Another notion, Promising Combination of Aspects, is also usefull to increase the
efficiency of the maintenance phase. It is discussed in [Lépy, 1999]. In any case,
with these materials, condition Cj can be weakened into: (C%) B applies on H and
Mazpervy(R) < o with o < 1 a threchnld
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4 Maintenance algorithm

We shall describe this algorithm in a rather approximate way (but sufficient to
understand its main features). For more substantial details the reader can refer to
[Le Saux et al., 1999].

4.1 Principles

The algorithm starts with a set H;, of cs, a set By of rules and a priority relaticn [1; on
B, fulfilling the conditions ('}, C', and Y. According to new incoming cs arriving at time
1,....t.t+1,...that added to /1, constitute the sequence Hy, Hy, ..., H,. ... of histories,
it updates the rules and the priority relation in order to get a sequence By. By, . . ., B
Iy, I1,. . ... I1;, ... such that any triple (H,, B,.I1,) satisfies to Cy, 'y and ('} (algorithmic
updating of H; and some other points are omitted).

4.2 Updating the rules base

Three cases can occur when a new ¢s x arrives:

1. z is well-covered by at least one rule R and badly covered by none.
2. norule in I3, covers .,

3. =z is badly covered by at least one rule R in B;.

In the first case, set }]!‘1 = H{ U {.I'}, Bz+1 = Bt7 Ht+l = Hf.

In the cases 2 and 3, the algorithm uses, hierarchically, six functions that have been
implemented to adapt B;:

1. generalize an existing rule to cover a set of CS that are not or badly covered, by the
following operations: removal of one dimension over a rule to extend it, extension
the domain of a control parameter occuring in the rule.

2. create a new rule to cover a set of ¢s that are not or badly covered.

3. from a badly covering rule, create a “subrule” on the same control parameters as
the initial rule ones in order to cover the c¢s well.

4. create a new rule with control parameters complementary to parameters involved in
the bad covering rules.

5. add a new control parameter and its values domain in a rule R.

6. change the priorities between the rules.

The parameters of the algorithm are the maximum dimension m of a rule and the
threshold o. The operations (1) up to (6) are tested hierarchically, the first one for which
Max ~(R) < o and Mar dirn{R) < m is used to update B;. When they all fail, two
possibilities remain: parameters o or 1 are tuned or the third phase starts.
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5 Current results

Real data being confidential, we’ve been testing the algorithm through a mockup
with coded data. The first tests have been led without the expert, dividing the coded
data set into a training set for the learning phase and an incoming situations set for the
maintenance phase.

With one of the pilot sites data, we had the possibility to test the behaviour of the
maintenance phase facing a known evolution of the process control. Starting from a set
of 6 institutional rules and an history of 1086 cs, the rules set has been updated according
to 556 new cs.

The results according to the quality of the rules are summarized in Figure 2, the last
column corresponding to the type of modification applied according to the list presented
in 4.2. All the results have been shown to the expert and they were validated.

Rule | ~v Before | v After | Modification
1 0.41 1
2 0.84 0.87
3 0.56 0.87 5.
4 0.57 0.69 6.
5 0.89 0.87 5.
6 0.70 0.88 5. and 6
7 0.84 4,
8 0.86 4,

Figure 2: Quality of the rules

We wait for a prototype, now under development, to be installed for benchmarking to
be able to make some more tests, but this time in a real decision context and not only with
a posteriori validation.

Some comparisons between classical machine learning tools, and especially decision
tree learning tools like ID3 [Quinlan, 1986] and C4.5 [Quinlan, 1993] are also under way.
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Abstract:

We present a method which can be used to influence or to condition an automatic-
expert-strategies-learning algorithm, by limiting as much as possible the interaction
with the expert, which is a potential biases source. We introduce here two innovative
concepts: conditional learning and Promising Combination of Aspects (PCA). The term
“conditional” is used in order to account for the fact we have preliminary knowledge on
the expert’s strategies which are going to condition the learning and/or the acquisition:
the system learns rules knowing that the expert uses preferentially such or such promising
combination of aspects. This article is particularly centered on the validation of the PCA
concept.

Keywords: conditional learning, automatic learning, knowledge acquisition, ecological
validation, decision-making model.
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Introduction - Research context

The work presented in this article fits into the European project BRITE EURAM n’
BE 96-3941 CoMAPS (COgnitive Management of Anthropocentric Production Systems).
Five firms collaborate on this project : Circuit Foil (copper leaf manufacturing) at
Wiltz (Luxembourg), Thomson (PCB manufacturing) at Brest (France), Textar (break pad
manufacturing) at Leverkusen (Allemagne), Camtec and teamwork at Berlin, and three
academic partners : ENST Bretagne, CRP-CU at Luxembourg, Fgh IITB at Berlin.

The aim of this project consists in studying and applying the use of knowledge
and technics coming from Cognitive Science in industrial field and, more specifically,
in decision-aid problems, concerning quality process control. The cognitive
model used is the Moving Basis Heuristic (MBH) [BARTHELEMY and MULLET, 1986,
BARTHELEMY and MULLET, 1992], this model relies on three fundamental cognitive
principles: parsimony, reliability and decidability.

A number of Knowledge-Based Systems (KBS) were already developed to assist
the expert in his decision-making task. These systems gave rise in turn to hopes and
disappointments to industrials and the general public. Two main difficulty sources can be

listed: knowledge acquisition from an expert’s know-how [LEPY, 1997] and, on account
Af thic Innw haw ie auvalntive tha maintenance nf the acomired-knowledoe hase To oef
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round the problems met during the knowledge acquisition, in particular the biases coming
from the verbalization of his knowledge by the expert, some attempts were made to equip
systems with automatic-symbolic-learning abilities: induction learning from examples
and counter-examples, deduction learning, analogy learning, ..., to only name the more
classical tendencies. The concerned applications are restricted to sectors where system
use needs a strong interaction with the expert who confirms or rejects the suggested
solutions. Interactivity has raised numerous questions concerning the expert and his/her
integration in the assistance process, that is the reason why we were more particularly
interested in designing a tool of conditional expert-strategies learning limiting, as much
as it can be, the expert/system interaction. The term “conditional” is used in order to
account for the fact we have preliminary knowledge on the expert’s strategies which are
going to condition the learning and/or the acquisition: the system learns rules knowing
that the expert uses preferentially such or such combination of aspects which seems
promising to him. We call aspect a value or a values set on one attribute. Our decision-
making model was developed around this central concept of Promising Combination of
Aspects (PCA) and by adapting the Montgomery’s model [MONTGOMERY, 1983] of the
search for a dominance structure to a judgment situation, instead of a choice one. Figure 1

synthesizes our modeling.
This whole modeling is obviously built on

the existence of PCAs, that is, they quite
correspond to a cognitive reality in the

Information selection thought decision-making processes. First,
an ecological validation® [LEPY, 1998] of

this concept was performed. We present it

in the first section. Next, we show how we
formalized this PCA notion by linking it to
a category already recognized in cognitive
psychology. The third section presents
the different means envisaged to find the
PCAs underlying an expert decision-maker’s
strategies. We conclude by emphasizing
how this concept could be a powerful
“algorithmic accelerator” as a part of an
expert-strategies learning tool.

Making judgement
task on PCA aspects

Can we
decide on the bas¢ No

of the PCA
?

PCA
extended

“By ecological validation, we mean a validation
on the field relying on the life, the actions of the
lN o human being in decision situation.

Remark : what we call context of the decision in
our model, corresponds in fact in the Montgomery’s
one (cf. [MONTGOMERY, 1983]) to the feeling that
it would have a promising alternative.

Decision No decision

Figure 1: Decision-making modeling.

1 PCAs: ecological validation

A knowledge acquisition was made in parallel in our three industrial sites. We examine
only one in the present report, it is sufficient to illustrate our matter.
The aim of this classical phase in the building of any KBS, was not to obtain a
domain modeling by rules and facts directly injectable in the system (blases nsk
cf. [LEPY. 19981). but to nee thic callected Lnawladen ¢n cemeeoniooo ot



MANUFACTURING AND PROCESS CONTROL 287

the ones our system computes (ecological knowledge validation) and, more generally,
to validate our model and the concepts on which it is built. We restrict ourselves to the
ecological validation of the PCA concept. )

1.1 Knowledge acquisition: method practically used

This section presents the way we carried out the knowledge acquisition on one of
our industrial sites. Three possible information sources were at our’s disposal: a set of
documents describing the production process, an expert and a daily meeting where experts
act in concert to make the suited decision concerning the quality control of the process.

Documents were read and translated when it was necessary, in order that there was
no misunderstanding about the technical terms used. Translations were also read and
corrected/updated by the expert. Interviews were done, aiming at obtaining answers to
the questions coming from this reading phase.

The daily meeting was the subject of audio and video recording. These observation
sessions were immediately followed by an interview with the expert to collect: his
comments about the meeting, some precisions about the decision made and the reasoning
followed, divers comments about the production process. Each audio/video recording
were faithfully and completely transcribed. So as to avoid the biases linked to knowledge
verbalization, we insist on the fact that in the transcribings, we accurately wrote down
the right words used by the expert and not what we thought we had understood. The
ecological validation of the collected information depends on this strictness. Another
interview with the expert was then possibly done when the transcribings made needed
some precisions.

The reading of the recording transcribings being difficult enough to be used as it was,
a content analysis was done from the observations and interviews, the oral documents
constituting a raw reference to which to refer when needed.

1.2 Evidences for PCAs

We define a decision situation as the set of parameters’ values or aspects from which
the expert? makes his decision.
About the industrial process studied, from the document read and the interviews made, we
listed more than some forty parameters. However the observation sessions revealed that
the expert have not all of them in front of his eyes when he makes his decision. According
to the context and the difficulty of the decision to be made, he can possibly ask to consult
the value of some “hidden” parameters. Moreover, from the content analysis made from
our observations, it clearly emerges that some parameters are much more evocated than
others during decision making, and the number of the different parameters considered
in a same time to make a decision is three on average (it is not always the same three
for the whole decision situations). In this way, the expert has some “parsimonious” and
“reliable” combinations of aspects which he preferably examines and which bring him
to make a decision or which direct him to study another set or a complementary set of
parameters (decidability criterion). .

Thus, the three fundamental cognitive principles: parsimony, reliability and

1'We use parameter term in a general meaning: every important element the knowledge of which explains
the characteristics of a set or a question (cf. Le Petit Robert)

2In the considered company, the expert is an entity which groups three physical people together, but we
indeed take nlace in an nni-decision context. these neonle havineg to converge towards a common decision.
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decidability, on which our model is built, and the PCA concept was well validated in the
framework of the considered application. To make his decision, the expert draws on the
smallest number of aspects as possible (parsimony), the judiciously chosen combination
(reliability) of whose allows him to make the “best” decision as possible (decidability).
In other words, he relies on a Promising Combinations of Aspects, of a minimal size
(parsimony), which he will extend if necessary (to satisfy his reliability and decidability
criteria).

The results coming from our observation analysis convince us of the relevance of
a conditional-learning approach which in our case would be built on the PCA notion.
Because the expert leans on the PCAs during his decision process, knowing them could
allow any learning algorithm to keep the strategies compatible with the considered PCA
set as a priority. The resulting rules set obtained would be therefore more representative
of the expert’s decision strategies.

However, if the use of PCAs as a decision making support could be observed, on the
other hand it is not possible to draw up a “sufficiently complete” list (sufficiently complete
so that the learning algorithm is well “conditioned”). The observation duration needed
to cover all the situations the expert can meet, would be probably higher by far than
the fifteen days made. Adding that the analysis of this observation period and of the
complementary interviews needed around four work months...

To ask directly the expert can not be either considered: “tell me, what are your PCAs 7.
Biases being the result of this kind of direct asking are unavoidable. We developed
therefore some methods for the automatic PCAs extraction (see section 3).

2 PCAs: from the development to the formalization

For describing more formally what we mean exactly by PCA, we started from
a conceptual approach of the problem. The expert’s limited working-memory
abilities [BARTHELEMY and MULLET, 1986] do not permit him/her to memorize the
situations met. For this reason, he must both synthesize them and be able to generalize
this expertise to the similar situations. Thus, it is by conceptual learning that he gets his
decision-making strategies.
A concept can be seen as an objects class or category which have some common
characteristics and each class can be connected with one or several specific behaviours
(here: the decisions to be applied).

Initially the categories were described in term of attributes and sometimes in term of
features (or aspects). That is to say that a list of attributes or features was drawn up which
indicated if an object belonged or not to a given class. This point of view gave rise to the
NSC (Necessary and Sufficient Conditions) model. However, a category can not be only
described in extension, that is, it can not be merely seen as an instances collection. The
concept give us an in intention category description (that is to say a mental representation
associated to the category).

In 1953, [WITTGENSTEIN, 1961] pointed out that all the elements in the category
did not concern all the same attributes, as it had been said in the previous view (NSC).
She exhibited that it was the matter of grouping together elements which present some
similarities, that is some common features, but not all: later, Rosch will speak about
family resemblance which groups together the different common elements.

Afterwards, [ROSCH, 19731 introduced the nrototvnv notion whirh had hean aleaad.
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mentioned by [POSNER and KEELE, 1968] and highlighted in a lot of experimentations.
In the Rosch’s initial standard model the prototype could be defined as the object which
have the greatest number of common elements among the different instances in the
considered category.

She was got to revise this first model on account of experiences results which refuted
some of her theses. In particular, in 1978, she [ROSCH, 1978] introduced the notion of
the validity of a feature f. This notion permitted her to define a C category predictor,
that is the conditional probability P(C'|¢) that an object was classified in the C category
knowing that it had the feature f. The typical features are those which have a maximum
validity. They summarize the outstanding properties.

So, Rosch made a shift in her definition: the prototype is no more defined by a category
instance, but by a mental construction, coming from cognitive operations on the typical
features. In this new version, the prototype can not correspond to any real object of the
category (fact experimentally demonstrated). It is a set of typical defining features. A
category can be therefore defined by a Typical Combination of Features(TCF), notion
from which we made a shift in meaning, from “typical” to “promising”. Indeed, the TCF
are the category representatives calculated more in intension than in extension, it is the
reason why we prefer to speak about PCF (Promising Combination of Features), or about
PCA, because we use the term “aspect” rather than “feature”.

3 PCAs: how to compute them ?

After the formalization of the PCA concept, we elaborated two PCAs-extraction
methods. In any case, we start from an historic of decision-making situations with
the associated decisions made. These situations synthesize as it were the decision-
maker/expert behaviour.

3.1 PCAs extraction by statistical computation

We postulated that the promising combinations are used more frequently than any other
no-promising combination. So, our first idea was to design a purely statistical extraction
method. Our algorithm makes a study of the appearance frequencies of all the possible
combinations of aspects in order to make the ones the user considers as the most promising
to be emerged. As by the most promising we mean here the most used, we have chance
to miss the PCAs which are more rarely used, because of the rarity itself of the situations
they could support.

To reduce the space of the combinations to be examined and thus to avoid a calculating
explosion, we took into account the cognitive principles of the MBH model.

3.2 PCAs extraction by connexionist cognitive network

We said it was not possible to make sure that the PCAs set obtained by running the
previous algorithm was complete (PCAs will be reliable, but they will be able to not
cover all the space of the expert’s decision strategies). Moreover, this algorithm took
into account the cognitive principles underlying our model only for the pruning of the
space to be explored (in order to have a “reasonable” algorithmic complexity). So this
algorithm accounts for only one aspect of our cognitive approach. The second algorithm
we propose, makes use of the cognitive principles of our model in the designing itself. We
drew our’s inspiration from a connexionist cognitive network which models an elementary
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categorization task: CATEG_ART, cf. [KANT, 1996], network coming itself from the ART
network of [CARPENTER and GROSSBERG, 1987]. One of the interests of this network
is that it constitutes in fact a connexionist version of the choice MBH model, applied to a
categorization task. We already mentioned (cf. section 2) the fact that a decision-making
task can be regarded as a categorization operation: expressing a given decision about a
decision situation can be interpreted as classifying this same situation in the category
labeled with the decision made, the PCAs constituting the resemblances between the
situations in a same category.

4 Conclusion

Because the knowledge acquisition phase is a real bottleneck for the designing of any
KBS, resulting in part of the knowledge verbalization, we worked on the achievement
of an automatic-expert-strategies-learning tool in which the interaction with the expert
is limited as much as possible. However, the learning can be influenced by a set of
indications on the decision-maker’s a priori knowledge and on the promising research
areas in the space of the whole possible strategies. In this spirit, PCAs constitutes a
powerful algorithmic accelerator for a learning algorithm. We have introduced therefore
the concept of conditional learning: the system learns rules knowing that the expert uses
preferentially such or such promising combination of aspects.

The PCA concept was ecologically and formally validated. Even though the direct
observation gives reliable and relevant indications, it does not permit to determine the
PCAs, so we presented briefly the two automatic-extraction methods we developed.

The results obtained by our algorithms on the data of the process described in section 1
will be presented.
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Abstract:

Modern companies tend to maximize customer and employee satisfaction, respect their
individuality, and maximize profit and minimize costs and risk simultaneously. They
tend to define and optimize their processes, make them human centered and, especially
bigger companies, spread their business (products and services) all over the world.
Global enterprises and virtual organizations are showing up. The workflow technology,
as an answer and a solution to these tendencies, pervades different application
domains. Therefore demands for the efficient and robust workflow management system
(WfMS) and for the interoperability of existing WfMSs and tools from different vendors
are natural phenomena. The Workflow Management Coalition (WfMC), Object
Management Group (OMG) and different individual researchers and developers have
done much in this direction but there is no general and final solution, yet. Standard
architectures are being built and different new methods are being developed which try
to satisfy workflow-specific demands. New approaches include also application of
intelligent agents and domain content languages on the basis of the Extensible Markup
Language (XML).

Keywords: Workflow Technology, Workflow Management Systems, Workflow
Standards.

1 Introduction

Organizations and companies in application domains such as banking, insurance,
telecommunication, finance, health care and others have been using special centralized,
tightly coupled information technology (IT) architectures, together with proprietary
components and tools, for several years. These components and tools could be classified
into several groups like document management, image processing, e-mail processing,
groupware or project support tools.

Such applications have greatly increased productivity and provided better services.
Despite their success they have also drawbacks which are growing through the influence
of distributed, heterogeneous environments where e-commerce and dynamic workflows
are placed today. Major drawbacks are unadaptable, hard-coded business policies and
information accesses. This is inadequate for today's dynamic business processes where
activities and resource allocations have to change at run-time. Second major drawback is
isolated application execution. Older applications were developed for the specific
platform and operating system to solve specific problems. Occasionally they have used
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simple message exchange mechanisms but they were still isolated information and
process islands.

2 Workflow Management Systems

Workflow has been proposed to solve the problems mentioned in the introduction. It
is intended to separate business process management logic from other application logic
like database management systems did with the database logic. This omits the need to
rewrite applications when changes in procedures occur.

According to the definition, the workflow is the automation of a business process, in
whole or part, during which resources, information or tasks are passed among
participants for action, according to a set of procedural rules [WfMC-RM, 1998]. As
business processes are automated, production can increase dramatically. A workflow
system is used for this purpose, namely it is used to define, manage and execute
workflows according to the computer representation of the workflow logic.

The market for workflow has evolved from requirements across the whole IT
industry, with a wide range of products focussed on one or more particular aspects of the
overall workflow requirement. This multiplicity of products increases the need for
standards within the industry to enable different products to work together and integrate
within a consistent overall architecture. Through the global connectivity and e-
commerce the world is becoming a huge organization with a spectrum of products and
services it offers. Inside this organization there are thousands of departments with
different purpose, products, knowledge, services and the IT infrastructure which enables
implementation of these entities. Therefore the most needed standards are those for the
interoperability of workflow systems. Let us take a look first at the general features of
the workflow systems:

s understandable process definition representation — a process definition consists of
a network of activities and their relationships, starting and terminating conditions
of the process, and information about the individual activities, such as
participants, associated IT applications and data, etc. A workflow modelling tool
as a part of the workflow system provides on one hand a graphical process view to
non-programmers such as business analysts, re-engineering experts, end-users and
others, and on the other hand a computer-understandable representation that is
interpreted and executed.

o distributed, heterogeneous architecture — workflow systems have to run on
multiple platforms since business processes often span across multiple locations
(distributed departments of a company, company and its subcontractors, etc.)
which generally use different platforms. Because of this the workflow system
often employs three-tier client/server architecture. Special stress should be laid on
the effective event management service (as proposed in [Eder and Panagos, 1999])
since there are many events and groups of events in the business environment
concerning management of time, IT and human resources and costs.

o data model — we can classify workflow data in many ways. In the WIMC
workflow reference model (see section 3.1) three kinds of workflow data have
been identified: (i) workflow control data - the workflow enactment service
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maintains internal control data to identify the state of individual process or activity
instances and to support other internal status information; (ii) workflow relevant
data — used by both the application and workflow management system; and
(iii) application data - used by the workflow application only.

e user model — user model specifies each user's role and thus separates the roles
(specifications of capabilities needed to perform a task) from the physical
resources, which may change during the workflow enactment. Specific resources
that have the required capabilities will be assigned to the task at the process
execution time. Often the user model is represented by the organizational structure
in the organizational directory.

3 Standards that enable interoperability of Workflow Management Systems

3.1 Workflow Management Coalition and The Workflow Reference Model

In August of 1993 major corporations formed a Workflow Management Coalition
(WIMC), a non-profit international organization of workflow vendors, customers and
analysts with the charter to address the problem of standardization regarding the
interoperability of workflow systems and components.

The WEMC has identified five functional interfaces to a workflow service as part of
its standardization program — the Workflow Reference Model (figure 1) [WfMC-RM,
1998]. Specifications of these interfaces represent a firm, general workflow system
architecture without implementation constraints regarding workflow service.

The core of the Workflow Reference Model is the workflow enactment service. It is a
software service that may consist of one or more workflow engines in order to create,
manage and execute workflow instances. Applications may interface to this service via
the Workflow Application Programming Interfaces (WAPI).

Process Definition
Tools

other Workflow
Enactment Service

Administration & | Worktlow Enactment Service :
Monitoring Tools G N
- - Workflow
i Workflow Engine(s) !:|
Engine(s)

. Workflow API & Interchange Formats o

Workflow Client

Applications Invoked Applications

Figure 1: The WIMC's Workflow Reference Model
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A variety of different tools may be used to analyse, model, describe and document a
business process. Interface 1 defines a common interchange format, which supports the
transfer of workflow process definitions between separate products and workflow
service. Interface 1 includes a common meta-model for describing the process definition
and a textual grammar for the interchange of process definitions (Workflow Process
Definition Language - WPDL) and APIs for the manipulation of process definition data.

Interface 2 specifies standard workflow management Application Programming
Interfaces (API) - WAPIL With the support of these interfaces in workflow products
developers can implement front-end applications that need to access workflow services.

Interface 3 defines an interface mechanism between workflow management systems
and any other application. This mechanism is based on the so-called “Tool Agents” that
can handle the application control and information exchange. They can communicate
with applications by using DDE commands, by protocols like OLE or CORBA or any
other concept. The suggested interface defines the way a Tool Agent can be used by a
workflow application, e.g. a worklist handler or the workflow engine; it does not define
a direct application control mechanism.

Interface 4 provides an abstract specification that defines the requests and responses
that two or more workflow engines must exchange to be capable of supporting processes
that interoperate across a network. WfMC has also defined a binding that gives concrete
type definitions and message formats for the realization of the abstract specification,
using Internet e-mail with MIME encoding as the transport mechanism. At the 1998
AIIM show in Anaheim (California), there was a major press event illustrating the
capabilities of this interface in a live interoperability demonstration.

Specification of the interface 5 specifies what information needs to be captured and
recorded from the various events occurring during a workflow enactment. It does not
define how the data is stored, but what information is to be gathered and made available
for analysis. The purpose of this interface is the ability to use one monitoring application
with different workflow services from different vendors.

3.2  Object Management Group and the Workflow Management Facility

The submission to the Object Management Group's (OMG) Workflow Request For
Proposals from a consortium of 19 companies, backed by 23 potential users of the
specification, including the Workflow Management Coalition, is known as the
Workflow Management Facility (WMF) [OMG-WMF, 1998].

Ever since it has been published in 1995, the Common Facilities part of the Object
Management Architecture (OMA) had a placeholder for an architectural component that
"provides management and coordination of objects that are part of a work process" — the
Workflow Facility [Schulze, 1997].

The Workflow Management Facility specification uses the ISO Interface Definition
Language (IDL) to define its core interfaces. By means of these interfaces the workflow
engine can be plugged as a component in the different workflow environments and
interact with other business objects. The reality is not so simple, though, but firstly it is
important that the facility is standardized and adopted.
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The Workflow Management Facility has been adopted in the beginning of 1999 by
the OMG. It is a great accomplishment for both the OMG and WfMC members since it
achieves the goal of being able to build large-scale, stable and easy to maintain
applications in a controlled manner, according to opinions of working groups' members.

3.3 Internet Engineering Task Force and the Simple Workflow Access Protocol

In May 1998 a working group was set up to develop a Simple Workflow Access
Protocol (SWAP) for use over the Internet. Workflow services provide sequencing of
other services, and thereby need a way to start an external generic asynchronous service,
and to be told when it completes.

SWAP uses the Internet Uniform Resource Identifier (URI) of a process definition to
generate process instances, retrieve instance states and for other requests. The process
originator may provide the process instance with the URI of an observer. When the
process instance is completed it will send an HTTP request back to this URI in order to
notify the originator. This allows the originator to be put to sleep, freeing up operating
system as well as network resources while waiting for the process instance to complete.

Because the service generates a unique process instance object for every invocation
of the service, many invocations can be performed at the same time, a very important
feature when the service may take several weeks to complete, as is sometimes the case
in the long-running Internet applications.

SWAP uses W3C's Extensible Markup Language (XML) to provide parameters for
the messages sent using the HTTP protocol. Request responses are also encoded using
XML. Agreement on the final specification of this protocol is expected in 1999.

4 Technologies of influence

4.1  Agent technology applied to the workflow environment

Agents have characteristics that are synergetic to circumstances in the organisation
[Jennings et al., 1997]. Most important are: (i) distributed, autonomous behaviour for
distributed problem solving; (ii) social skills for information sharing, coordination and
negotiation; and (iii) responsiveness to changes for unpredictability in the business
process and proactively taking of opportunities.

Since such agents employ knowledge repository and various reasoning and planning
mechanisms they can contribute to the optimization of the workflow and consequently
of the business process in the organisation. This may improve the maturity and overall
quality of the business process.

Another important aspect of agents is adaptability to the demands and individual
characteristics of users. They can act as personal assistants (manage schedules,
adaptively search for specific information, etc.) and allow humans concentrate on
creative work.

4.2  Using Extensible Markup Language as the basis of the workflow language

Today there is a trend in different communities to create their common languages on
the base of The Extensible Markup Language (XML) [W3C-XML, 1999]. XML makes
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it much easier to develop and deploy new task or domain specific markup, enabling the
automation, parsing and processing of such data. It provides its documents (data
collections) with the attributes of extensibility, defined structure and validation.
Therefore it would be probably useful to define a standardized workflow description
language on the basis of XML.

In the workflow world there are already many approaches to describe workflow data
in XML - in the section 3.2 we have seen how SWAP employs XML; [Eder and
Panagos, 1998] expressed intention to use XML for workflow-specific data; etc. XML
parsers are already built in some Web browsers. This means that users of a workflow
system will be able to connect to the system from any location using the browser and
exchange their task information without the need for other applications and tools (they
can effectively use notebooks or even PDAs when participating in a workflow).

5 Conclusion

Workflow technology is going to pervade through different application domains and,
consequently, impact the whole information society. It has many advantages and
potentials over traditional, legacy systems but it can also integrate with them.
Companies can cooperate effectively by using this technology and this is also the
working attitude of the groups and individuals in the next millennium. Competition does
not produce such results as the synergy of cooperating environments. It is important that
the Object Management Group and the Workflow Management Coalition shape
common standards. By the end of 1999 it is expected to see first compliant products
from member vendors. The workflow technology is relatively new and pretty
sophisticated and needs further research regarding implementation aspects, like
distributed task execution and transaction processing. It is useful to integrate it with
new, emerging technologies, like Extensible Markup Language, intelligent agents and
the new generation of middleware.
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Abstract:

Within this paper some aspects of the BRITE-EURAM Project COMAPS (cognitive
management for anthropocentric production systems) are presented. The entire
COMAPS-system is an online decision support system to control dynamically changing
industrial production processes. This contribution is focussed only on the initialisation
phase by machine learning methods providing a snapshot of the current knowledge on
the control policy of the expert operators. Especially emphasised is the adoption of the
production rules produced by ML techniques to the cognitive model of expert’s control
practice. The applied algorithms to obtain a quasi optimal rule set as a model of the
intensional representation of the expert knowledge were tested by real world
applications (printed circuit board, foil and brake pad production). The results of one
application is presented.

Keywords: Online-systems, decision trees, cognitive modelling
1 Introduction

The COMAPS-system is designed for online support of experts in control of
anthropocentric production processes. By setting technological process parameters, the
industrial (anthropocentric) production process delivers products, which will be assessed
according to given quality indications. Since the quality parameters and the process
environment evolve, the human operator’s expertise is essential for controlling the
production process so that the quality indication of the products is optimal or at least
satisfactory. Normally, there exist several tunable process parameters leading to a multi
decision problem. The operator support of the COMAPS- system is based on a model,
called DOAM (dynamic operator action model) in the sequel. This model should reflect
the mental representation of the production process being the basis for rational decisions
of human operators.
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The DOAM contains two parts: a control reference (CR) as extensional and an
“optimal” rule set (RS) as intensional representation of the expert knowledge. The CR
contains relevant control situations (CS) from the past. A CS consists of the measured
values of physical process parameters, measured or observed environmental parameter
values, quality indices and decision values according to a special product. It contains
both physical process parameters (attributes) and subjective discrete decision values.
From the physical point of view the CR can be considered as a set of points in a multi-
dimensional state (feature) space. The numbecr of dimensions corresponds to the number
of relevant parameters. The decision outcomes are represented by the different labels.

The rule set (RS) represents a generalisation of all CS collected in the control
reference (CR). It is formulated as a set of production rules, consisting of a condition
and a conclusion part. The condition part is a conjunction of aspects. An aspect consists
of values of attributes. Discrete aspects are defined by a set of associated values, and
continuous ones by their intervals. In the context of the COMAPS algorithm a
production rule is called elementary rule (ER). From the cognitive point of view an ER
represents a certain control strategy, called atomic control strategy of the human expert.
A disjunction of elementary rules with identical conclusion parts describes the
generalised control strategy according to the correspondent conclusion value and the
complete control strategy includes those for each conclusion value of each decision
outcome.

Before starting the COMAPS- system the model has to be initialized. An initial CR
can be filtered from a raw data set containing the entire number of CS collected in the
past. The correspondent initial RS can be generated by using machine learning
approaches.

2 Machine Learning Approaches for initialization of the DOAM

Machine learning is generally taken to encompass procedures, that learn a task from a
series of examples (in our case control situations) [Michie at al, 1994]. An example is
described by a vector of attribute values with a class value attached, that has to be
established beforehand. In terminology of machine learning this is called supervised
learning. Each attribute may have either unordered (categorical) or ordered (e.g.
continuous) values. Most of the machine learning tasks can be mapped onto a
classification problem. Machine learning in the close sense intends to generate
classifying impressions simple enough to be easily understood by a human. Their
algorithms generate decision trees (e. g. CALS5 [Miiller and Wysotzki, 1994], CART
[Buntine and Caruana,1991], C4.5 [Quinlan,1993] ), exception trees (ripple down
method [Scheffer,1995] ) or production rule sets (like Cn2 [Clark and Niblett,1989] ).
The reason for the suitable legibility is that these classifiers split the entire feature space
into axis parallel class regions and it is easy to derive production rules reflecting the
decision behavior of the human operator. Statistical methods (e.g. discriminant analysis)
and neural networks construct and optimize weighted sums of all the original features
for the sake of classification. These weighted sums correspond to new (transformed)
features which become now the basis of classification. So the original features are
“hidden”, the classifier is not legible and they do not mimic human reasoning to provide
insight into the decision process.
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For the initialisation of the DOAM decision tree algorithms are used for following
reasons:

e The results are legible by the human experts (performance of all machine learning
algorithms in the close sense)

e The training time is normally not as high as for CN2 and the classification results
are mostly better [Michie at al, 1994].

For the learning step two different decision tree algorithms are used: CALS [Miiller and
Wysotzki, 1997] and a C4.5 like Algorithm [Quinlan, 1993]. CALS mainly delivers well
generalized decision trees at the expense of the correctness while the behaviour for the
trees delivered by the C4.5 algorithm is vice versa. Therefore both algorithms are
applied.

From each decision tree a rule set, representing the different control strategies, can be
derived. The conjunction of all tests ( in DOAM they are called aspects) along a path
from the root to a leaf node define the condition part of the production rule and the
correspondent leaf label is its conclusion part.

3 Discussion of the results of machine learning algorithms

The generation of the production rules of all leafs is more or less a physical model of
the production process including the real actions of the human operators. From the
cognitive point of view, apart of the empirical observed CS, there is no direct formal
access to the cognitive expertise of the human operator. But the rule set delivers a
discussion basis and allows a cognitive reflection upon his practice. Thus, it can be
considered as hypotheses of his control strategies. Thereby the generated rule of one leaf
represents an atomic control strategy.

From the machine learning point of view a decision tree covers the complete feature
space and delivers a rule set, which allows to formulate hypotheses that assign a class
label to each point within this space. But the hypotheses are only reliable in these points,
describing the observed CS. Thus, the rule set derived from the decision tree should be
adopted to the original control reference (CR). It does not need to cover the complete
feature space. There are sub areas in the feature space, where no experience according to
any control strategy exists; they are empty. The coverage of such an empty state space
by a rule would correspond to a more or less satisfying prediction according to the
control strategy. That does not correspond to the desired intensional representation of
expert knowledge.

In the case of sub areas containing CS with different values of the decision outcome
(class values), a coverage of different elementary rules with the corresponding class
label attached is needed. An original RS derived from one decision tree is not able to
satisfy this requirement. For that reason a large variety of elementary rules (atomic
control strategies) should be available from which a final rule set, nearly reflecting the
control strategies of the experts, can be derived. In the COMAPS initialization
procedure, a certain amount of decision trees can be produced and the ER of each of
them are collected in a common original rule set. This rule set is then adapted to the
cognitive model, representing the intensional expert knowledge.
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4 Realisation of a quasi optimal model

To increase the quality of rule sets that can be achieved by decision tree algorithms
we merge several rule sets that originate from applying these two decision tree methods
mentioned above, with different parameter settings to the same data set! (control
reference). The quality is measured by means of compactness and reclassification
capability (correctness - defined below). In this sense a rule set consisting of just one
rule for each class containing one aspect would be called optimal if there reclassification
rates would be 100%. Unfortunately this can not be reached in practice.

Now after production of this huge ( but probably redundant) rule set’ RS, consisting
of a lot of elementary rules this rule set has to be reduced to one of a reasonable size and
reclassification capability. Therefor, two measures -the correctness and completeness-
are introduced:

Let CR, the control reference (all collected control situations), and CRy, the control
reference according to one class k, be sets of control situations with CR, — CR. An

elementary rule ER; that is supposed to model an atomic control strategy belonging to
class k can be viewed also as a (potentially infinite) set of control situations situated in
the correspondent sub space and assigned to the class label k. Now, the correctness and
completeness can be defined as:

| ER, nCR, |
| ER, NCR ||

. _| ER,nCR, |
5 com(ERik) = W
k

cor(ER, )=

With these formulae the rule set can be restricted to a quasi optimal rule set. First, the
number of elementary rules is reduced applying the following algorithms: “drop
elementary rule ERy from rule set RS, if there exists an elementary rule ERj with ERy <
ERj and cor(ERy)< cor(ERj)”; “drop elementary rule from RS, if cor(ERy)<mincor”
or if com(ERy) < mincom”, where mincom and mincor are user defined thresholds.

Secondly, we apply a simplify method based on [Quinlan, 1987] to reduce the
redundant aspects in an elementary rule: Let AS,, be an aspect of an elementary rule ERy
and ER™; the same elementary rule without that aspect. If cor(ERy) — cor(ER") < AS
(whereas AS is a predefined threshold), then AS,, is redundant and can be dropped.
Finally, a quasi optimal rule set from the remaining rules is selected by calculating
ranking tables for elementary rules of one class (for each class one ranking table) by the
formula rank(ER;) = cor(ERy)(I - & + com(ERy) & where 0< & <1 represents the
desired generalisation factor. From these ranking tables elementary rules are selected

! Optional the multiple-class problem is transformed into a two-class problem. Therefore the data set is
spliced into n data sets (for each class one), rules for this class are generated by applying decision tree
algorithms and then this rules are added to the merged rule set.

2 This is optional even increased by combining aspects of elementary rules to new elementary rules. It
is not reasonable to apply this part of the algorithm in any case, as it may produce a combinatorial
explosion.

% Index i reflects the fact that a class k mav be modelled bv more than one alementary rula
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consecutively if they contain control situations that are not modelled by any other
elementary rule yet.

For modelling purposes of expert behaviour according to CS situated in unstable sub
areas of the state space, the priority relation is introduced. Let ERy and ERj; be two
elementary rules modelling parts of different class areas in the state space and an
intersection Iikjl = ERy N ERj[ exists. If ”Iikjl N CRI - I Iikjl M CRIH > AP, than ERy, is
said to prior ERj;, where AP is a predefined priority threshold.

5 Example
As an example several rule sets were generated based on the same data set* applying

different methods to delete redundancies. Table 1 shows a list of the generated rule sets
with some statistics about their reclassification and generalisation capabilities.

E —
(o] — 3
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5 g 5] £ 7 g o S £ £ 2 B B £ 5 g
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£ 2 2 E,}j’ £ o § o £8 § 5 58| &
8 s g Sg| 88| 5| sE| v&| mE| SE
- By Tyl Byl Tg| T B Bw| Towl Bow %’;
3 S‘Q E.o 53.9 S.E 53'_';::: S:E s:E E:E B:E S e
&, ZzE| z8| 28| z8| z8| z8| z8| z8| z8| =%
01 99 9 0 34 0 2 10 4 18 4.2
02 100 8 0 34 8 8 8 10 2.6
03 88 3 17 22 2 4 6 10 0 2
0A 94 14 0 126 10 38 28 16 34 34
0B 100 5 3 34 8 6 10 10 0 2.6
ocC 89 12 7 22 14 2 4 2 0 1.7
0D 83 16 9 10 8 0 2 0 0 1.4

Table 1. Rule Set Statistics

The rule set O1 is directly derived from only one C4.5 like decision tree [Quinlan,
1993] and the set 02 is result of the application of redundancy elimination method based
on [Quinlan, 1987] to the set 01. To this set the selection function was applied (set 03),
where a convenient compromise between correctness and generality is desired.

4 printed circuit board production with two decision outcomes.
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The next series starts with a rule set that derives from merging several rule sets
produced by some decision trees just eliminating covered elementary rules (first
mentioned method). Rule set 0B was yielded by the selection function with a very small
generalisation factor. The sets 0C and OD were produced by further increasing the
generalisation factor.

6 Conclusions

This paper deals with the BRITE-EURAM project COMAPS. In general, it is
developed as an online decision support of human centered production processes. It is
based on a dynamic operator action model, consisting of two representations: an
intensional (case based oriented) and an extensional (production rule oriented)
representation of operators control experience. This contribution especially emphasizes
the initialization phase because of the application of machine learning approaches to
produce a convenient initial model for the maintenance phase of the COMAPS-system.
Based on decision tree classifiers a method is developed for producing a quasi optimal
production rule set. The production rules, generated by decision trees has to be
considered as a physical static qualitative model of the production process which can
serve for checking hypotheses of the control strategy of the human operators. Based on
an enlarged (by merging production rules from a lot of decision trees) original rule set
methods are developed to detect redundancies and to select a quasi optimal rule set
according to the adaptation of a cognitive model of humans control practice. Note, that a
heuristic selection method is used and better rule sets could be achieved. An example
demonstrates the benefits of the developed production method of the quasi optimal rule
sets in comparison with an rule set derived from only one decision tree.
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Abstract:

Appropriate managerial efforts prior to and after adoption of New Manufacturing
Technology (NMT) are the key requirements for successful NMT deployment. In this
study, we identify factors related to the success of NMT deployment. After reviewing the
literature, we developed interview protocol and used it to interview twenty managers of
ten automotive manufactures. The managers are working in quality and production
engineering departments of the first-tier suppliers of two major automobile assemblers.
Fifty items were identified through the interview process representing the perspective of
the mangers toward factors for successful NMT deployment. Finally, we asked ten
experts to classify of those fifty items into four categories of the model of Quality
Management System. The four categories are management responsibility, resource
management, process and/or product realization, and measurement, analysis and
improvement. The experts were chosen from academia, industry, registrar of
1SO/QS9000, and NMT system vendor. We found that fourteen of fifty items can be
classified into the four categories with hundred per cent of consensus rate from experts.
The results imply that one could use the concept of Quality System Management to
enhance the success of NMT deployment.

Keywords: Quality Management System, Expert Opinion, New Manufacturing,
Technology (NMT)

1 Introduction

As the competition intensified, concerns over declining productivity, flexibility and
quality of manufactured autoparts in automobile supply chain have activated profound
interest in the adoption, and implementation of manufacturing practices such as new
manufacturing technology, quality management system, just-in-time production system.
To achieve this competition, the model of quality management is always recommended
both in literature and by practitioners. Many firms adopt this model in management of
their business operations and manufacturing. The complexity of NMT has made the
technology difficult for firms to implement and to achieve expected benefits from the
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technology. The objectives of this study, therefore, are (1) to report on the success
factors for NMT projects in Thai automotive industry and (2) to identify the relationship
between the success factors for NMT deployment and QMS concepts. The results of this
study would provide information about the managerial efforts that can bring about the
success of NMT deployment in Thai automotive industry.

2 Research methodology

2.1 Experiment design

We first reviewed the literature of NMT deployment and developed interview
protocol for data collection. The data collected for this study was opinions of managers
on key factors that made NMT deployment success in their companies. Second, we
interview twenty managers of ten automotive manufactures. The managers are all
working in quality and production engineering departments and have experiences in
NMT implementation. All managers were asked for key factors that made NMT
deployment success in their companies. Third, we set a panel of ten experts in the fields
of QMS and NMT implementation. We then asked the experts to classify the key factors
into four categories of quality management model based on the content validity of the
factors. The four categories are management responsibility, resource management,
process and/or product realization, and measurement, analysis and improvement. All
experts were given a copy of ISO/CD2 9001:2000 for used as a reference. The purpose
of this process is to synthesize the managerial effort for successful implementation of
NMT with the quality management concepts. After conducting two rounds of the expert
opinion process, we summarized the key factors classified by four categories of quality
management concepts that relating to the success of NMT deployment.

2.2  The samples and experts

The companies selected as samples for this study were the first-tier suppliers of two
major automobile assemblers. They were owned by Thai and/or Japanese and were both
ISO/QS9000 certified and non-certified companies. The selected companies can be
classified into three groups: subsidiaries of large companies, jointed venture with
Japanese, and Thai companies. The characteristics of the ten companies are shown in
Table 1.

Manufacturing Ownership Existing QMS Size
process
Machining (6) | Thai owned (3) | Obtained ISO/QS9000 (5) Less than 200 (7)
Fabrication (3) | Japanese owned (4) | Pursuing ISO/QS9000 (2) More than 200 (3)
Assembly (1) | Thai-Japanese (3) | None (3)

(x): the number of companies

Table 1. Characteristics of interviewed companies

The experts selected for this study must either well understand the model of quality
management system (ISO9000) or have experiences in implementing of NMT or be an
academic in ISO9000 and NMT. The panel of experts consisted of two academics, four
practitioners, two assessors of ISO/QS9000, and two vendors of NMT system. The
summary statistics of the selected experts are as follows:
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- Average age 42

- Average years of experience in NMT or QMS 7

- Education background: Bachelor degree 4
Master degree 4
Doctoral degree 2

years old
years
persons
persons

persons

3 Research findings

31 Expert Opinions on Success Factors for NMT Deployment

The data was collected during the fourth quarter of 1998. The interviewees consisted
of factory managers, production managers, quality control managers, and quality
management representatives. We found that most managers identified about 12-15 key
factors relating to the success of NMT deployment. We then group all factors together
and found that there are a total of fifty different factors that the managers thought
important for the success of NMT deployment. Table 2 shows the fifty success factors

and the number of experts who identified those factors.

Success Factors for NMT Deployment N. of Experts
1. Encourage activities that improve customer satisfaction. 20
2. Include technology issues in the company policies. 20
3. Deploy the company policies through the plant and employees 20
4. Emphasize the roles of project champion of NMT implementation 20
5. Concentrate on long-term planing rather than short-term planning 20
6. Appreciate the roles of the responsibility and authority of technology project team 19
for implementing NMT.
7. Provide an adequate technical training program for NMT users prior to and after 19
adopting the system.
8. Provide re-training program for the user after implementing NMT for a period of 19
time.
9. Consider the importance of preventive maintenance schedule for the adopted NMT 18
to achieve effective implementation.
10. Understand control parameter in the process and product prior to adopting NMT. 18
11. Involvement of customer in providing technical assistance in adopting NMT. 18
12. Select system vendor based on technical capability, serviceability, and price 18
rather than price alone.
13. Review the success of NMT implementation process and conduct performance 17
evaluation of implemented NMT to take corrective action in the future project
14. Consider both product and overall system performances including the level of 17
customer satisfaction prior to and after adopting NMT.
15. Realize the importance of benchmarking with respect to the competitors in your 17
industry about their adopted NMT.
16. Rely on single vendor of NMT system for maintenance & upgrading in the future 17
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17. Negotiate long-term technical support with system vendors. 17
18. Encourage the employees to suggest about changing and improving the existing 17
process by adopting improved tools and NMT
19. Review the NMT implementation project at schedule interval. 16
20. Consider the importance of adoption and implementation of NMT to achieve the 16
customer satisfaction in term of quality of products and processes performances.

21. Consider the importance of operation procedure or work instruction of each 16
adopted NMT for users.

22. Top management support in terms of finance and time for MT implementation 16
23. Concentrate on multi-functional team for implementing NMT. 15
24. Middle management support in terms of time and supervision for NMT 15
implementation project.

25. Appreciate the roles of the authority of technology project champion for 15
implementing NMT

26. Top management views employee involvement as crucial in implementing NMT 15
27. Communicate the impact of NMT implementation on the job security of 14
employees

28. Consider the compatibility of NMT with infrastructure (e.g. work space, 14
supporting services, workforce skill).

29. Involve system vendor in product and process development prior to the adoption 14
of NMT

30. Appraisal of system and product performances is not used for ranking employee 14
31. Include discussion in continuous improvement at all level of the company 14
32. Encourage employees to express new ideas to improve their working 14
Environment and customer satisfaction

33. Consider an adequacy of adopted NMT to its applications 14
34. Employees understands the company strategy and policy 13
35. Consider the impact of adopted NMT on working environment 12
36. Consider the important of customer’s feedback that used for an improvement 12
37. Consider the important of modifying or upgrading of an existing technologies 12
38. Operation procedures are developed based on the complexity of NMT 12
39. Multi~justification techniques are used for decision making prior to adopt NMT 11
40. Top management commit to continuous improvement as a primary goal 11
41. Involving employees from a variety of departments in technology decision 10
42. Consider the experience with pilot project prior to implementation of NMT 9

43. Linking the process and NMT design with product design 8

44. Linking the manufacturing strategy with business, and marketing strategy 8

45. Establishing the multi-skilled employees to operate and control NMT 7

46. Establishing multi-disciplinary planning and making a decision 6

47. Giving employees more managing and planning responsibility 6
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48. Improving direct labor training prior to and after adopting of NMT 5
49. Top management encourage employees involvement in manufacturing process 5
50. All key department managers within the company concern about responsibility 4
for quality improvement

Table 2. Expert Opinions on Success Factors for NMT Deployment

3.2  Relationship of the Success Factors for NMT Deployment and QMS
concepts

The fifty factors were used in the experts’ opinion process. In this process, we asked
ten experts to classify the success factors into four categories of quality management
system (QMS) concepts. The classification was done based on the content validity of
the factors to each QMS concept. After conducting two rounds of the classification
process, we found that fourteen of fifty items can be classified into the four categories
of QMS concepts with one hundred per cent of consensus rate from the experts. Table 3
shows the list of the factors that have a hundred per cent of consensus rate. We also
show in Table 4, 5 and 6 the list of factors that have 80%, 70% and 60% of consensus
rate from our experts. The results of this study imply that key factors for the successful
NMT deployment are related to the QMS concept. Therefore, one could use the concept
of Quality Management System to enhance the success of NMT deployment.

Category 1: Management responsibility

1. Encourage activities that improve customer satisfaction.

2. Include technology issues in the company policies.

3. Deploy the company policies through the plant and employees.

4. Emphasize the roles of project champion of NMT implementation.

5. Concentrate on long-term planing rather than short-term planning.

6. Appreciate the roles of the responsibility and authority of technology project team for
implementing NMT.

Category 2: Resource management

7. Provide an adequate technical training program for NMT users prior to and after adopting the
system.

8. Provide re-training program for the user after implementing NMT for a period of time.

Category 3: Product and/or service realization

9. Consider the importance of preventive maintenance schedule for the adopted NMT to achieve
effective implementation.

10. Understand control parameter in the process and product prior to adopting NMT.

11. Involvement of customer in providing technical assistance in adopting NMT.

12. Select system vendor based on technical capability, serviceability, and price rather than price
alone.

Category 4: Measurement, analysis and improvement

13. Review the success of NMT implementation process and conduct performance evaluation of
implemented NMT to take corrective action in the future project
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14. Consider both product and overall system performances including the level of customer
satisfaction prior to and after adopting NMT.

Table 3. Success Factors for NMT Deployment classified by QMS concepts with
100% consensus rate

Category 1: Management r sibility

) ol

1.Realize the importance of benchmarking with respect to the competitors in your industry about
their adopted NMT.

Category 2: Resource management

None

Category 3: Product and/or service realization

2. Rely on single vendor of NMT system for maintenance and upgrading in the future

3. Negotiate long-term technical support with system vendors.

Category 4: Measurement, analysis and improvement

4. Encourage the employees to suggest about changing and improving the existing process by
adopting improved tools and NMT

Table 4. Success Factors for NMT Deployment classified by QMS concepts with
80% consensus rate

Category 1: Management responsibility

1. Review the NMT implementation project at schedule interval

2. Consider the importance of adoption and implementation of NMT to achieve the customer
satisfaction in term of quality of products and processes performances

Category 2: Resource management

None

Category 3: Product and/or service realization

3. Consider the importance of operation procedure/instruction of each adopted NMT for users.

Category 4: Measurement, analysis and improvement

None

Table 5. Success Factors for NMT Deployment classified by QMS concepts with
70% consensus rate

Category 1: Management responsibility

1. Top management support in terms of finance and time for NMT implementation.

2. Concentrate on multi-functional team for implementing NMT.

3. Middle management support in terms of time and supervision for NMT implementation project.

4. Communicate the impact of NMT implementation on the job security of employees.

5. Appreciate the roles of the authority of technology proiect chamnion for imnlementino NMT
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Category 2: Resource management

6. Top management views employee involvement as crucial in Implementing NMT.

7. Consider the compatibility of NMT with infrastructure (e.g. work space, supporting services,
workforce skill).

Category 3: Product and/or service realization

8. Involve system vendor in product and process development prior to the adoption of NMT.

Category 4: Measurement, analysis and improvement

9. Appraisal of system and product performances is not used for ranking employee.

10. Include discussion in continuous improvement at all level of the company.

11. Encourage employees to express new ideas to improve their working environment and customer
satisfaction.

Table 6. Success Factors for NMT Deployment classified by QMS concepts with
60% consensus rate

4 Conclusions

In this study, we identify factors related to the success of NMT deployment by
interviewing twenty managers of ten automotive manufactures. The managers were
working in quality and production engineering departments of the first-tier suppliers of
two major automobile assemblers. Fifty items were identified through the interview
process representing the perspective of the mangers toward factors for successful NMT
deployment. We then asked ten experts to classify of those fifty success factors into four
categories of QMS concepts. We found that 32 of fifty factors can be classified into the
four categories with at least 60% of consensus rate from experts. The results imply that
one could use the concept of Quality System Management to enhance the success of
NMT deployment within Thai automotive industry.
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Abstract:

The need for effective knowledge asset management has carried process modeling to a
new sphere. The goal is to design corporate processes as a sustainable resource for
improving a company’s competitiveness. In this paper, we present an approach to
support human interactions with process networks that draws upon the duality of formal
reasoning and mental assessment. First, advisors provide interactive assistance in the
design of process models. They care about specific features of processes that are based
upon formal theories. Second, visualization techniques are employed to support process
engineers in cases where any formal theory about process characteristics is missing.
That is, an engineer’s perceptual capabilities are exploited for the assessment of
processes.

Keywords: Advisors, Visualization Techniques, Process Modeling.
1 Motivation

In a global market place, the competitiveness of any enterprise will ultimately rely on
the ability to carry out and govern system development processes, which constitute the
very root of industrial value creation. Much of the communication in design processes
even changes to electronic media. Thus, many aspects of process experience that used to
be implicit in the organizational culture, need to be made explicit and even transferable.
The goal of our approach is to design corporate processes as a sustainable resource for
improving a company’s competitiveness. Just imagine the effort it takes to model a real-
world process that consists of several thousands process steps (not only in terms of time
required but also with respect to the mental effort); rather the norm than the exception in
domains like plant construction or automotive design.

The prime objective of our research is to elevate the capability to capture and
maintain process know-how at a level of accuracy that brings enterprises into a position
to operate in virtual engineering networks. In this context, virtual engineering networks
refer to intra- as well as inter-organizational structures. In particular, we aim at
providing a synergy between formal theories and the perceptual capabilities of humans.
We focus on support tools for process engineers who themselves are experts in the
engineering domain, i.e. there are no third party champions involved that formally
represent the process following a sequence of interviews.

In this paper, we present an approach to support human interactions with process
networks. First, advisors provide interactive assistance in the design of process models.
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They care about specific features of processes, that are based upon formal theories
(socalled microtheories).

Tool support built upon formal features, however, comes a step short. There is a
rather large share of know-how, sometimes violating textbooks, that cannot be
expressed in formal rules. Here it is, where we promote an intuitive user interface to
process networks as second part of our approach. Layout algorithms allow one to
visualize processes with respect to a set of predefined characteristics. It is up to an
engineer to judge the quality of a process with regard to her personal understanding of
the domain.

Our contribution is based on experiences gained in two large companies in the utility
plant engineering and automotive sectors.

2 Human-centered Process Modeling

Process management constitutes a prime competence to value generation. We define
a process as a dynamic system of temporally and logically ordered activities intended to
reach a goal and augmented with concepts for agents, roles and artifacts. Processes are
generated from positive as well as negative experience about certain ways-of-working
accumulated by process participants. The complexity of a process is determined by the
number and diversity of its elements and relations. The spectrum of managing processes
ranges from the formal representation of processes, over assessment and re-engineering
activities, up to the execution and control of processes. In this paper, we focus on the
modeling part, i.e. how to support the capture and maintenance of process models.

Process modeling has emerged as a standard instrument for coping with the
increasing complexity of process management tasks. A process model is an abstract
description of an actual or proposed process. We understand process models as a result
of sophisticated mental construction rather than a pure mapping of attributes from a real
process [Schiitte, 1998]. A process is not per se existent as a system in the real world.
Even the representation of an actual process is always based on subjective perception
and interpretation. Hence, a complete process model comprises not only the formal
representation, but also pragmatic aspects, i.e., aspects of subjectivity (for whom), time
(when), and goals (what for). The assignment of a process model to an original (actual
or proposed) process is only valid in the context of these pragmatic aspects.

A special feature of process models that distinguishes them from other types of
modeling in computer science is the fact that “many of the phenomena modeled must be
enacted by a human rather than a machine” [Curtis et al., 1992]. Thus, one of the major
objectives of process modeling should be to “provide guidance, suggestions, and
reference material to facilitate human performance of the intended process” [Curtis et
al., 1992].

3 Means of Process Modeling Support

The specific intention is to offer dedicated support to process engineers who
themselves are experts in the engineering domain. However, due to the subjective
character of process models, which cannot be eliminated entirely, process experience
can only be formalized up to a certain degree. Hence, process modeling and
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maintenance needs to be supported by explicit, automated guidance as well as by
visualization techniques that exploit the perceptual capabilities of humans.

3.1  Automated Process Modeling Advice

Advisors for process modeling identify failures or weak points, indicate potentials
for improvement, show consequences, and generate proposals for modeling activities
(e.g., with respect to completeness or consistency). They provide explanations and draw
conclusions based on the specific context and their own knowledge. Advisor support
can be provided before, during and after conducting a process modeling task. An
advisor can be defined as a program that supports a user for solving a problem. Each
advisor is based on a microtheory [Gruninger and Fox, 1994]. A microtheory captures
the expertise of a limited domain; it comprises a set of formal statements (e.g., in
predicate logic) and a description of the context for which the statements are valid.

Syntactical correctness of a process model can be supported by advisors
automatically. This can be achieved by checking consistency and completeness of a
given process model with regard to the underlying meta-model. But, checking the
syntactical correctness of a formal representation does not indicate whether the process
model really reflects the original (actual or proposed) process to be represented.

Due to the subjective nature of process modeling in light of the already mentioned
pragmatic aspects, it is rather difficult to find a common understanding of a process’
structure and to define formal metrics for assessing the semantical correctness of
process models. However, by capturing and reusing process modeling experience, i.c.,
the reasons for process design decisions in a specific context, automated guidance can
also be provided for supporting the semantical correctness. In our approach, a model of
selected constraints and requirements describes the specific context of a process model
explicitly [Rupprecht et al., 1999]. Constraints and their relationships are captured at a
generic level in terms of an ontology. Experience in process modeling is broken down
into single design decisions that are captured in terms of dependencies among
constraints and process fragments represented as generic construction rules
(microtheories). By applying these construction rules to a specific model of constraints
and requirements, proposals for adaptations to the process model are generated. By
collecting and maintaining such dependencies from different engineers, process
modeling experience can be reused for specific process modeling cases.

This approach allows one to tailor process models in accordance with project-
specific requirements, as it is especially relevant for process models in the domain of
complex system engineering [Negele et al., 1999]. Figure 1 demonstrates the basic
principle of advisor-based guidance with an example for the project-specific adaptation
of a plant construction process model. It shows how an advisor derives the suggestion to
insert a generic process fragment (“apply for export permission”) before another process
fragment (“decide: bid or no bid’) due to a specific legal constraint (“export
certification necessary”). In figure 1, dashed arrows represent generic dependencies and
solid arrows represent advisor conclusions.

Amid modeling, an engineer selects constraints from the constraint ontology. Each
selection or later change in a constraint may trigger an advisor, which (1) highlights the
parts of the process where potential alterations arise due to the change, (2) generates
advice on how to conduct the alterations, and (3) provides a textual explanation.
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Figure 1: Advisor mechanism for process model adaptation

necessary

Beyond automated guidance for syntactical and semantical correctness, advisors can
provide assistance for optimizing and redesigning a process model with respect to
specific goals (e.g. time or cost reduction). We have developed a process modeling and
execution environment in which advisors point to potential improvements of a process
based on a dynamic analysis by simulation (e.g. bottle-necks encountered during
simulation trigger an advisor that generates the proposal to parallelise activities in order
to shorten total lead time) [Kratz and Rose, 1997]. Once again, such a tool requires
formal rules that are derived from expert knowledge.

The microtheories cannot necessarily be expected to be complete, i.e., to cover any
potential problem that may arise during process modeling and analysis. As
compensation we utilize the capabilities of the perceptual system of humans as shown in
the following subsection.

3.2  Visualization Techniques for Process Model Assessment

Humans readily impart meaning into what is seen and are excellent at perceptual
organization. By looking at a drawing representing a process a user can point out
potential problems that concern a process as a whole, thus compensating for the limited
scope of advisors which focus on formalizable aspects of a process. Such problems are
indicated by odd layouts, whereby ‘odd’ depends on the personal understanding of the
domain by an engineer. Odd layouts are caused, for instance, by missing or incorrect
logical dependencies among activities, missing or incorrect document relationships,
huge heaps of documents in late phases of the process, or the sparse spreading of
documents [Rose, 1998].

To support an engineer, visualization techniques are employed that generate dynamic
layouts for process models according to different criteria. Currently, three layout
options are distinguished:
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e Temporal: Activities are ordered along the x-axis depending on their respective
starting time.

e Logical: Activities are ordered according to the logical sequence of activities.

e Informational: Activities are ordered according to the informational input-output
relations between activities.

Figure 2 presents an example of a structural flaw in a network of logical
dependencies between the elements of a process model (the paper symbol denotes
documents and the other symbols indicate different types of activities). Several
indications give reason to check the correctness of the process structure. Firstly, there is
a parallel line of activities not synchronised with other activities. Secondly, this line of
activities starts without any task which is typically represented by a document. Thirdly,
a closer look at the kind of activities, i.e. the icons, involved unveils, that this line of
activities is about tooling which rather belongs to late phases of an engineering process.
The flaw is caused by a missing logical depencency between activity 1 and activity 2. In
the layout option of temporal dependencies this flaw would not be that obvious.

Note, it is the process designer who judges the correctness of such patterns. Visual
support offers additional decision criteria.

B Visuakization _ Process-ID: 06798 Title: Sample
wr.  Layoweptore  Ed Zoom

Ready
ZE/8) T pplR Windor

Figure 2: Flaw in the process structure (adapted from [Rose, 1998])

4 Discussion

We have presented an approach that draws on the duality of formal reasoning and
mental assessment. The former is utilized by advisors while the latter is supported by
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different visualization techniques that enable a user to view an entire process model
from different perspectives.

Having no formal theories in visualization is one of its biggest strengths but also one
of its biggest weaknesses, i.e., it is solely up to an engineer to decide when to use what
layout option. Process model visualization is certainly not limited to the three layout
options introduced above. Many other visualization aspects influence the subjective
perception and interpretation (e.g. choice of icons, setting filters to focus on specific
process elements, zoom factors for different sizes of process elements). For maximum
flexibility, it is necessary to offer specific combinations of all these option settings for
specific needs or assessment goals. Still, it is up to an engineer to encounter flaws by
interpretating a process model once appropriately visualized. But she has a better, i.e.,
“problem-specific”, basis for succeeding.

The question arises of how to combine layout options. The ultimate goal is an
ontology of layout options. Each combination reflects experience on identifying
potential flaws in the structure of the process. The ability to express local constraints for
layouts will help in elaborating layout options. Eventually, the selection of suitable
orchestrations of layout options will be advisor driven. A layout advisor will check the
process model for types of flaws and propose suitable options. This will turn our
visualisation method into an active stance, where it points to potential flaws when an
engineer may not even be aware that a problem exists.
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Abstract:

In this paper we present a part of the COMAPS research project. This project
introduces a new kind of decision help for an industrial operator in charge of a
production machine. The tool constructs and maintains a model of the user’s decision
practice. For each new operator’s decision, the COMAPS tool informs the operator of
the fitting of the new decision inside the formal representation of the past decision
practical. A decision, which does not fit, is decorated in different colours according to
the type of conflict between the decision and the decision model.

After a short presentation of the COMAPS project, this paper presents the “check as
you decide” paradigm i.e. a way to assist the operator in his/her every day decisions.

Keywords:Decisions help, Industrial process, Rule basis.
1 Introduction

This paper presents a part of the Brite-Euram BE-96-3941 European project
COMAPS (COgnitive Management for Anthropocentric Production Systems).

The purpose of the project is to build a tool that assists an industrial operator in
charge of tuning a production machine. The global context is illustrated in figure 1.
First, from observable control behaviour B, a control reference H is build by encoding
and filtering the raw data. Then the tool build an initial control theory C. This control
theory will be used to inform the user if a new incoming tuning is conform or not to the
operator past decision practice. The new incoming tuning is also used to maintain the
control theory in order to detect slight changes in the cognitive control theory H,
changes that will be revealed in the observable control behaviour. The way used by the
tool to inform the decision-maker is analogous to a classic spelling or grammar checker.
A decision which does not fit into the represented past decision practice is underlined in
different colours according to the type of conflict between the decision and the control
theory: this is the “check as you decide” principle. Contrary to the common “check as
you type” principle, the checker is not using a static proofing reference, i.e. a dictionary
and a grammar. In the COMAPS tool, this checking reference is continuously updated
([R. Bisdorff, 1999], [E. Le Saux et al., 1998]).

This paper is divided into two parts. First, we shortly present the cognitive principles
of the COMAPS design and the usual way of using the tool. Then we show how the
COMAPS tool organises the dialog with the operator.
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2 Check as you decide

We call control situation (CS) the parameters, or attributes, used by the operator to
take his/her decision as well as the decision itself. We note d(x) the decision associated
with a CS x. A set of control situations relevant for describing a decision practice is
called a control reference H. On the basis of this control reference, the COMAPS tool
builds and maintains a control theory C.

2.1 Use of the tool

The main principle of the tool consists in “checking for a given decision-maker, if his
decision is conform to his practice” as it is known to the tool through the given control
reference. Once initialised, the tool is used as follow:

1 A new CS arrives, i.e. a set of parameters with the associated operator’s decision (a
tuning for the machine he/she is in charged for instance).

2 The decision is decorated (underlined with different colours) if the decision is not
well covered by the tool's representation of the user practice.

3 For a decorated control situation, the operator can :
e Request an explanation why the decision is decorated ;

e Keep his/her decision : the tool has to take into account this new CS, i.e. the tool
adds this CS to the control reference and updates correspondingly its internal
representation of the decision practice ;

¢ Change his/her decision: the operator eventually realised he/she made a mistake.

In order to be flexible, the control theory is build upon generic cognitive principles,
not depending on domain relevant engineering principles, i.e. the tool builds a
behavioural model of the cognitive control strategies of the expert. This allows the tool
to be generic and therefore adapted to different kind of industrial process control
contexts. Let’s present shortly the underlying cognitive principles. A deeper description
can be found in [E. Le Saux et al., 1998].
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2.2 Cognitive principles

In J.P. Barthélemy and E. Mullet [J.P. Barthélemy and E. Mullet, 1994} introduce
their cognitive model of decision-making called the Moving Basis Heuristics (MBH).

This model is governed by three principles:

e Parsimony: the decision-maker (DM) processes a small subset of information.
This is directly linked to limited rationality introduced by Simon [H.A. Simon,
1995].

e Reliability / warrantability: the DM uses a subset of information large enough to
be meaningful.

e Decidability / flexibility: the way of choosing the subset is flexible enough to
achieve a decision.

The MBH model is essentially a descriptive approach to decision-making. Therefore
an important methodological point is given by the fact we are doing decision checking
and not decision prescription. In this sense, the model of the user practice is not a
mapping one to one from parts of the description space to possible decisions. The
cognitive model and the checker paradigm lead us to represent the operator's practice by
a set of “short” rules (they are constraint on at most 4 premises) and priorities between
this rules. We called d(R) the decision associated with the rule R, and we note R; > R, if
R; has the priority over R,, R; = R; if none has priority over the other.

We say that a CS is covered by a rule when the CS parameters satisfy the premises
of the rule. If the CS x is covered by the rule R, we note this x € R, even if d(R) # d(x).
We say a CS x is well classified by a rule R if R covers x and d(R) = d(x).

A rule is a part of the parameter space associated with a decision. We call the CS of
H that satisfies a rule, the support of the rule.

2.3 Decoration

As said earlier, the decoration mechanism gives immediate feedback about the fitting
of new incoming CS into a given the control theory. Three cases are possible. If a
control situation x is not covered by any rule of the control theory, there is a “no
covering rule” or “unknown practice” decoration for x. This case can arise when the
parameters of the CS are unusual. The second case is when x is covered, taking into
account the priorities, by a rule or several rules of same decision value. The tool then
uses a “well covering rule(s)” or “usual practice” decoration. This decoration says that
the CS is conform to the past decision practice. The last decoration, ‘““wrongly covering
rule(s)”’ or “unusual practice” decoration, appears when a rule or rules with different
decision values solely cover x. This decoration warns the operator of a decision value
that appears unusual for the given control situation.

The decoration algorithm is summed up in figure 2.
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I{R/xeR. }I=0 => no covering rule decoration
I{R/xeR. }I=1 => if d(R) = d(x) then well covered else wrongly covered decoration
IR={R/xeR }I>1 => R={R,...,R)}

one rule has priority: 3i:Vj#i,R >R; if d(R;) = d(x) then well covered else
wrongly covered decoration

no rule has priority: V (i,j) , R, = R; If 3i: d(R;) = d(x) then well covered
else wrongly covered decoration.

Figure 2

Figure 3 introduces a simple example. There are two possible decision values: 0 and
o, and two rules R™ and R° that intersect. If there are no priorities (R” = R°), the five
CS in the intersection are well covered, each CS supporting the rule of the same
decision. If rule R has the priority, the three CS, which decisions are o, are decorated
with a wrongly covered decoration.
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Figure 3: Priorities

After this short presentation of the “check as you decide” principles, we present now
a second feature of our man-machine interface for a decision checking tool.

3 Computing Related Control situations

When a user wants to know some explanations about the particular decoration of a
given control situation, following our cognitive design principles, the tool can’t show
decision rules. Indeed, it is known from cognitive psychology, that when deciding, the
operator generally refers to typical reference cases, not to general decision rules. These
latter are used, from a cognitive point of view, not for actually deciding, but for
explaining and discoursing upon a decision practice. So in terms of effective decision
support, showing decision rules won’t be useful for him/her. As an alternative approach,
we propose to show instead the user a limited set of reference control situations
illustrating the user’s past decision practice when tackling related similar or related
control situations.

To assess similarity or neighbourhood descriptions among control situations, we
define distances inside the attribute dimensions. On the one hand, if an attribute is
nominal, only the same and different values are admitted. If an attribute is ordered or
numeric, then a classical distance function used. These distances are aggregated in order
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to find a small set of “nearest” control situations in a geometrical point of view in the
past decision practice. A well or wrongly covered decorated CS is always covered by
rules, and each covering rule has normally a support. The premises of the covering rules
will give the context of the decision (i.e. the set of attributes to take into account), and
the support of the covering rules will give related samples. In order to select a few CS
among the support, the distance on attributes will be used. For each attribute of a rule,
the selected subset of CS are recursively reduce to the nearest CS on the considered
attribute. As the result is related to the order in which the attributes are taken into
account, the selection is run many times, with a different order of considering the
attributes. Then, all the selected subsets are merged. If there are too many CS in the
union, the oldest in time are removed. If there are too few CS, we start again the search
for related CS.

Two starting points for computing related CS, depending on the type of decoration,
are distinguished.

3.1 A single rule covers the CS

In this case, the decoration arises when there is only one rule R that covers x or a
single rule R covers the point x with a clear priority over all other rules that cover x, and
d(R) # d(x). In this case, we start to search the related CS in the support of R. The
following pseudo-code describes the algorithm. We note a(R) the attributes used in the
premises of R, X1 the cardinal of the set X and R(H) the CS that support the rule R.

There are two global parameters:
® N, : the minimum number of CS to be presented to the user,

® N : the maximum number of CS to be presented to the user.

{Y1, .., Ya} = getRSamples(CS x, Rule R, CsSet H)
Ex = 0
While(|Ex| < TNpig)
for p = 1 to la(R)|
B = R(H) - Ex
for each 1 € a(R)
B = {y € B/ dly;, %x;) is minimum}
endfor
roll (a(R))
Ex = Ex UB - (Ex N
endfor
endwhile
if |Ex| > Nmmx : too many CS,
then remove the oldest situation until |EX| = Npax
endif
return EX

3.2  No rule covers the CS

In this case, we don’t have a covering rule, so we don’t know on which attributes we
must focus our attention. One way of dealing with this missing information is to
compute the set of attributes used in all the rules, and then to proceed the same way as
previously. This process is described by the following pseudo-code.
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{y¥1, .., ¥Ya} = getSamples(Cs x, RuleBase ¢, CsSet H)
Ex = ¢

a((p) = ( ay, w , an)

while (|Ex| < Dpin)

for p = 1 to la(e)|
B = H - Ex
for each i € a(@)

B = {y € B/ dly;, x4) is minimum}
endfor
roll(a(e))
Ex = Ex UB - (B
endfor
endwhile
if | EX | > DNpay : too many CS,
then remove the oldest situation until |EX| = Np

endif
return Ex

This concludes our brief presentation of the “related control situations” feature of our
man-machine interface for checking decision support.

4 Conclusions

In this paper, we have outlined two essential feature of the man-machine interface for
checking decision support implemented in the COMAPS tool. The first feature presents
our “check as you decide” principle, helping the decision-maker to confront his actual
decision practice with the observed past decision practice. A second feature of our
interface presents the generation of related samples of decisions in order to explain a
given decision with the help of similar cases from past decision practice.
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OR searchers own a considerable decision power through the models they propose to
investigate Human Real World situation. This power is comparable to the one held by
the scientists and the engineers facing Natural Real World phenomena and developing
technologies.

Similarities, but also fundamental differences, exist between their respective
investigations.

It is essential to develop both Human and Physical models in an Ethical framework.
The quality of our way of life, of our future, of our environment is involved !

In the field of OR single criterion models often do not allow considering all the
Human requests for a Harmonious Decision-Making. Only one feature is considered and
optimized. On the other hand Multicriteria Analysis seems to be quite appropriate to
take into account all Human aspirations and therefore seems to offer quite more Ethical
reliability.

The Multicriteria PROMETHEE-GAIA methodology allows obtaining a graphical
visual view of the Brain and Freedom of the decision-makers with regard to their
decision problem. On the other hand it is also possible to visualize an Ethical Behavior
and to control if some possible decision fits both the aspirations of the decision-makers
and Ethical requests.

Such Ethical and decision investigations should from now on be associated to all OR
modelisations.
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The PROMETHEE multicriteria methodology has been extended to the multiple
decision makers context. In this case, several decision makers are confronted to a
decision problem involving a common set of possible actions. Once each decision
maker has formulated a specific set of criteria and of preference parameters to evaluate
these actions, the PROMETHEE methodology can be used to facilitate the group
decision process.

PROMETHEE I and II rankings can be obtained not only for each decision maker
separately but also for the group as a whole.

The GAIA method is extended in order to display the possible conflicts between the
decision makers. It is then possible to detect the origins of these conflicts, to explain
them and eventually to achieve a consensus decision after some decision makers have
modified their evaluations.
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Abstract:

Decision trees allow the modelling of event-dependent reasoning, but do not consider
the dynamics of contextual knowledge. In the framework of the SART project, which
aims at the design of an intelligent support system for subway regulators, we have to
model high-contextual reasoning. We propose to introduce the notion of contextual
graph, derived from decision trees, in order to take into account temporal and context-
based reasoning. This model leads not only to a graphical simplification, but relies on
observed reasoning modes in which context and its dynamics are essential. Our
formalism also considers action structures as independent entities which are more or
less similar to cognitive schemes and the graphic representation is reminiscent to
conceptual graphs.

Keywords: Context-based reasoning, Contextual graphs.
1 Introduction

The representation presented in this paper is used in the SART project (SART is the
French acronym for support system in traffic control. Information is available at
http://www lip6.fr/SART). The SART project aims at the design and development of an
intelligent system to support the operator who is responsible for a subway line at RATP
(the French company of public transport in Paris) when an incident occurs [Brézillon et
al., 1997].

The modelling of operators' reasoning is a difficult task because operators use a
number of contextual clues in the application of the procedures. Our model associates
case-based reasoning and decision trees and includes an explicit representation of
contextual knowledge. In Section 2, we introduce the notions used to model the context.
Then, we present our work on contextual graphs and their application into subway line
control.

2 Context and reasoning

Many efforts have been made to take context into account, see [Brézillon, 1999] for a
survey. In a series of recent papers we have tried to clarify the notion of context, at least
fore the sake of using it in engineering. Hereafter, we define contextual knowledge as
the part of context which is relevant in a given situation for a given operator [Brézillon
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and Pomerol, 1999]. This may be seen as the subset of the context in which the operator
can find every piece of knowledge for reasoning or explaining the situation [Brézillon
et al., 1999a]. The complementary part in context is called external context.

[Brézillon and Pomerol, 1999] define also proceduralised context as the
proceduralised part of the contextual knowledge that is considered explicitly, with
causal and consequential links, at a given step of the problem solving. Indeed, operators
do not consider at each moment all contextual pieces of knowledge during an incident
solving; the proceduralised context is the part of the contextual knowledge operators are
focusing on at a given step of the incident solving. This notion is relative to each
operator, to the current situation and to the moment at which the operator is working.
The proceduralised status of the context is dynamical since a contextual piece of
knowledge is proceduralised when the operator focuses on it and goes back to its initial
state when he does not need it anymore.

3 Representation by decision trees

We initially modelled the possible sequences of actions by decision trees [Raiffa,
1968]. The nodes represent possible states of nature according to context (circles in
Figure 1), and the actions to execute are on the corresponding branches (square and
rectangular boxes in Figure 1). Common sub-sequences of actions were grouped in
macro-action structures (the rectangular boxes in Figure 1) and almost all the actions are
postponed at the end of the branches [Brézillon and Pomerol, 1998]. For example,
Figure 1 presents the decision tree obtained in case of a failure of one or several motor
coaches'. In such a case, the driver have to try to restart the failed motors. If all motor
coaches restart, the train continues its run. If not all motor coaches work but enough
engine power is available, the train continues its run only if there is no steep incline,
otherwise it restarts without travellers. Finally, if there is not enough motor coaches
available, a train (usually the next one) pushes the damaged train up to the end-station.

Figure 1: An example of decision tree

A typical five-cars train is made up of 3 motor coaches and 2 trailers
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Actions Events

1 Residual traffic regulation Ell Immediate repair possible
2 Damaged train continues with travelers E12 | Immediate repair impossible
3 Damaged train continues with travelers until a steep E21 Enough motor coaches available

incline
4 Damaged train restarts without travelers E22 Not enough motor coaches available
5 Stable damaged train at end station E31 No steep incline between damaged train and end

station

6 Repair damage E32 Presence of steep incline until end station
7 Exit of the travelers out of the damaged train
8 Exit of the travelers out of next train E41 Damaged train at station
9 Exit of the travelers out of damaged train via available E42 | Damaged train under tunnel

cars
10 | Exit of the travelers out of next train via available cars E43 Damaged train partially at station

11 | Exit of the travelers out of damaged train via track

12 | Exit of the travelers out of next train via track E51 Next train at station
13 | Next train joins damaged train E52 | Next train under tunnel
14 | Link both trains E53 Next train partially at station

15 | Convoy return to end station

16 | Disassemble convoy E61 Presence of a station between damaged train and
next train
17 | Next train goes to next station E62 | No station between both trains
Table 1.
Macro-actions Actions lists

MA1 Damaged train continues service Actions 2 and 5

MA?2 Damaged train stops service Actions 7,4 and 5

MA 3 Make a convoy with damaged train and next train Actions 13, 14, 15, 5 and 16

MA 4 Empty next train at a station Actions 17 and 8

Table 1. List of actions, events and macro-actions used in the decision tree

In our application, the final goal of all branches of the decision tree are the same:
"Fast return to a normal operating mode" and the branches express only different means
to reach the final goal according to the state of nature. Actually, in our representation
(Figure 1 and Table 1) the so-called event nodes in decision trees are here used to
specify the context. At this step there is no probabilities on the events, the main purpose
is to describe, with the maximum of parsimony, all the possible contexts in which the
decision has to be made. For example {Ei,, Ey;, E3;} describes a context in which there
is no immediate repair possible, but enough motor coaches is still available and a step
incline. For this reason we will talk hereafter of context nodes instead of event nodes
and of context instead of nature's state. As observed in [Brézillon ef al., 1998], the
action postponement observed in Figure 1, amounts to relating each decision to a state
of nature, here a context described in the branch.

The above representation can be simplified by observing that some actions tends to
relate contexts each other. In other words, the regulators try to undertake remedial
actions to temporary, or definitively, return to a more normal operating mode. Thus,
some paths in the tree can converge after remediation. This is why we introduce
hereafter the notion of contextual graphs. A contextual graph is an oriented graph that
represents the decisions to undertake according to the context.
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4 Contextual graph representation

As explained in [Brézillon et al., 1999b], the proceduralisation of the contextual
knowledge is a process that makes explicit the links, especially the causal and
consequential links, between contextual knowledge pieces and as such the links become
a part of the proceduralised context. Consequently, the above decision tree (Figure 1)
can be regarded as representing proceduralised context, because for each context
represented by a sequence of context nodes the implicit reasoning about causes and
consequences implies that the action to undertake is defined without ambiguity. Thus,
the contextual graph implicitly represents the reasoning involved in the proceduralised
context (Figure 2).

Figure 2: The contextual graph corresponding to Figure 1

We have already mentioned that, after a remedial action, different paths of the graph
converge in a unique path. In some sense, these actions, if they are successful, abolish
the problem related to a given proceduralised context. For example, the proceduralised
context 1 and 2 in Figure 3 are respectively solved by actions 1 and 2. A new context
then enters the focus of attention (context 3). Thus, our representation takes into account
the dynamics of the proceduralisation.

Proceduralised context 1

Proceduralised context 3

Figure 3: Converging contexts

The evolution from decision tree to contextual graphs is not only a graphical
simplification. Decision trees deals with uncertainty whereas contextual graphs replace
uncertainty by the knowledge complexity of the context of decision. When a piece of
contextual knowledge is proceduralised in a tree representation, its status stays the same
up to the end of the branch, even if actions have successfully solved the problem. On the
contrary, in a contextual graph, the proceduralised knowledge evolves continuously. In



DECISION MAKING 335

such a dynamical domain (subway line control), it is fundamental to accurately represent
the dynamics of operators' reasoning.

The fact that our model is now based on graphs broadens the modelling capabilities
of operators' reasoning. Another problem of modelling by trees concerns parallel action
sequences. In our application, the order in which some actions are executed may be
indifferent. For example, when a train must push a damaged train, both trains must be
empty but the order in which the trains are emptied is not important and depends mainly
on the context in which the trains are. As the contextual pieces of knowledge are too
numerous to be exhaustively considered, we have introduced a new splitting in
contextual graphs, called temporal branching. A temporal branching figures several
branches that may be run independently and in any order. This idea is inspired by
industrial project management. Without such a representation we should be obliged to
multiply the number of paths, one for each order of possible inverting.

This structare is shown in Figure 2 (in the slashed square). One can see the opening
and closing square bracket in dashed lines between action 1 and macro-action MA3.
Both branches are composed of a contextual sub-graph. The upper one tells how to
empty the damaged train, the lower show the same for the emergency train. The actions
of both sequences are locally and independently executed. To detect such temporal
branching in real applications, one has to detect action sequences that are actually
indifferently undertaken in an order or another. For example, if you see that sometimes
the operators decide to do a sequence "A-B" and sometimes the sequence "B-A", one
can suppose that actions "A" and "B" are time-independent, but must be accomplished
before a given step. Such situations are easy to automatically detect from records.

In Figure 2, the structure in the slashed square have a proper signification. It can be
thought as an independent strategy named "assistance to a damaged train." This strategy
has a goal (to push a damaged train with another train up to the end-station) and an
explanation about the way to carry it out. This explanation may be represented as a
contextual graph, which looks like the contextual sub-graph shown in Figure 2.

The introduction of the notion of contextual sub-graphs simplifies the representation.
To explain the way to solve an incident, the system now presents a contextual graph in
which some actions structures are simple actions and others are sub-strategies whose
explanations may be expanded in contextual sub-graphs. This representation is
reminiscent to Sowa's conceptual graphs [Sowa, 1984] with their mechanisms, e.g., of
aggregation and expansion. Macro-actions are then considered as a particular case of
action structure in which the contextual graphs are simple action sequences.

5 Conclusion

Using contextual graphs, we can model notions that are not modelled by decision
trees. The main one is to make context explicit and to take into account the dynamics of
the proceduralisation. Another advantage of contextual graphs is their ability to deal
with large structure usually encountered in industrial applications. This representation is
easily understood by operators (and designers) and well accepted by them and their
hierarchy.
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Abstract:

Among a host of human-oriented activities several should be singled out which lay
important roles in the prevention of substantial economic losses and loss of human lives
in the course of everyday work. In the first place it should be applied to the activities to
assure safety in technological, societal and environmental spheres, to prevent
emergency and crisis situations, and reduce levels of risks of human activities. Several
important factors affect the solution of numerous problems connected with these tasks.

Keywords: Decision support systems, Societal factors, Emergency situations
1 Human factors

Centralization and automation, two general trends in modern industrial sphere, do not
eliminate people engaged in the technological processes. They are usually moved only
to other, more responsible positions, and fulfill other, mostly decision-making,
supervisory and controlling functions. This results in that human decisions and actions
in the process of their work are becoming more important and authoritative, affecting
general safety of technological and other activities. At the same time the basis for
human decisions, which also are becoming more complicated, becomes more fuzzy and
vague, but the time-span for taking decisions shorter.

All this has sharply increased the number of various stresses and psychological
difficulties for managing and operational personnel, that practically is becoming an
inseparable component of "man-machine" systems, often without any regard to their
psychological, physiologic and other human properties (and their limitations!). This
separation in some cases may explain unaccountable erroneous human decisions and
actions in the course of the fulfillment of their functions (especially in the emergency
conditions and in time of critical events, both of technological, as well as social nature)
[Meadows et al., 1992].

It is of interest and operational attention that human error contribution to MAJOR
industrial accidents occurs to be greater than to less serious failures. Whereas the human
errors resulting in general technological failures amount to 10-30 % of all causes, in
major accidents they are estimated to be in the range of 60-80 % [Gittus, 1987]!

1 The research of this paper was carried out under support of the Russian Humanitarian Scientific
Foundation (Grant N 98-03-04452)
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It has been firmly established that industrial accidents (in particular, major hazards)
do not arise in isolation of non-technological developments, among which factors of
societal nature are of exceptional importance. They, in fact, add new requirements to the
needs of effective management, decision making in particular, and informational
support, converting measures connected with securing safety, both technological,
societal, and environmental, into anthropocentric and human oriented. Now a great
many tasks connected with the decision making (in a general sense of the term) in the
course of various operations (during emergencies, and otherwise) could be solved only
by the use of the most modern managerial methods. They include also information
support, processing of large volumes of diverse information and data, and the
employment of computerized information systems and techniques.

One of the main conclusions from the analyses of industrial accidents of any type
and kind, especially those with catastrophic consequences, which occur from time to
time in the industrial countries, is that various hazards do not arise in isolation from
other, non-technological, factors. In that respect societal dimension of numerous human
activities is, in particular, of exceptional significance [Richardson, 1991]. It adds a new
and important aspect to the industrial safety problem per se, turning it into a complex
multi-aspect phenomenon with important and significant societal (human-oriented)
connotations.

Major accidents on the industrial installations (particularly technological
catastrophes) are actually the results of numerous factors performing in close
conjunction with each other, mainly with those of societal nature (regulatory and
controlling mechanisms, economic considerations, legal factors, motivations of people
in the course of industrial activities and many others). All of them often exert significant
impact on the state and tendencies in the formulation of socially acceptable levels of
safety in any country.

A number of important social factors of significance can be named which could play
important, sometimes decisive roles in the technological safety sphere. The role of
economic factors, in particular in such hazardous industries, as nuclear power or
chemical plants, should be stressed, as economic considerations very often impose strict
(and sever) limitations on the realization of safety programs and prevention of
emergencies. Among other social factors should also be mentioned here the state of
general social or economic stability (or rather instability) in a country or a region, or a
professional or educational level of the workforce. For example, the issue of personnel
competence and accordingly of personnel choice, in particular of managers and
operators, acquires a new significance for the effectiveness of the measures directed at
the prevention of industrial, especially major, emergencies and accidents. One of the
obstacles in this sphere is that there is not much guidance concerning "correct"
personnel selection methods. This is due mainly to the difficulty of defining criteria for
optimal successful managers' or operators' performances.

Among many important societal factors deficient, often-obsolete systems of
personnel choice, especially for responsible managing and operating positions, should
be accentuated. To oppose this in some countries there are legally binding requirements
that the operators, in particular in nuclear industries, should prove their competence and
abilities, permitting them to occupy the positions they strive to get (for example,
through examinations or some other methods).
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To properly comprehend this approach some general specifications of modern
technological safety activities should be noted:

e Among the causes of various industrial accidents, the emphasis is usually made on
the factors, mainly of technological nature, in particular, equipment failures and
mistakes of operators, leaving aside less noticeable factors, which, nevertheless,
affect the course of events before and during crises.

e Short-term consequences (economic, social, ecological) of industrial accidents
could now be assessed with the help of latest analytic and modeling techniques
with sufficient degree of reliability. This cannot be said, however, of probable
long-term societal consequences, including a wide range of lasting harmful
impacts on the health and welfare of the population and plant personnel. They
very often remain outside the attention of appropriate authorities and public
organizations.

e In complex technological systems with strictly balanced processes, and hazardous
by the nature of their activities, major accidents depend on intricate chains of
events. They, in fact, are the end results of hardly predictable coincidence of the
operations of many factors. Among them - technological and social play a most
important role (equipment failures, managerial faults, maloperations of personnel,
defective designs, often absence of feedback of operational experience, problems
with the choice of personnel, etc.). In real life the whole array of causes usually
cannot be easily discovered, as many important data are often irrevocably lost,
ignored or even intentionally hidden.

e Major accidents are often proceeded by smaller incidents ("near misses") due to
non-technological factors, mostly social. Taken individually these events are
fairly frequent, giving enough ground for important conclusions, which in real life
are, alas, usually not taken into serious consideration.

The experience has proved that specific features of emergency situations or accidents
compel to look at the phenomenon from a much broader point of view: major
technological catastrophes with unpredictable a priori causes and consequences in most
cases have other, more concealed and deep-rooted causes than direct technological,
engineering or managerial faults, however decisive they might look. Regrettably,
indirect causes of major technological accidents, which appear to a cursory observer
not to be connected with the technological safety (in technical sense of the term) often,
remain unidentified.

This, of course, does not mean that societal factors have been altogether ignored
during the analyses or investigations of accidents. Sufficiently wide research has been
made to that effect, but to a conspicuous degree it concentrated on social aspects of the
final consequences - that is on what happened after the accidents. It seems much more
important to detect factors, which could lead to the development of the undesirable
events before serious accidents would actually happen on the plants.

So, the main point is - societal factors, in the broadest sense of this term, should be
included in the number of probable, sometimes decisive, though not very noticeable,
causes of major industrial and other accidents. This should be understood in the sense
that powerful factors of societal nature (in conjunction with others) create general
preconditions for human-made calamities. In fact, ANY major industrial accident,
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should be treated as a complicated socio-technological event, the end result of the
interplay of many technological, societal and other factors, in particular the attitudes,
motivations and actions of people participating in industrial activities, directly not
connected with the industrial safety as such.

Among the most important factors of societal nature several should be singled out,
characterized and analyzed, that seems to play most influential roles in assuring
technological safety. Among them:

e Safety regulatory functions and mechanisms. The world experience has proven
that developed safety regulatory mechanisms constitute a prime prerequisite for
the effective prevention of industrial accidents. Indeed, rapid technological
development and increasing environmental pollution have required serious
organizational efforts in the reconstruction of regulatory agencies in the majority
of industrial nations. Safety mechanisms, as a rule, have been transformed into
highly specialized administrative systems, which deal with various aspects,
societal including, of industrial safety.

e Legal systems, that is the existence of developed legislation and execution of laws
which creates the basis for the effective measures to raise the level of safety (in
the general sense of the term). It is expedient to note an important tendency here -
the internationalization of safety legislative activities, begun by the so-called
"Seveso directive” of the EEC with subsequent addendum’s. [Kleindorfer. and
Kunreuther, 1987]. Now an interstate system of cooperation and interaction on a
continental level has been created to accumulate, assess, and analyze data
concerning potential risk of serious accidents and appropriate measures directed at
their prevention and mitigation of negative consequences. For the first time in the
legislative history and practice an international normative basis connected with
the prevention of serious industrial accidents and emergencies, has been created.

2 Information needs and systems of decision support

World experience has amply demonstrated that effective management in the
technological safety sphere constitutes a prime prerequisite for the prevention of
emergency situations and, as a consequence, of serious accidents of various types and
their negative consequences [Britkov and Sergeev, 1998a]. As the technological
systems become more complex, hazardous and environmentally harmful, industrial
management practices require still more sophisticated and effective operational and
analytical methods and instruments. This transforms technological safety activities into
highly specialized systems of their own, based to a significant degree on computerized
processing of large volumes of diverse and highly professional information and data.

The difficulties and the necessity to improve management practices led to the design
and construction of information systems, based on the use and interpretation of
“knowledge”, i.e. information accumulated in the course of experience (negative
including). These systems (“decision support systems” - DSS) are designated to
distribute the accumulated, and processed information in the form of “instructions” for
the decision makers who can then take appropriate and final decisions [Britkov, 1997].
The DSS seem exceptionally useful in the cases when the time lag for appropriate and
preferably optimal decision in the given conditions is severely limited but the risk of
serious losses is high (“emergency situations™).
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The possibilities to employ modern telecommunication means and to build
information centers (regional, for example) accumulating knowledge concerning similar
industrial complexes (though spatially separated) or analogous tasks or events
(“emergency situations). This optimization of the decision-making processes constitutes
an important element of the DSS, separating them from other (mainly “object-oriented’)
decision support systems.

The DSS are especially useful when there are firmly fixed tasks (functions), but the
algorithm of their solutions is absent. In other words, the main purpose the DSS is the
optimization of the management practices in the result of a better understanding and
formulation of the tasks, that results in a better assessment and choice of the solutions of
the tasks appearing in the course of decision making [Britkov and Sergeev, 1998b].

The key point here is that the difference between the poorly, or semi-poorly,
structured and well-structured problems affect the methods of their solutions. The latter
is usually understood as the process of decision making possessing a routine and
reiterative features. The former is that where there is no known and proved method of a
solution, as the problem, as such, appears for the first time or it posses a very
complicated and unclear nature.

If the method of the information processing might be presented in the form of an
algorithm, then the process of decision making may be structured and accordingly
incorporated in the computer program and the solution of a problem automated. In real
life the situations usually are much more complicated. There are many problems, in
particular in the financial sphere, when though management tasks are evident, the
process of their solutions cannot be fully automated, as many poorly structured factors
should be taken into consideration for taking a final decision (for example, in the credit
sphere).

Generally speaking, the number of situations where the problems to be solved cannot
be programmed is extremely large and the persons to take final decisions are not always
known thus, turning the decision making process into a more and more complicated
activity. Thus, it is clear that one of the main specific features of the situations, suitable
for the employment of the DSS, is the possibility of a simulation of a problem. The
tasks of financial dealers who often are compelled to take decisions within a few
seconds are a most evident and illustrative example of this point. So, the time
considerations are usually an important factor to use the DSS.

3 New Hi Tech problems

The points raised above and the trends mentioned, as well as the events in the
countries undergoing deep politico-economic changes show that negative consequences,
which often accompany them, have been mainly the results of inability to timely
introduce long needed changes in the technological, societal, or in many cases of
environmental safety activities, as they ceased to correspond to the requirements of a
human oriented and highly developed societies.

The occurrence of technogenic catastrophes, in fact of any serious technological or
social negative events, provide a convincing answer to the question why an emphasis
should be made upon the factors, societal including, that affect the level of safety in
complex societal or industrial societies. Only well organized ("well structured") and
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democratically run societies, where developed administrative, legal and many other
mechanisms, specific of the level of modem development, can create appropriate
conditions necessary for the optimization in the safety sphere and cope with hazards
characteristic of many industrial and other activities.

It should be stressed that the techno-scientific progress continues at an ever-
increasing rate. Radical technological and societal innovations carry with them not only
new benefits for the societies, but also new, unprecedented dangers. The developments
in the electronic and telecommunications areas may provide a good example of that.

With the approaching the XXI century a sinister and probably hazardous threat
appears before the humanity — the so-called “Problem of 2000™ year”(Y2K)
[http://www.2000.com/, http://www.y2k.com/].

The scientists, in particular specialists in the electronic and communications sphere,
as well as statesman or public institutions are now becoming anxious that the numerous
computers may fail to properly switch over to the dates of the 2000 year. The problem
is considered by many experts as a probable result of the inability of technical,
particularly programming, means to assure a “smooth” transfer of numerous
management systems based on the use of computers to the dates of the next century
[(http://www.coalition2000.0rg/,  http://www.2000.ru/,  http://www.millennium.ru/,
http://www.year2000.rv/]. In the opinion of many specialists that may lead to serious, in
some areas catastrophic, consequences of socio-economic and environmental character.
They may also acquire not only local or national, but also in many cases also global
proportions.

The modern safety problems could be successfully coped with only if all the relevant
factors, SOCIETAL including, are considered in their entirety, as a SYSTEM of
realistic and optimal decisions and actions, serving a common purpose - to prevent non-
trivial industrial accidents or at least to considerably mitigate their destructive socio-
economic losses and environmental impacts.

So, the points submitted here seem to give sufficient ground for a general conclusion
that at the present stage of industrial development it is not so much the techno-
engineering aspects that could contribute to the safe operation of complex industrial
systems. It is the societal factors, which, in the long run, might decide the success of the
industrial, and other safety activities. A wide range of various societal mechanisms and
instruments is now at the disposal of scientists and managers and it is up to them to use
them effectively.
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Abstract:

The Use of focus groups as a tool to better understand societal responses to
environmental issues is widespread. However the generation of heterogeneous groups
in order to cover the widest range of social opinions is still a cri