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Voronoi-based UAVs Formation Deployment and Reconfiguration

using MPC Techniques

Thomas Chevet∗, Cristina Stoica Maniu∗, Cristina Vlad∗, and Youmin Zhang†

Abstract—This paper presents a decentralized Voronoi-based
linear model predictive control (MPC) technique for the deploy-
ment and reconfiguration of a multi-agent system composed of
unmanned aerial vehicles (UAVs) in a bounded area. At each
time instant, this area is partitioned into non-overlapping time-
varying Voronoi cells associated to each UAV agent. The for-
mation deployment objective is to drive the agents into a static
configuration based on the Chebyshev center of each Voronoi
cell. The proposed MPC-based formation reconfiguration algo-
rithms allow not only faulty/non-cooperating agents to leave
the formation, but also recovered/healthy agents to join in the
current formation, while avoiding collisions. Simulation results
validate the effectiveness of the proposed control algorithms.

I. INTRODUCTION

In the last decade, unmanned aerial vehicles (UAVs) have

been the source of a growing interest coming from the

fact that these vehicles can be used for various applications

such as resource monitoring [1], forest fire surveillance [2],

mapping [3] or rescue missions [4]. Control of UAVs is

then an active research topic [5]. Some applications can use

a formation of UAVs to distribute the work load. During

such missions, the vehicles must avoid collisions with other

vehicles while tracking autonomously a given reference.

Several control schemes have been studied over the years

for UAVs formation control such as linear quadratic regula-

tion [6], robust control [7], sliding mode control [8] or model

predictive control (MPC) [9]. Nevertheless, the formation can

evolve when one or several UAVs in the formation become

non-cooperating leading to a faulty situation [10] or if one

or more UAVs join in the formation. In a wider context, set-

theoretic methods [11] have been studied for the control of

multi-agent systems [12], [13], with different applications.

Area coverage problems have been actively studied [14],

[15], however they are mainly focused on centroidal Voronoi

configurations. Such a configuration frequently relies on the

centers of mass of a Voronoi tessellation [16] which can

be laborious to compute. A different approach considers

the Chebyshev centers of the Voronoi tessellation [13], the

computation of these centers being of reduced complexity.

In this paper, an open multi-agent system [17] (agents

can join or leave the system) is considered where agents are

quadrotor UAVs. The agents are deployed in formation in a
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bounded area partitioned into a Voronoi tessellation. The for-

mation objective is a static configuration based on the Cheby-

shev centers of the Voronoi tessellation. This paper proposes

decentralized MPC techniques for formation deployment and

reconfiguration of UAVs formation in case of incoming and

outgoing agents. The contribution of this paper covers: 1) a

MPC controller to deploy the UAVs formation into a static

Chebyshev configuration; 2) the design of a barycenter-based

MPC control algorithm for non-cooperating UAV agents to

leave the formation or for agents to join in the formation.

The proposed technique can be adapted to several types of

agents, either aerial, terrestrial or aquatic, leading to a two-

dimensional approach for the formation. Moreover, several

applications (surveillance, forest fire monitoring) require a

constant altitude in order to avoid exposure or damage.

Section II describes the models considered in this paper.

The mathematical tools for the control problem and the

control objective of the system are presented in Section III.

Section IV is dedicated to the design of the MPC algorithms

for the control of UAVs formation. Section V details the

simulation scenarios and the associated results. Concluding

remarks and perspectives are drawn in Section VI.

Notation. In the following, R (resp. N) is the set of the

real numbers (resp. positive integers). The matrix 0n×m is of

size n×m and contains only zeros. If n = m, the notation

becomes 0n. The matrix In is the identity matrix of size

n. The transpose of the A matrix is denoted by A⊤. The

notation ‖x‖
2

is the Euclidean norm of the vector x such

that ‖x‖2
2
= x⊤x. The quadratic form ‖x‖Q is defined such

that ‖x‖2Q = x⊤Qx. The notation Q ≻ 0 means that Q is a

strictly positive definite matrix. The set of all integers from

m to n, with m ≤ n, is denoted by {m, . . . , n}. The sets N ,

Nf and Ni are the sets of the integers indexing respectively

all the considered agents, the agents steered into a formation

and the neighbors of the agent indexed by i ∈ Nf while in

formation (Nf ⊆ N ⊂ N, Ni ⊂ N). The cardinality of a

set S is denoted by |S |. The Minkowski sum of two sets

A and B is the set A ⊕ B = {a+ b|a ∈ A , b ∈ B}.

II. SYSTEM MODELING

This section presents the global multi-agent system and

the mathematical model of each individual UAV. For the

simplicity of the formulation, it is assumed that the formation

is composed of homogeneous agents.

A. Multi-agent system description

The global system is a homogeneous multi-agent system Σ
composed of |N | agents characterized by their state vector



φ θ

ψ

O

Front

Rear

Left

Right

zUAV

yUAVxUAVT4

T3

T1

T2

L

Fig. 1. Schematic representation of a quadrotor UAV.

xi ∈ X ⊂ R
n and input vector ui ∈ U ⊂ R

m, with i ∈ N .

Assumption 1. The number of agents |N | composing Σ is

time-varying.

All the agents use the continuous-time nonlinear dynamics:

ẋi(t) = f (xi(t),ui(t))

yi(t) = Cxi(t)
(1)

with the i-th agent’s measured signals yi ∈ Y ⊂ R
p,

the function f : R
n × R

m → R
n, and the output matrix

considered in the following to be C = I12 yielding Y = X.

This continuous-time nonlinear dynamics can be linearized

around an equilibrium point (x̄i, ūi), so that ȳi = x̄i, leading

to the following continuous-time linear dynamics around this

equilibrium point:

ẋi(t) = A (xi(t)− x̄i) +B (ui(t)− ūi) (2)

where A and B are matrices of appropriate dimensions with

(A,B) controllable and (A,C) observable with C = I12.

This linear model is used to design the controllers when

addressing the formation related control issues.

In the following, in order to simplify the notation, the time

dependency is dropped. Moreover, the variation terms around

the equilibrium point xi − x̄i and ui − ūi from (2) will be

denoted by x̃i and ũi.

Assumption 2. The formation is composed by a part or all of

the agents in Σ evolving in a workspace W ⊂ X. The number

of agents |Nf | composing the formation is time-varying.

B. Dynamical model of the UAV

Let us consider a set of homogeneous quadrotor UAVs

composing the multi-agent system Σ. This type of UAV is

actuated by four propellers driven by direct current (DC)

motors placed as shown on Fig. 1. The state-space model

of the UAV can be written by using the state vector x =[
x y z φ θ ψ vx vy vz ωx ωy ωz

]⊤
.

By using Lagrangian mechanics, the following state-space

model of the UAV is derived [18]:

ẋ = vx, ẏ = vy, ż = vz (3)

φ̇ = ωx + (ωy sinφ+ ωz cosφ) tan θ (4)

θ̇ = ωy cosφ− ωz sinφ (5)

TABLE I
NOMENCLATURE AND NUMERICAL VALUES

x, y, z UAV’s center of mass coordinates
φ, θ, ψ Pitch, roll and yaw angles
vx, vy , vz Linear speed of the UAV
ωx, ωy , ωz Angular speed of the UAV
Ti = ‖Ti‖2, i ∈ {1, . . . , 4} Thrust of the i-th propeller
ui, i ∈ {1, . . . , 4} Supply voltage of the i-th rotor
m = 1.4 kg UAV’s mass

Ix = Iy = 0.03 kg · m2 Moments of inertia along

Iz = 0.04 kg · m2 x, y and z directions
L = 0.25 m Arm’s length
C = 1 m Thrust to moment ratio

K = 120 N · V−1 Motor gain
τm = 5 ms Motor mechanical time constant

g = 9.81 m · s−2 Gravitational acceleration
Ts = 0.2 s Sampling time

ψ̇ = ωy

sinφ

cos θ
+ ωz

cosφ

cos θ
(6)

mv̇x = Ft (cosφ sin θ cosψ + sinφ sinψ) (7)

mv̇y = Ft (cosφ sin θ sinψ + sinφ cosψ) (8)

mv̇z = Ft cosφ cos θ − g (9)

Ixω̇x = (Iy − Iz)ωyωz + τx (10)

Iyω̇y = (Iz − Ix)ωxωz + τy (11)

Izω̇z = (Ix − Iy)ωxωy + τz . (12)

The UAV’s input
[
Ft τx τy τz

]⊤
can be expressed as

a function of the propellers’ thrust [19]:



Ft

τx
τy
τz


 =




1 1 1 1
L −L 0 0
0 0 L −L

−C −C C C







T1
T2
T3
T4


 = B1T. (13)

The time constant τm of the rotors’ DC motors is negligible

compared to the sampling period. Thus, the propeller’s thrust

is linked to its supply voltage by the first order relation [20]:

Ti = Kui, with i ∈ {1, . . . , 4}, (14)

the vector u =
[
u1 u2 u3 u4

]⊤
being the input signal of

the model. All the parameters mentioned above are gathered

in Table I.

C. Model linearization

When in hovering state, the UAV’s state vector is x̄ =[
x̄ ȳ z̄ 01×9

]⊤
. Thus, the supply voltage of each rotor

is ūi =
mg
4K

, with i ∈ {1, . . . , 4}.

The nonlinear model (3)–(14) is linearized around the

equilibrium point x̄ leading to a linear state-space model

around this point:

˙̃x =




03 03 I3 03

03 03 03 I3
03 A1 03 03

03 03 03 03


 x̃+

[
08×4

KB1

]
ũ (15)

with B1 given in (13) and A1 =



g sinψ g cosψ 0
−g cosψ g sinψ 0

0 0 0


.



Assumption 3. The UAV is moving with a constant altitude

z = z̄ and a constant yaw angle ψ = 0 during the entire

flight for the model to be linear time invariant.

The following constraints are imposed on the state vari-

ables and are bounds of X:

|φ| , |θ| ≤
π

12
rad and |ψ| ≤ 0.01 rad (16)

|vx| , |vy| ≤ 5 m · s−1 and |vz| ≤ 0.1 m · s−1. (17)

If these inequalities hold, it is considered that the linearized

model holds during the entire flight. This model will be used

to design a controller in Section IV.

III. PROBLEM FORMULATION

This section presents mathematical objects constructed on

the workspace W and the main goal of the global system Σ
based on these objects.

A. Voronoi tessellation

Assumption 4. The workspace W is convex and its restric-

tion to the first two directions of the state space, denoted as

W , is a bounded convex polytope.

The set W is a subset of R2 equipped with the Euclidean

norm ‖·‖
2
. If |Nf | agents are considered in W , it can be

partitioned in |Nf | Voronoi cells such that:

W =
⋃

i∈Nf

Vi, with Vi ∩ Vj = ∅, ∀i, j ∈ Nf , i 6= j (18)

Vi =
{
w ∈ W | ‖xr

i −w‖
2
≤

∥∥xr
j −w

∥∥
2

, ∀j 6= i
}

(19)

with xr
i and xr

j the first two coordinates of the state vector

of the i-th and j-th agents xi,xj ∈ W. One cell is then

the intersection of |Nf | − 1 bounded convex polytopes. The

Voronoi cells are then bounded convex polytopes [21].

In the following, the H -representation [22] of polytopes

such as the Voronoi cell or the restricted workspace W will be

used. If P is a polytope in R
n delimited by m hyperplanes,

then its H -representation is given by:

P = {x ∈ R
n|HPx ≤ ΘP} (20)

with HP ∈ R
m×n and ΘP ∈ R

m.

The agents are equipped with sensors allowing them to

know the position of their neighbors. They are then able to

compute their own Voronoi cell. Because of Assumption 2,

the number of agents in formation |Nf | and the Voronoi

tessellation are time-varying.

B. Chebyshev center

The Chebyshev center cci of Vi, with i ∈ Nf , is the center

of the largest ball Bi =
{
w ∈ Vi| ‖w − cci‖2 ≤ ri

}
lying in

Vi. Here, ri designates the radius of the ball Bi. The lines

of HVi
and ΘVi

are h
j
Vi

and θ
j
Vi

, with j ∈ {1, . . . ,m}. The

values of cci and ri are then obtained by solving the linear

optimization problem [23]:

max
cci , ri

ri

s.t. ri ≥ 0,

θ
j
Vi

≥ h
j
Vi
cci +

∥∥∥hj
Vi

⊤
∥∥∥
2

ri, j ∈ {1, . . . ,m} .

(21)

Assumption 5. The restricted workspace W and the number

of agents in the formation are given such that the Chebyshev

center of each cell Vi, with i ∈ Nf , is unique.

A time-varying Voronoi tessellation leads to time-varying

Chebyshev centers. The choice of the Chebyshev center

is motivated by the simplicity of the linear optimization

problem to be solved. Moreover, the Chebyshev center is

defined as the farthest point from all sides of its cell, which

minimizes the collision risk between the agents when they

track this center.

Moreover, in [13], the formation converges towards a

configuration where the agents’ positions coincide with their

associated Chebyshev centers with a null control signal when

steered with a decentralized full state-feedback control law.

Given Assumption 5 and the fact that the full state-feedback

control law can easily be replaced by a MPC controller, the

choice of the Chebyshev center is then justified.

C. Control objective of the multi-agent system

A multi-agent system Σ is composed by |N | agents,

indexed by integers i ∈ N . As mentioned in Assumption 2,

a subset of these agents Nf ⊆ N evolves into a workspace

W ⊂ X. The agents in Nf are being steered into a formation.

The first objective is the deployment of the agents con-

trolled independently towards a static configuration in W,

where the output of each agent is the extended Chebyshev

center x̃c
i =

[
cci 01×10

]⊤
, with cci the Chebyshev center

of the Voronoi cell Vi. The second control objective consists

in reconfiguring the formation whenever a non-cooperating

agent leaves the formation lying inside W. Finally, the

reconfiguration has to be handled in case of incoming healthy

agents being in Y but outside W.

IV. CONTROLLER DESIGN

The main results of this paper are presented within this

section: three decentralized linear MPC techniques for the

formation deployment and the formation reconfiguration both

for outgoing agents and for incoming agents.

A. Decentralized formation deployment

The decentralized formation deployment control algorithm

is meant to steer each agent into the formation described in

Section III-C. To this aim, the continuous-time linear model

(15) is sampled with the sampling period Ts leading to the

discrete-time linear time invariant dynamics:

x̃(k + 1) = F x̃(k) +Gũ(k). (22)

In the following, this model is used for all the agents, the

variables x̃ and ũ being indexed by i ∈ N .

The control signal ũi(k) for the agent i ∈ Nf is then

obtained by solving the convex optimization problem, derived

from the optimization problem [24, Chapter 4, p. 85]:



min
ũi

Np−1∑

l=0

(∥∥∥x̃i(k + l + 1)− x̃
obj
i (k)

∥∥∥
Q

+
∥∥∥ũi(k + l)− ũ

obj
i (k)

∥∥∥
R1

+
∥∥∥ũi(k + l)− ũi (k + l − 1)

∥∥∥
R2

)
(23a)

+
∥∥∥x̃i(k +Np)− x̃

obj
i (k)

∥∥∥
P

s.t. x̃
obj
i (k) = F x̃

obj
i (k) +Gũ

obj
i (k), (23b)

x̃i(k + l + 1) = F x̃i(k + l) +Gũi(k + l), (23c)

x̃i(k + l + 1) ∈ W, (23d)

ũi(k + l) ∈ U, (23e)

x̃i(k +Np) ∈ V
λ
i (k). (23f)

In the cost function (23a), the weighting terms Q,R1,R2 ≻
0 are diagonal matrices. The matrix P is obtained by solving

the algebraic Riccati equation [25]:

P =F⊤PF +Q

− F⊤PG
(
R1 +G⊤PG

)−1

G⊤PF .
(24)

The objective point x̃
obj
i (k) is x̃c

i (k), i.e. the extended

Chebyshev center of the i-th agent’s Voronoi cell. The

elements of Q, R1 and R2 are chosen in order to prioritize

the terms as follows: reach the agent’s designed position

at constant altitude, limit the input signal amplitude and its

variations.

In (23f), Vλ
i (k) = cci (k) ⊕ λ (Vi(k)⊕ {−cci (k)}), where

cci (k) is the Chebyshev center of Vi(k) and 0 ≤ λ < 1. The

set Vλ
i (k) is then a contracted version of Vi(k) centered on

its Chebyshev center. This constraint ensures that Vλ
i (k) is a

controlled λ-contractive set [11].

B. Formation reconfiguration in case of outgoing agents

This part proposes a novel predictive control strategy for

the formation reconfiguration once non-cooperating agents

are detected (e.g. faulty agents or agents having to leave the

formation for other purposes).

The control signal ũi(k) is obtained by solving the op-

timization problem with the cost function (23a) under the

constraints (23b), (23c) (where G can be modified in case of

a faulty agent), (23d) (where W is replaced by X) and (23e).

The objective point x̃
obj
i is a point outside the workspace

W that the outgoing agent can reach given the potential loss

of effectiveness in one or more of its actuators.

Assumption 6. The communication between the agents is

perfect with no package loss or communication delay.

When an agent inc ∈ Nf happens to be non-cooperating,

it broadcasts its position and its objective x̃
obj
inc

to the other

agents i ∈ Nf \ {inc} in the formation. These points define

a hyperplane H in W . These agents will change x̃
obj
i to

their neighbors’ barycenter in (23). Based on the definition

of H , the agents remaining in formation will compute their

neighbors’ barycenter.

Definition 1. For an agent i ∈ Nf , a neighbor is either an

agent having a Voronoi cell contiguous to Vi or a vertex of

Vi lying on the border of W .

Consider one cooperating agent i ∈ Nf \ {inc} and one

of its neighbors j ∈ Ni. If xr
i and xr

j lie in the same half-

space and the distance between xr
j and H is greater than the

distance between xr
i and H , the weight of agent j is set to

κw, with κ > 1 and w > 0. Else, the agent j’s weight is set

to w. The extended barycenter is then x̃bar
i =

[
cbar 01×10

]
,

where cbar is the weighted average of the xr
j , with j ∈ Ni.

By tracking this point, the remaining agents will move away

from the leaving agent by construction.

The non-cooperating agent then leaves the workspace W

relying on the problem described in this section. In the mean-

time, the remaining agents track their neighbors’ barycenter

by solving the problem (23) with x̃
obj
i = x̃bar

i .

C. Formation reconfiguration in case of incoming agents

This part proposes a control algorithm allowing healthy

agents from Y (but not in W) to join in the formation. To

do that, the control signal ũi(k) for the agent joining in

the formation is obtained by solving the same optimization

problem as in Section IV-B.

The objective point x̃
obj
i =

[
cref
i 01×10

]
, where cref

i ∈ W

is the closest point to the incoming agent inside W in terms

of the Euclidean norm. When the incoming agent is inside

W, it changes its control algorithm to the one defined in

Section IV-A to participate in the formation deployment.

V. SIMULATIONS AND RESULTS

A. Simulation scenarios

The control algorithms presented in this paper are tested

in simulation with MATLAB with MPT3.0 [26] and solvers

generated using CVXGEN [27].

The restricted workspace W is a bounded square of side

length 20 m centered at (0, 0). For all the optimization

problems, the prediction horizon is set to Np = 10 in order

to be large enough for the constraints to be satisfied but also

small enough for the target point (assumed to be fixed over

the prediction horizon) to be close to its real position at the

end of the horizon.

First scenario. For the formation deployment problem,

seven UAVs are considered with the nonlinear dynamics

described in Section II-B. They rely on the control al-

gorithm from Section IV-A and the linear dynamics from

Section II-C. The agents start in a hovering state at random

locations in W , their initial conditions being set to xinit
i =[

xi yi z̄ 01×9

]⊤
. They track the Chebyshev center of

their Voronoi cell to converge to a Chebyshev configuration.

Second scenario. Once the seven agents are deployed, at

t = 20 s, a loss of 40% of its effectiveness is injected to the

rear rotor of one of the agents. The outgoing agent leaves

the formation using the algorithm described in Section IV-B.

The other agents rally their neighbors’ barycenter while the

faulty agent is inside the workspace. When the faulty agent

leaves the workplace, the remaining agents reconfigure for

an optimal distribution within the workspace.
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Third scenario. The seven UAVs start in a Chebyshev con-

figuration and three incoming agents outside the workspace

W join in the formation. The incoming agents rely on the

algorithm described in Section IV-C to join in the formation.

The main objectives of the agents are to reach the Cheby-

shev center of their cell and to remain at a constant altitude

with a null yaw angle. Thus Q is chosen to be Q =
diag (10, 10, 100, 1, 1, 100, 1, 1, 100, 1, 1, 100). The weights

R1 and R2 are set to R1 = 1000I4 and R2 = 10R1

to follow these objectives while keeping an input signal∣∣∣ũji
∣∣∣ ≤ 0.015 V, i ∈ {1, . . . , 4}, j ∈ N = {1, . . . , 7}.

These weights are the same for the three algorithms. For

the computation of the barycenter, the weights w = 1 and

κ = 3 are considered.

B. Analysis of the results

First scenario. The initial positions of the UAV agents

are represented by a filled red circle on Fig. 2. As shown on

Fig. 2, all the agents converge to their objective in a finite

time. The control signals of one of the agents (agent 3 from

Fig. 2) are presented on Fig. 3. These signals oscillate around

the equilibrium point ū = mg
4K

. The signals u1 and u2 have

a larger amplitude than the signals u3 and u4 in the case of

agent 3 because its movement is mainly along the y axis.
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Fig. 4. Control signals of agent 5 from fault detection onward.
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Second scenario. A loss of 40% of its effectiveness

is injected to the first rotor of agent 5. The value of ū

and the constraint on u1 are then increased by 66.6%
compared to their nominal values in order to compensate

the loss of effectiveness. The agent must take the shortest

way out of the formation. Its target point is then set to

xref
5

=
[
40 y(t = 20 s) z̄ 01×9

]⊤
. The control signals

for the rotors of agent 5 are presented on Fig. 4.

On Fig. 5, the objectives of agent 3 and agent 5 are

changed according to the procedure described in Sec-

tion IV-B. The distances from the agents to their objectives

converge to 0 and the outgoing agent successfully leaves the

formation. When the outgoing agent has left, the formation

is properly reconfigured.

A video showing the simulation of the first two scenarios

is available at https://youtu.be/LhfnvSxrmwI.

Third scenario. The seven agents start from the same

positions as in the first and second scenarios. At t = 0
s, three agents join in the multi-agent system with ini-

tial state vectors xinit
8

=
[
−10 30 z̄ 01×9

]⊤
, xinit

9
=[

0 30 z̄ 01×9

]⊤
, xinit

10
=

[
10 30 z̄ 01×9

]⊤
. These

three agents join in the formation while the seven others still

deploy relying on the formation deployment algorithm. The

control signals for agent 9 are presented on Fig. 6.

At t = 3.4 s, agents 8, 9 and 10 enter the workspace

W. They then start tracking the Chebyshev center of their

associated Voronoi cell. On Fig. 7, agent 9 converges towards

its objective point inside W as well as the other agents.

The simulation results of the third scenario are available

at https://youtu.be/ecUbW19XxkA.

https://youtu.be/LhfnvSxrmwI
https://youtu.be/ecUbW19XxkA


0 2 4 6 8 10 12 14

1.5

2

2.5

3

3.5

4

4.5
·10−2

Max constraint on ui

Min constraint on ui

Mean value of ui

t (s)

u
(V

)

u1
u2
u3
u4

Fig. 6. Control signals of agent 9 while it joins the formation until the end
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VI. CONCLUSION

This paper presents decentralized linear model predictive

control techniques for quadrotor unmanned aerial vehicles

(UAVs) formation deployment and reconfiguration over a

convex bounded area based on dynamic Voronoi tessellation.

Using this control approach: 1) the formation is able to

deploy in a static Chebyshev configuration over the area;

2) non-cooperating UAVs can leave the formation or recov-

ered/healthy UAVs can join in the formation while avoiding

collisions. Three simulation scenarios have been proposed to

test the formation deployment and the formation reconfigu-

ration in case of an outgoing faulty UAV and in case of three

incoming healthy UAVs.

In our future work, the control algorithms will be applied

to an experimental testbed of UAVs available in the Net-

worked Autonomous Vehicles Lab in Concordia University.

Moreover, different types of faults will be investigated such

as sensor faults or communication delays/loss. Finally, the

shape and size of the formation’s workspace could also be

time-varying depending on the needs of the mission.
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