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# SPECTRAL INEQUALITY FOR FINITE COMBINATIONS OF HERMITE FUNCTIONS AND NULL-CONTROLLABILITY OF HYPOELLIPTIC QUADRATIC EQUATIONS 

KARINE BEAUCHARD, PHILIPPE JAMING \& KAREL PRAVDA-STAROV


#### Abstract

Some recent works have shown that the heat equation posed on the whole Euclidean space is null-controllable in any positive time if and only if the control subset is a thick set. This necessary and sufficient condition for null-controllability is linked to some uncertainty principles as the Logvinenko-Sereda theorem which give limitations on the simultaneous concentration of a function and its Fourier transform. In the present work, we prove new uncertainty principles for finite combinations of Hermite functions and establish an analogue of the Logvinenko-Sereda theorem with an explicit control of the constant with respect to the energy level of the Hermite functions as eigenfunctions of the harmonic oscillator for thick control subsets. This spectral inequality allows to derive the null-controllability in any positive time from thick control regions for parabolic equations associated with a general class of hypoelliptic non-selfadjoint quadratic differential operators. More generally, the spectral inequality for finite combinations of Hermite functions is actually shown to hold for any measurable control subset of positive Lebesgue measure, and some quantitative estimates of the constant with respect to the energy level are given for two other classes of control subsets including the case of non-empty open control subsets.


## 1. Introduction

The classical uncertainty principle was established by Heisenberg. It points out the fundamental problem in quantum mechanics that the position and the momentum of particles cannot be both determined explicitly, but only in a probabilistic sense with a certain uncertainty. More generally, uncertainty principles are mathematical results that give limitations on the simultaneous concentration of a function and its Fourier transform. When using the following normalization for the Fourier transform

$$
\begin{equation*}
\widehat{f}(\xi)=\int_{\mathbb{R}^{n}} f(x) e^{-i x \cdot \xi} d x, \quad \xi \in \mathbb{R}^{n}, \tag{1.1}
\end{equation*}
$$

the mathematical formulation of the Heisenberg's uncertainty principle can be stated in a directional version as follows

$$
\begin{equation*}
\inf _{a \in \mathbb{R}}\left(\int_{\mathbb{R}^{n}}\left(x_{j}-a\right)^{2}|f(x)|^{2} d x\right) \inf _{b \in \mathbb{R}}\left(\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{n}}\left(\xi_{j}-b\right)^{2}|\widehat{f}(\xi)|^{2} d \xi\right) \geq \frac{1}{4}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{4}, \tag{1.2}
\end{equation*}
$$

for all $f \in L^{2}\left(\mathbb{R}^{n}\right)$ and $1 \leq j \leq n$, and shows that a function and its Fourier transform cannot both be arbitrarily localized. Moreover, the inequality (1.2) is an equality if and only if $f$ is of the form

$$
f(x)=g\left(x_{1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{n}\right) e^{-i b x_{j}} e^{-\alpha\left(x_{j}-a\right)^{2}}
$$

where $g$ is a function in $L^{2}\left(\mathbb{R}^{n-1}\right), \alpha>0$, and $a$ and $b$ are real constants for which the two infima in (1.2) are achieved. There are various uncertainty principles of different nature.

[^0]We refer in particular the reader to the survey article by Folland and Sitaram [18], and the book of Havin and Jöricke [22] for detailed presentations and references for these topics.

Another formulation of uncertainty principles is that a non-zero function and its Fourier transform cannot both have small supports. For instance, a non-zero $L^{2}\left(\mathbb{R}^{n}\right)$-function whose Fourier transform is compactly supported must be an analytic function with a discrete zero set and therefore a full support. This leads to the notion of weak annihilating pairs as well as the corresponding quantitative notion of strong annihilating pairs:

Definition 1.1 (Annihilating pairs). Let $S, \Sigma$ be two measurable subsets of $\mathbb{R}^{n}$.

- The pair $(S, \Sigma)$ is said to be a weak annihilating pair if the only function $f \in$ $L^{2}\left(\mathbb{R}^{n}\right)$ with $\operatorname{supp} f \subset S$ and $\operatorname{supp} \widehat{f} \subset \Sigma$ is zero $f=0$.
- The pair $(S, \Sigma)$ is said to be a strong annihilating pair if there exists a positive constant $C=C(S, \Sigma)>0$ such that for all $f \in L^{2}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}|f(x)|^{2} d x \leq C\left(\int_{\mathbb{R}^{n} \backslash S}|f(x)|^{2} d x+\int_{\mathbb{R}^{n} \backslash \Sigma}|\widehat{f}(\xi)|^{2} d \xi\right) . \tag{1.3}
\end{equation*}
$$

It can be readily checked that a pair $(S, \Sigma)$ is a strong annihilating pair if and only if there exists a positive constant $D=D(S, \Sigma)>0$ such that for all $f \in L^{2}\left(\mathbb{R}^{n}\right)$ with $\operatorname{supp} \hat{f} \subset \Sigma$,

$$
\begin{equation*}
\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq D\|f\|_{L^{2}\left(\mathbb{R}^{n} \backslash S\right)} . \tag{1.4}
\end{equation*}
$$

As already mentioned above, the pair $(S, \Sigma)$ is a weak annihilating one if $S$ and $\Sigma$ are compact sets. More generally, Benedicks has shown in [5] that $(S, \Sigma)$ is a weak annihilating pair if $S$ and $\Sigma$ are sets of finite Lebesgue measure $|S|,|\Sigma|<+\infty$. Under this assumption, the result of Amrein-Berthier [3] actually shows that the pair $(S, \Sigma)$ is a strong annihilating one. The estimate $C(S, \Sigma) \leq \kappa e^{\kappa|S||\Sigma|}$ (which is sharp up to numerical constant $\kappa>0$ ) has been established by Nazarov [36] in dimension $n=1$. This result was extended in the multi-dimensional case by the second author [29], with the quantitative estimate $C(S, \Sigma) \leq \kappa e^{\kappa(|S||\Sigma|)^{1 / n}}$ holding if in addition one of the two subsets of finite Lebesgue measure $S$ or $\Sigma$ is convex.

An exhaustive description of all strong annihilating pairs seems for now totally out of reach. We refer the reader for instance to the works $[2,8,9,12,14,42]$ for a large variety of results and techniques available as well as for examples of weak annihilating pairs that are not strong annihilating ones. However, there is a complete description of all the support sets $S$ forming a strong annihilating pair with any bounded spectral set $\Sigma$. This description is given by the Logvinenko-Sereda theorem [34]:

Theorem 1.2 (Logvinenko-Sereda). Let $S, \Sigma \subset \mathbb{R}^{n}$ be measurable subsets with $\Sigma$ bounded. Denoting $\tilde{S}=\mathbb{R}^{n} \backslash S$, the following assertions are equivalent:

- The pair $(S, \Sigma)$ is a strong annihilating pair
- The subset $\tilde{S}$ is thick, that is, there exists a cube $K \subset \mathbb{R}^{n}$ with sides parallel to coordinate axes and a positive constant $0<\gamma \leq 1$ such that

$$
\forall x \in \mathbb{R}^{n}, \quad|(K+x) \cap \tilde{S}| \geq \gamma|K|>0
$$

where $|A|$ denotes the Lebesgue measure of the measurable set $A$
It is noticeable to observe that if $(S, \Sigma)$ is a strong annihilating pair for some bounded subset $\Sigma$, then $S$ makes up a strong annihilating pair with every bounded subset $\Sigma$, but the above constants $C(S, \Sigma)>0$ and $D(S, \Sigma)>0$ do depend on $\Sigma$. In order to be able to use this remarkable result in the control theory of partial differential equations, it is essential to understand how the positive constant $D(S, \Sigma)>0$ depends on the Lebesgue
measure of the bounded set $\Sigma$. This question was answered by Kovrijkine [30, Theorem 3] who established the following quantitative estimates :

Theorem 1.3 (Kovrijkine). There exists a universal positive constant $C_{n}>0$ depending only on the dimension $n \geq 1$ such that if $\tilde{S}$ is a $\gamma$-thick set at scale $L>0$, that is, for all $x \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\left|\tilde{S} \cap\left(x+[0, L]^{n}\right)\right| \geq \gamma L^{n}, \tag{1.5}
\end{equation*}
$$

with $0<\gamma \leq 1$, then we have for all $R>0$ and $f \in L^{2}\left(\mathbb{R}^{n}\right)$ with $\operatorname{supp} \widehat{f} \subset\{\xi=$ $\left.\left(\xi_{1}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}: \forall j=1, \ldots, n,\left|\xi_{j}\right| \leq R\right\}$,

$$
\begin{equation*}
\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq\left(\frac{C_{n}}{\gamma}\right)^{C_{n}(1+L R)}\|f\|_{L^{2}(\tilde{S})} \tag{1.6}
\end{equation*}
$$

Thanks to this explicit dependence of the constant with respect to the parameter $R>0$ in the estimate (1.6), Egidi and Veselic [15], and Wang, Wang, Zhang and Zhang [49] have independently established the striking result that the heat equation

$$
\left\{\begin{array}{l}
\left(\partial_{t}-\Delta_{x}\right) f(t, x)=u(t, x) \mathbb{1}_{\omega}(x), \quad x \in \mathbb{R}^{n}, t>0,  \tag{1.7}\\
\left.f\right|_{t=0}=f_{0} \in L^{2}\left(\mathbb{R}^{n}\right),
\end{array}\right.
$$

is null-controllable in any positive time $T>0$ from a measurable control subset $\omega \subset \mathbb{R}^{n}$ if and only if this subset $\omega$ is thick in $\mathbb{R}^{n}$. The notion of null-controllability is defined as follows:

Definition 1.4 (Null-controllability). Let $P$ be a closed operator on $L^{2}\left(\mathbb{R}^{n}\right)$ which is the infinitesimal generator of a strongly continuous semigroup $\left(e^{-t P}\right)_{t>0}$ on $L^{2}\left(\mathbb{R}^{n}\right), T>0$ and $\omega$ be a measurable subset of $\mathbb{R}^{n}$. The equation

$$
\left\{\begin{array}{l}
\left(\partial_{t}+P\right) f(t, x)=u(t, x) \mathbb{1}_{\omega}(x), \quad x \in \mathbb{R}^{n}, t>0  \tag{1.8}\\
\left.f\right|_{t=0}=f_{0} \in L^{2}\left(\mathbb{R}^{n}\right),
\end{array}\right.
$$

is said to be null-controllable from the set $\omega$ in time $T>0$ if, for any initial datum $f_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$, there exists $u \in L^{2}\left((0, T) \times \mathbb{R}^{n}\right)$, supported in $(0, T) \times \omega$, such that the mild (or semigroup) solution of (1.8) satisfies $f(T, \cdot)=0$.

By the Hilbert Uniqueness Method, see [11, Theorem 2.44] or [33], the null-controllability of the equation (1.8) is equivalent to the observability of the adjoint system

$$
\left\{\begin{array}{l}
\left(\partial_{t}+P^{*}\right) g(t, x)=0, \quad x \in \mathbb{R}^{n},  \tag{1.9}\\
\left.g\right|_{t=0}=g_{0} \in L^{2}\left(\mathbb{R}^{n}\right) .
\end{array}\right.
$$

The notion of observability is defined as follows:
Definition 1.5 (Observability). Let $T>0$ and $\omega$ be a measurable subset of $\mathbb{R}^{n}$. Equation (1.9) is said to be observable from the set $\omega$ in time $T>0$ if there exists a positive constant $C_{T}>0$ such that, for any initial datum $g_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$, the mild (or semigroup) solution of (1.9) satisfies

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}|g(T, x)|^{2} d x \leq C_{T} \int_{0}^{T}\left(\int_{\omega}|g(t, x)|^{2} d x\right) d t . \tag{1.10}
\end{equation*}
$$

Following [15] or [49], the necessity of the thickness property of the control subset for the null-controllability in any positive time is a consequence of a quasimodes construction; whereas the sufficiency is derived in [15] from an abstract observability result obtained by
an adapted Lebeau-Robbiano method and established by the first and third authors with some contributions of Luc Miller ${ }^{1}$ :

Theorem 1.6. [4, Theorem 2.1]. Let $\Omega$ be an open subset of $\mathbb{R}^{n}$, $\omega$ be a measurable subset of $\Omega,\left(\pi_{k}\right)_{k \in \mathbb{N}^{*}}$ be a family of orthogonal projections defined on $L^{2}(\Omega),\left(e^{-t A}\right)_{t \geq 0}$ be a strongly continuous contraction semigroup on $L^{2}(\Omega) ; c_{1}, c_{2}, a, b, t_{0}, m>0$ be positive constants with $a<b$. If the following spectral inequality

$$
\begin{equation*}
\forall g \in L^{2}(\Omega), \forall k \geq 1, \quad\left\|\pi_{k} g\right\|_{L^{2}(\Omega)} \leq e^{c_{1} k^{a}}\left\|\pi_{k} g\right\|_{L^{2}(\omega)} \tag{1.11}
\end{equation*}
$$

and the following dissipation estimate

$$
\begin{equation*}
\forall g \in L^{2}(\Omega), \forall k \geq 1, \forall 0<t<t_{0}, \quad\left\|\left(1-\pi_{k}\right)\left(e^{-t A} g\right)\right\|_{L^{2}(\Omega)} \leq \frac{1}{c_{2}} e^{-c_{2} t^{m} k^{b}}\|g\|_{L^{2}(\Omega)} \tag{1.12}
\end{equation*}
$$

hold, then there exists a positive constant $C>1$ such that the following observability estimate holds

$$
\begin{equation*}
\forall T>0, \forall g \in L^{2}(\Omega), \quad\left\|e^{-T A} g\right\|_{L^{2}(\Omega)}^{2} \leq C \exp \left(\frac{C}{T^{\frac{a m}{b-a}}}\right) \int_{0}^{T}\left\|e^{-t A} g\right\|_{L^{2}(\omega)}^{2} d t \tag{1.13}
\end{equation*}
$$

In the statement of [4, Theorem 2.1], the subset $\omega$ is supposed to be an open subset of $\Omega$. However, the proof given in [4] works as well when the subset $\omega$ is only assumed to be measurable. Notice that the assumptions in the above statement do not require that the orthogonal projections $\left(\pi_{k}\right)_{k \geq 1}$ are spectral projections onto the eigenspaces of the infinitesimal generator $A$, which is allowed to be non-selfadjoint. According to the above statement, there are two key ingredients to derive a result of null-controllability, or equivalently a result of observability, while using Theorem 1.6: a spectral inequality (1.11) and a dissipation estimate (1.12). For the heat equation, the orthogonal projections used are the frequency cutoff operators given by the orthogonal projections onto the closed vector subspaces

$$
\begin{equation*}
E_{k}=\left\{f \in L^{2}\left(\mathbb{R}^{n}\right): \operatorname{supp} \widehat{f} \subset\left\{\xi=\left(\xi_{1}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}:\left|\xi_{j}\right| \leq k, 1 \leq j \leq n\right\}\right\} \tag{1.14}
\end{equation*}
$$

for $k \geq 1$. With this choice, the dissipation estimate readily follows from the explicit formula

$$
\begin{equation*}
\left.\widehat{\left(e^{t \Delta_{x}} g\right.}\right)(t, \xi)=\widehat{g}(\xi) e^{-t|\xi|^{2}}, \quad t \geq 0, \quad \xi \in \mathbb{R}^{n} \tag{1.15}
\end{equation*}
$$

whereas the spectral inequality is given by the sharpened formulation of the LogvinenkoSereda theorem (1.6). Notice that the power 1 for the parameter $R$ in (1.6) and the power 2 for the term $|\xi|$ in (1.15) account for the fact that Theorem 1.6 can be applied with the parameters $a=1, b=2$ that satisfy the required condition $0<a<b$. It is therefore essential that the power of the parameter $R$ in the exponent of the estimate (1.6) is strictly less than 2 . As there is still a gap between the cost of the localization $(a=1)$ given by the spectral inequality and its compensation by the dissipation estimate $(b=2)$, it is interesting to notice that we could have expected that the null-controllability of the heat equation could have held under weaker assumptions than the thickness property on the control subset, by allowing some higher costs for localization with some parameters $1<a<2$, but the Logvinenko-Sereda theorem actually shows that this is not the case. Notice that Theorem 1.6 does not only apply with the use of frequency cutoff projections and a dissipation estimate induced by some Gevrey type regularizing effects. Other regularities than the Gevrey regularity can be taken into account. In the previous work by the first and third authors [4], Theorem 1.6 is used for a general class of accretive hypoelliptic quadratic operators $q^{w}$ generating some strongly continuous contraction semigroups $\left(e^{-t q^{w}}\right)_{t \geq 0}$ enjoying some Gelfand-Shilov regularizing effects. The definition and standard

[^1]properties related to Gelfand-Shilov regularity are recalled in Appendix (Section 4.3). As recalled in this appendix, the Gelfand-Shilov regularity is characterized by specific exponential decays of the functions and their Fourier transforms; and in the symmetric case, can be read on the exponential decay of the Hermite coefficients of the functions in theirs expansions in the $L^{2}\left(\mathbb{R}^{n}\right)$-Hermite basis $\left(\Phi_{\alpha}\right)_{\alpha \in \mathbb{N}^{n}}$. Explicit formulas and some reminders of basic facts about Hermite functions are given in Appendix (Section 4.1). The class of hypoelliptic quadratic operators whose description will be given in Section 2.2 enjoys some Gelfand-Shilov regularizing effects ensuring that the following dissipation estimate holds [4, Proposition 4.1]:
\[

$$
\begin{align*}
& \exists C_{0}>1, \exists t_{0}>0, \forall t \geq 0, \forall k \geq 0, \forall f \in L^{2}\left(\mathbb{R}^{n}\right),  \tag{1.16}\\
& \left\|\left(1-\pi_{k}\right)\left(e^{-t q^{w}} f\right)\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq C_{0} e^{-\delta(t) k}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)},
\end{align*}
$$
\]

with

$$
\begin{equation*}
\delta(t)=\frac{\inf \left(t, t_{0}\right)^{2 k_{0}+1}}{C_{0}} \geq 0, \quad t \geq 0, \quad 0 \leq k_{0} \leq 2 n-1 \tag{1.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbb{P}_{k} g=\sum_{\substack{\alpha \in \mathbb{N}^{n} \\|\alpha|=k}}\left\langle g, \Phi_{\alpha}\right\rangle_{L^{2}\left(\mathbb{R}^{n}\right)} \Phi_{\alpha}, \quad k \geq 0 \tag{1.18}
\end{equation*}
$$

with $|\alpha|=\alpha_{1}+\cdots+\alpha_{n}$, denotes the orthogonal projection onto the $k^{\text {th }}$ energy level associated with the harmonic oscillator

$$
\mathcal{H}=-\Delta_{x}+|x|^{2}=\sum_{k=0}^{+\infty}(2 k+n) \mathbb{P}_{k}
$$

and

$$
\begin{equation*}
\pi_{k}=\sum_{j=0}^{k} \mathbb{P}_{j}, \quad k \geq 0 \tag{1.19}
\end{equation*}
$$

denotes the orthogonal projection onto the $(k+1)^{\text {th }}$ first energy levels. In order to apply Theorem 1.6, we need a spectral inequality for finite combinations of Hermite functions of the type

$$
\begin{equation*}
\exists C>1, \forall k \geq 0, \forall f \in L^{2}\left(\mathbb{R}^{n}\right), \quad\left\|\pi_{k} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq C e^{C k^{a}}\left\|\pi_{k} f\right\|_{L^{2}(\omega)} \tag{1.20}
\end{equation*}
$$

with $a<1$, where $\pi_{k}$ is the orthogonal projection (1.19). In [4, Proposition 4.2], such a spectral inequality is established with $a=\frac{1}{2}$ when the control subset $\omega$ is an open subset of $\mathbb{R}^{n}$ satisfying the following geometrical condition:

$$
\exists \delta, r>0, \forall y \in \mathbb{R}^{n}, \exists y^{\prime} \in \omega, \quad\left\{\begin{array}{l}
B\left(y^{\prime}, r\right) \subset \omega  \tag{1.21}\\
\left|y-y^{\prime}\right|<\delta
\end{array}\right.
$$

where $B\left(y^{\prime}, r\right)$ denotes the open Euclidean ball centered in $y^{\prime}$ with radius $r>0$. It allows to derive the null-controllability of parabolic equations associated with accretive quadratic operators with zero singular spaces in any positive time $T>0$ from any open subset $\omega$ of $\mathbb{R}^{n}$ satisfying (1.21).

In the present work, we study under which conditions on the control subset $\omega \subset \mathbb{R}^{n}$, the spectral inequality

$$
\begin{equation*}
\forall k \geq 0, \exists C_{k}(\omega)>0, \forall f \in L^{2}\left(\mathbb{R}^{n}\right), \quad\left\|\pi_{k} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq C_{k}(\omega)\left\|\pi_{k} f\right\|_{L^{2}(\omega)} \tag{1.22}
\end{equation*}
$$

holds and how the geometrical properties of the set $\omega$ relate to the possible growth of the positive constant $C_{k}(\omega)>0$ with respect to the energy level when $k \rightarrow+\infty$. The main results contained in this article provide some quantitative upper bounds on the positive
constant $C_{k}(\omega)>0$ with respect to the energy level for three different classes of measurable subsets :

- non-empty open subsets in $\mathbb{R}^{n}$,
- measurable sets in $\mathbb{R}^{n}$ verifying the condition

$$
\begin{equation*}
\operatorname{liminin}_{R \rightarrow+\infty} \frac{|\omega \cap B(0, R)|}{|B(0, R)|}=\lim _{R \rightarrow+\infty}\left(\inf _{r \geq R} \frac{|\omega \cap B(0, r)|}{|B(0, r)|}\right)>0 \tag{1.23}
\end{equation*}
$$

where $B(0, R)$ denotes the open Euclidean ball in $\mathbb{R}^{n}$ centered in 0 with radius $R>0$,

- thick measurable sets in $\mathbb{R}^{n}$.

We observe that in the first two classes, the measurable control subsets are allowed to have gaps containing balls with radii tending to infinity, whereas in the last class there must be a bound on such radii. We shall see that the quantitative upper bounds obtained for the two first classes (Theorem 2.1, estimates (i) and (ii)) are not sufficient to obtain any result of null-controllability for the class of hypoelliptic quadratic operators studied in Section 2.2. Regarding the third one, the quantitative upper bound (Theorem 2.1, estimate (iii)) is a noticeable analogue of the Logvinenko-Sereda theorem for finite combinations of Hermite functions. As an application of this third result, we extend in Theorem 2.2 the result of null-controllability for parabolic equations associated with accretive quadratic operators with zero singular spaces from any thick set $\omega \subset \mathbb{R}^{n}$ in any positive time $T>0$.

## 2. Statements of the main Results

2.1. Uncertainty principles for finite combinations of Hermite functions. Let $\left(\Phi_{\alpha}\right)_{\alpha \in \mathbb{N}^{n}}$ be the $n$-dimensional Hermite functions and

$$
\begin{equation*}
\mathcal{E}_{N}=\operatorname{Span}_{\mathbb{C}}\left\{\Phi_{\alpha}\right\}_{\alpha \in \mathbb{N}^{n},|\alpha| \leq N} \tag{2.1}
\end{equation*}
$$

be the finite dimensional vector space spanned by all the Hermite functions $\Phi_{\alpha}$ with $|\alpha| \leq N$, whose definition is recalled in Appendix (Section 4.1).

As the Lebesgue measure of the zero set of a non-zero analytic function on $\mathbb{C}$ is zero, the $L^{2}$-norm $\|\cdot\|_{L^{2}(\omega)}$ on any measurable set $\omega \subset \mathbb{R}$ of positive measure $|\omega|>0$ defines a norm on the finite dimensional vector space $\mathcal{E}_{N}$. As a consequence of the Remez inequality, we check in Appendix (Section 4.4) that this result holds true as well in the multi-dimensional case when $\omega \subset \mathbb{R}^{n}$, with $n \geq 1$, is a measurable subset of positive Lebesgue measure $|\omega|>0$. By equivalence of norms in finite dimension, for any measurable set $\omega \subset \mathbb{R}^{n}$ of positive Lebesgue measure $|\omega|>0$ and all $N \in \mathbb{N}$, there therefore exists a positive constant $C_{N}(\omega)>0$ depending on $\omega$ and $N$ such that the following spectral inequality holds

$$
\begin{equation*}
\forall f \in \mathcal{E}_{N}, \quad\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq C_{N}(\omega)\|f\|_{L^{2}(\omega)} \tag{2.2}
\end{equation*}
$$

We aim at studying how the geometrical properties of the set $\omega$ relate to the possible growth of the positive constant $C_{N}(\omega)>0$ with respect to the energy level. The main results of the present work are given by the following uncertainty principles for finite combinations of Hermite functions:

Theorem 2.1. With $\mathcal{E}_{N}$ the finite dimensional vector space spanned by the Hermite functions $\left(\Phi_{\alpha}\right)_{|\alpha| \leq N}$ defined in (2.1), the following spectral inequalities hold:
(i) If $\omega$ is a non-empty open subset of $\mathbb{R}^{n}$, then there exists a positive constant $C=C(\omega)>$ 1 such that

$$
\forall N \in \mathbb{N}, \forall f \in \mathcal{E}_{N}, \quad\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq C e^{\frac{1}{2} N \ln (N+1)+C N}\|f\|_{L^{2}(\omega)}
$$

(ii) If the measurable subset $\omega \subset \mathbb{R}^{n}$ satisfies the condition (1.23), then there exists a positive constant $C=C(\omega)>1$ such that

$$
\forall N \in \mathbb{N}, \forall f \in \mathcal{E}_{N}, \quad\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq C e^{C N}\|f\|_{L^{2}(\omega)}
$$

(iii) If the measurable subset $\omega \subset \mathbb{R}^{n}$ is $\gamma$-thick at scale $L>0$ in the sense defined in (1.5), then there exist a positive constant $C=C(L, \gamma, n)>0$ depending on the dimension $n \geq 1$ and the parameters $\gamma, L>0$, and a universal positive constant $\kappa=\kappa(n)>0$ only depending on the dimension such that

$$
\forall N \in \mathbb{N}, \forall f \in \mathcal{E}_{N}, \quad\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq C\left(\frac{\kappa}{\gamma}\right)^{\kappa L \sqrt{N}}\|f\|_{L^{2}(\omega)}
$$

According to the above result, the control on the growth of the positive constant $C_{N}(\omega)>0$ with respect to the energy level for an arbitrary non-empty open subset $\omega$ of $\mathbb{R}^{n}$, or when the measurable subset $\omega \subset \mathbb{R}^{n}$ satisfies the condition (1.23), is not sufficient to satisfy the estimates (1.20) needed to obtain some results of null-controllability and observability for the parabolic equations associated to the class of hypoelliptic quadratic operators studied in Section 2.2. As the one-dimensional harmonic heat equation is known from [13, Proposition 5.1], see also [35], to not be null-controllable, nor observable, in any time $T>0$ from a half-line and as the harmonic oscillator obviously belongs to the class of hypoelliptic quadratic operators studied in Section 2.2, we observe that spectral estimates of the type

$$
\exists 0<a<1, \exists C>1, \forall N \in \mathbb{N}, \forall f \in \mathcal{E}_{N}, \quad\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq C e^{C N^{a}}\|f\|_{L^{2}(\omega)},
$$

cannot hold for an arbitrary non-empty open subset $\omega$ of $\mathbb{R}^{n}$, nor when the measurable subset $\omega \subset \mathbb{R}^{n}$ satisfies the condition (1.23), since Theorem 1.6 together with (1.16) would then imply the null-controlllability and the observability of the one-dimensional harmonic heat equation from a half-line. This would be in contradiction with the results of [13, 35].

On the other hand, when the measurable subset $\omega \subset \mathbb{R}^{n}$ is $\gamma$-thick at scale $L>0$, the above spectral inequality ( $i$ iii) is an analogue for finite combinations of Hermite functions of the sharpened version of the Logvinenko-Sereda theorem proved by Kovrijkine in [30, Theorem 3] with a similar dependence of the constant with respect to the parameters $0<\gamma \leq 1$ and $L>0$ as in (1.6). Notice that the growth in $\sqrt{N}$ is of the order of the square root of the largest eigenvalue of the harmonic oscillator $\mathcal{H}=-\Delta_{x}+|x|^{2}$ on the spectral vector subspace $\mathcal{E}_{N}$, whereas the growth in $R$ in (1.6) is also of order of the square root of the largest spectral value of the Laplace operator $-\Delta_{x}$ on the spectral vector subspace

$$
E_{R}=\left\{f \in L^{2}\left(\mathbb{R}^{n}\right): \operatorname{supp} \widehat{f} \subset\left\{\xi=\left(\xi_{1}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}: \forall j=1, \ldots, n,\left|\xi_{j}\right| \leq R\right\}\right.
$$

This is in agreement with what is usually expected for that type of spectral inequalities, see [32].

The spectral inequality ( $i$ ) for arbitrary non-empty open subsets is proved in Section 3.1. Its proof uses some estimates on Hermite functions together with the Remez inequality. The spectral inequality (ii) for measurable subsets satisfying the condition (1.23) is proved in Section 3.2 and follows from similar arguments as the ones used in Section 3.1. The spectral inequality (iii) for thick sets is proved in Section 3.3. This proof is an adaptation of the proof of the sharpened version of the Logvinenko-Sereda theorem given by Kovrijkine in [30, Theorem 1]. As in [30], the proof is only written with full details in the onedimensional case with hints for its extension to the multi-dimensional one following some ideas of Nazarov [36], the proof given in Section 3.3 is therefore more specifically inspired by the proof of the Logvinenko-Sereda theorem in the multi-dimensional setting given by Wang, Wang, Zhang and Zhang in [49, Lemma 2.1].
2.2. Null-controllability of hypoelliptic quadratic equations. This section presents the result of null-controllability for parabolic equations associated with a general class of hypoelliptic non-selfadjoint accretive quadratic operators from any thick set $\omega$ of $\mathbb{R}^{n}$ in any positive time $T>0$. We begin by recalling few facts about quadratic operators.
2.2.1. Miscellaneous facts about quadratic differential operators. Quadratic operators are pseudodifferential operators defined in the Weyl quantization

$$
\begin{equation*}
q^{w}\left(x, D_{x}\right) f(x)=\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{2 n}} e^{i(x-y) \cdot \xi} q\left(\frac{x+y}{2}, \xi\right) f(y) d y d \xi, \tag{2.3}
\end{equation*}
$$

by symbols $q(x, \xi)$, with $(x, \xi) \in \mathbb{R}^{n} \times \mathbb{R}^{n}, n \geq 1$, which are complex-valued quadratic forms

$$
\begin{aligned}
q: \mathbb{R}_{x}^{n} \times \mathbb{R}_{\xi}^{n} & \rightarrow \mathbb{C} \\
(x, \xi) & \mapsto q(x, \xi) .
\end{aligned}
$$

These operators are non-selfadjoint differential operators in general; with simple and fully explicit expression since the Weyl quantization of the quadratic symbol $x^{\alpha} \xi^{\beta}$, with $(\alpha, \beta) \in$ $\mathbb{N}^{2 n},|\alpha+\beta|=2$, is the differential operator

$$
\frac{x^{\alpha} D_{x}^{\beta}+D_{x}^{\beta} x^{\alpha}}{2}, \quad D_{x}=i^{-1} \partial_{x} .
$$

Let $q^{w}\left(x, D_{x}\right)$ be a quadratic operator defined by the Weyl quantization (2.3) of a complexvalued quadratic form $q$ on the phase space $\mathbb{R}^{2 n}$. The maximal closed realization of the quadratic operator $q^{w}\left(x, D_{x}\right)$ on $L^{2}\left(\mathbb{R}^{n}\right)$, that is, the operator equipped with the domain

$$
\begin{equation*}
D\left(q^{w}\right)=\left\{f \in L^{2}\left(\mathbb{R}^{n}\right): q^{w}\left(x, D_{x}\right) f \in L^{2}\left(\mathbb{R}^{n}\right)\right\} \tag{2.4}
\end{equation*}
$$

where $q^{w}\left(x, D_{x}\right) f$ is defined in the distribution sense, is known to coincide with the graph closure of its restriction to the Schwartz space [28, pp. 425-426],

$$
q^{w}\left(x, D_{x}\right): \mathscr{S}\left(\mathbb{R}^{n}\right) \rightarrow \mathscr{S}\left(\mathbb{R}^{n}\right)
$$

Let $q: \mathbb{R}_{x}^{n} \times \mathbb{R}_{\xi}^{n} \rightarrow \mathbb{C}$ be a quadratic form defined on the phase space and write $q(\cdot, \cdot)$ for its associated polarized form. Classically, one associates to $q$ a matrix $F \in M_{2 n}(\mathbb{C})$ called its Hamilton map, or its fundamental matrix. With $\sigma$ standing for the standard symplectic form

$$
\begin{equation*}
\sigma((x, \xi),(y, \eta))=\langle\xi, y\rangle-\langle x, \eta\rangle=\sum_{j=1}^{n}\left(\xi_{j} y_{j}-x_{j} \eta_{j}\right), \tag{2.5}
\end{equation*}
$$

with $x=\left(x_{1}, \ldots, x_{n}\right), y=\left(y_{1}, \ldots ., y_{n}\right), \xi=\left(\xi_{1}, \ldots, \xi_{n}\right), \eta=\left(\eta_{1}, \ldots, \eta_{n}\right) \in \mathbb{C}^{n}$, the Hamilton map $F$ is defined as the unique matrix satisfying the identity

$$
\begin{equation*}
\forall(x, \xi) \in \mathbb{R}^{2 n}, \forall(y, \eta) \in \mathbb{R}^{2 n}, \quad q((x, \xi),(y, \eta))=\sigma((x, \xi), F(y, \eta)) \tag{2.6}
\end{equation*}
$$

We observe from the definition that

$$
F=\frac{1}{2}\left(\begin{array}{cc}
\nabla_{\xi} \nabla_{x} q & \nabla_{\xi}^{2} q \\
-\nabla_{x}^{2} q & -\nabla_{x} \nabla_{\xi} q
\end{array}\right),
$$

where the matrices $\nabla_{x}^{2} q=\left(a_{i, j}\right)_{1 \leq i, j \leq n}, \nabla_{\xi}^{2} q=\left(b_{i, j}\right)_{1 \leq i, j \leq n}, \nabla_{\xi} \nabla_{x} q=\left(c_{i, j}\right)_{1 \leq i, j \leq n}$, $\nabla_{x} \nabla_{\xi} q=\left(d_{i, j}\right)_{1 \leq i, j \leq n}$ are defined by the entries

$$
a_{i, j}=\partial_{x_{i}, x_{j}}^{2} q, \quad b_{i, j}=\partial_{\xi_{i}, \xi_{j}}^{2} q, \quad c_{i, j}=\partial_{\xi_{i}, x_{j}}^{2} q, \quad d_{i, j}=\partial_{x_{i}, \xi_{j}}^{2} q .
$$

The notion of singular space was introduced in [23] by Hitrik and the third author by pointing out the existence of a particular vector subspace in the phase space $S \subset \mathbb{R}^{2 n}$, which is intrinsically associated with a given quadratic symbol $q$. This vector subspace is defined as the following finite intersection of kernels

$$
\begin{equation*}
S=\left(\bigcap_{j=0}^{2 n-1} \operatorname{Ker}\left[\operatorname{Re} F(\operatorname{Im} F)^{j}\right]\right) \cap \mathbb{R}^{2 n}, \tag{2.7}
\end{equation*}
$$

where $\operatorname{Re} F$ and $\operatorname{Im} F$ stand respectively for the real and imaginary parts of the Hamilton map $F$ associated with the quadratic symbol $q$,

$$
\operatorname{Re} F=\frac{1}{2}(F+\bar{F}), \quad \operatorname{Im} F=\frac{1}{2 i}(F-\bar{F})
$$

As pointed out in $[23,26,27,38,39,40,48]$, the notion of singular space plays a basic role in the understanding of the spectral and hypoelliptic properties of the (possibly) nonelliptic quadratic operator $q^{w}\left(x, D_{x}\right)$, as well as the spectral and pseudospectral properties of certain classes of degenerate doubly characteristic pseudodifferential operators [24, 25, $46,47]$. In particular, the work [23, Theorem 1.2.2] gives a complete description for the spectrum of any non-elliptic quadratic operator $q^{w}\left(x, D_{x}\right)$ whose Weyl symbol $q$ has a non-negative real part $\operatorname{Re} q \geq 0$, and satisfies a condition of partial ellipticity along its singular space $S$,

$$
\begin{equation*}
(x, \xi) \in S, q(x, \xi)=0 \Rightarrow(x, \xi)=0 \tag{2.8}
\end{equation*}
$$

Under these assumptions, the spectrum of the quadratic operator $q^{w}\left(x, D_{x}\right)$ is shown to be composed of a countable number of eigenvalues with finite algebraic multiplicities. The structure of this spectrum is similar to the one known for elliptic quadratic operators [43]. This condition of partial ellipticity is generally weaker than the condition of ellipticity, $S \subsetneq \mathbb{R}^{2 n}$, and allows one to deal with more degenerate situations. An important class of quadratic operators satisfying condition (2.8) are those with zero singular spaces $S=\{0\}$. In this case, the condition of partial ellipticity trivially holds. More specifically, these quadratic operators have been shown in [39, Theorem 1.2.1] to be hypoelliptic and to enjoy global subelliptic estimates of the type

$$
\begin{align*}
& \exists C>0, \forall f \in \mathscr{S}\left(\mathbb{R}^{n}\right),  \tag{2.9}\\
& \qquad\left\|\left\langle\left(x, D_{x}\right)\right\rangle^{2(1-\delta)} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq C\left(\left\|q^{w}\left(x, D_{x}\right) f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}+\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}\right),
\end{align*}
$$

where $\left\langle\left(x, D_{x}\right)\right\rangle^{2}=1+|x|^{2}+\left|D_{x}\right|^{2}$, with a sharp loss of derivatives $0 \leq \delta<1$ with respect to the elliptic case (case $\delta=0$ ), which can be explicitly derived from the structure of the singular space.

When the quadratic symbol $q$ has a non-negative real part $\operatorname{Re} q \geq 0$, the singular space can be also defined in an equivalent way as the subspace in the phase space where all the Poisson brackets

$$
H_{\operatorname{Im} q}^{k} \operatorname{Re} q=\left(\frac{\partial \operatorname{Im} q}{\partial \xi} \cdot \frac{\partial}{\partial x}-\frac{\partial \operatorname{Im} q}{\partial x} \cdot \frac{\partial}{\partial \xi}\right)^{k} \operatorname{Re} q, \quad k \geq 0
$$

are vanishing

$$
S=\left\{X=(x, \xi) \in \mathbb{R}^{2 n}:\left(H_{\operatorname{Im} q}^{k} \operatorname{Re} q\right)(X)=0, k \geq 0\right\}
$$

This dynamical definition shows that the singular space corresponds exactly to the set of points $X \in \mathbb{R}^{2 n}$, where the real part of the symbol $\operatorname{Re} q$ under the flow of the Hamilton vector field $H_{\operatorname{Im} q}$ associated with its imaginary part

$$
\begin{equation*}
t \mapsto \operatorname{Re} q\left(e^{t H_{\operatorname{Im} q}} X\right) \tag{2.10}
\end{equation*}
$$

vanishes to infinite order at $t=0$. This is also equivalent to the fact that the function (2.10) is identically zero on $\mathbb{R}$.

In this work, we study the class of quadratic operators whose Weyl symbols have nonnegative real parts $\operatorname{Re} q \geq 0$, and zero singular spaces $S=\{0\}$. According to the above description of the singular space, these quadratic operators are exactly those whose Weyl symbols have a non-negative real part $\operatorname{Re} q \geq 0$, becoming positive definite

$$
\begin{equation*}
\forall T>0, \quad\langle\operatorname{Re} q\rangle_{T}(X)=\frac{1}{2 T} \int_{-T}^{T}(\operatorname{Re} q)\left(e^{t H_{\operatorname{Im} q}} X\right) d t \gg 0 \tag{2.11}
\end{equation*}
$$

after averaging by the linear flow of the Hamilton vector field associated with its imaginary part. These quadratic operators are also known [23, Theorem 1.2.1] to generate strongly continuous contraction semigroups $\left(e^{-t q^{w}}\right)_{t \geq 0}$ on $L^{2}\left(\mathbb{R}^{n}\right)$, which are smoothing in the Schwartz space for any positive time

$$
\forall t>0, \forall f \in L^{2}\left(\mathbb{R}^{n}\right), \quad e^{-t q^{w}} f \in \mathscr{S}\left(\mathbb{R}^{n}\right) .
$$

In the recent work [27, Theorem 1.2], these regularizing properties were sharpened and these contraction semigroups were shown to be actually smoothing for any positive time in the Gelfand-Shilov space $S_{1 / 2}^{1 / 2}\left(\mathbb{R}^{n}\right): \exists C>0, \exists t_{0}>0, \forall f \in L^{2}\left(\mathbb{R}^{n}\right), \forall \alpha, \beta \in \mathbb{N}^{n}$, $\forall 0<t \leq t_{0}$,

$$
\begin{equation*}
\left\|x^{\alpha} \partial_{x}^{\beta}\left(e^{-t q^{w}} f\right)\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq \frac{C^{1+|\alpha|+|\beta|}}{t^{\frac{2 k 0+1}{2}}(|\alpha|+|\beta|+2 n+s)}(\alpha!)^{1 / 2}(\beta!)^{1 / 2}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \tag{2.12}
\end{equation*}
$$

where $s$ is a fixed integer verifying $s>n / 2$, and where $0 \leq k_{0} \leq 2 n-1$ is the smallest integer satisfying

$$
\begin{equation*}
\left(\bigcap_{j=0}^{k_{0}} \operatorname{Ker}\left[\operatorname{Re} F(\operatorname{Im} F)^{j}\right]\right) \cap \mathbb{R}^{2 n}=\{0\} . \tag{2.13}
\end{equation*}
$$

The definition and few facts about the Gelfand-Shilov regularity are recalled in Appendix (Section 4.3). Thanks to this Gelfand-Shilov smoothing effect (2.12), the first and third authors have established in [4, Proposition 4.1] that, for any quadratic form $q: \mathbb{R}_{x, \xi}^{2 n} \rightarrow \mathbb{C}$ with a non-negative real part $\operatorname{Re} q \geq 0$ and a zero singular space $S=\{0\}$, the dissipation estimate (1.16) holds with $0 \leq k_{0} \leq 2 n-1$ being the smallest integer satisfying (2.13). Let $\omega \subset \mathbb{R}^{n}$ be a measurable $\gamma$-thick set at scale $L>0$. We can then deduce from Theorem 1.6 with the following choices of parameters:
(i) $\Omega=\mathbb{R}^{n}$,
(ii) $A=-q^{w}\left(x, D_{x}\right)$,
(iii) $a=\frac{1}{2}, b=1$,
(iv) $t_{0}>0$ as in (1.16) and (1.17),
(v) $m=2 k_{0}+1$, where $k_{0}$ is defined in (2.13),
(vi) any constant $c_{1}>0$ satisfying for all

$$
\forall k \geq 1, \quad C\left(\frac{\kappa}{\gamma}\right)^{\kappa L \sqrt{k}} \leq e^{c_{1} \sqrt{k}}
$$

where the positive constants $C=C(L, \gamma, n)>0$ and $\kappa=\kappa(n)>0$ are defined in Theorem 2.1 (formula (iii)),
(vii) $c_{2}=\frac{1}{C_{0}}>0$, where $C_{0}>1$ is defined in (1.16) and (1.17), the following observability estimate in any positive time

$$
\exists C>1, \forall T>0, \forall f \in L^{2}\left(\mathbb{R}^{n}\right), \quad\left\|e^{-T q^{w}} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \leq C \exp \left(\frac{C}{T^{2 k_{0}+1}}\right) \int_{0}^{T}\left\|e^{-t q^{w}} f\right\|_{L^{2}(\omega)}^{2} d t .
$$

We therefore obtain the following result of null-controllability:
Theorem 2.2. Let $q: \mathbb{R}_{x}^{n} \times \mathbb{R}_{\xi}^{n} \rightarrow \mathbb{C}$ be a complex-valued quadratic form with a non negative real part $\operatorname{Re} q \geq 0$, and a zero singular space $S=\{0\}$. If $\omega$ is a measurable thick subset of $\mathbb{R}^{n}$, then the parabolic equation

$$
\left\{\begin{array}{l}
\partial_{t} f(t, x)+q^{w}\left(x, D_{x}\right) f(t, x)=u(t, x) \mathbb{1}_{\omega}(x), \quad x \in \mathbb{R}^{n} \\
\left.f\right|_{t=0}=f_{0} \in L^{2}\left(\mathbb{R}^{n}\right)
\end{array}\right.
$$

with $q^{w}\left(x, D_{x}\right)$ being the quadratic differential operator defined by the Weyl quantization of the symbol $q$, is null-controllable from the set $\omega$ in any positive time $T>0$.

As in [4], this new result of null-controllability given by Theorem 2.2 applies in particular for the parabolic equation associated to the Kramers-Fokker-Planck operator

$$
\begin{equation*}
K=-\Delta_{v}+\frac{v^{2}}{4}+v \partial_{x}-\nabla_{x} V(x) \partial_{v}, \quad(x, v) \in \mathbb{R}^{2} \tag{2.14}
\end{equation*}
$$

with a quadratic potential

$$
V(x)=\frac{1}{2} a x^{2}, \quad a \in \mathbb{R}^{*}
$$

which is an example of accretive quadratic operator with a zero singular space $S=\{0\}$. It also applies in the very same way to hypoelliptic Ornstein-Uhlenbeck equations posed in weighted $L^{2}$-spaces with respect to invariant measures, or to hypoelliptic Fokker-Planck equations posed in weighted $L^{2}$-spaces with respect to invariant measures. We refer the reader to the works $[4,38]$ for detailed discussions of various physics models whose evolution turns out to be ruled by accretive quadratic operators with zero singular space and to which therefore apply the above result of null-controllability.

## 3. Proof of the spectral inequalities

This section is devoted to the proof of Theorem 2.1.
3.1. Case when the control subset is a non-empty open set. Let $\omega \subset \mathbb{R}^{n}$ be a nonempty open set. There exist $x_{0} \in \mathbb{R}^{n}$ and $r>0$ such that the control subset $\omega$ contains the open Euclidean ball $B\left(x_{0}, r\right)$ centered at $x_{0}$ with radius $r>0$,

$$
\begin{equation*}
B\left(x_{0}, r\right) \subset \omega \tag{3.1}
\end{equation*}
$$

We recall from (2.2) that

$$
\begin{equation*}
\forall N \in \mathbb{N}, \exists C_{N}(\omega)>0, \forall f \in \mathcal{E}_{N}, \quad\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq C_{N}(\omega)\|f\|_{L^{2}(\omega)} \tag{3.2}
\end{equation*}
$$

On the other hand, it follows from Lemma 4.2 that

$$
\begin{equation*}
\forall N \in \mathbb{N}, \forall f \in \mathcal{E}_{N}, \quad\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq \frac{2}{\sqrt{3}}\|f\|_{L^{2}\left(B\left(0, c_{n} \sqrt{N+1}\right)\right)} \tag{3.3}
\end{equation*}
$$

Let $N \in \mathbb{N}$ and $f \in \mathcal{E}_{N}$. According to (4.1) and (4.6), there exists a complex polynomial function $P \in \mathbb{C}\left[X_{1}, \ldots, X_{n}\right]$ of degree at most $N$ such that

$$
\begin{equation*}
\forall x \in \mathbb{R}^{n}, \quad f(x)=P(x) e^{-\frac{|x|^{2}}{2}} \tag{3.4}
\end{equation*}
$$

We observe from (3.3) and (3.4) that

$$
\begin{equation*}
\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \leq \frac{4}{3} \int_{B\left(0, c_{n} \sqrt{N+1}\right)}|P(x)|^{2} e^{-|x|^{2}} d x \leq \frac{4}{3}\|P\|_{L^{2}\left(B\left(0, c_{n} \sqrt{N+1}\right)\right)}^{2} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\|P\|_{L^{2}\left(B\left(x_{0}, r\right)\right)}^{2}=\int_{B\left(x_{0}, r\right)}|P(x)|^{2} e^{-|x|^{2}} e^{|x|^{2}} d x \leq e^{\left(\left|x_{0}\right|+r\right)^{2}}\|f\|_{L^{2}\left(B\left(x_{0}, r\right)\right)}^{2} \tag{3.6}
\end{equation*}
$$

We aim at deriving an estimate of the term $\|P\|_{L^{2}\left(B\left(0, c_{n} \sqrt{N+1}\right)\right)}$ by $\|P\|_{L^{2}\left(B\left(x_{0}, r\right)\right)}$ when $N \gg 1$ is sufficiently large. Let $N$ be an integer such that $c_{n} \sqrt{N+1}>2\left|x_{0}\right|+r$. It implies the inclusion $B\left(x_{0}, r\right) \subset B\left(0, c_{n} \sqrt{N+1}\right)$. To that end, we may assume that $P$ is a non-zero polynomial function. By using polar coordinates centered at $x_{0}$, we notice that

$$
B\left(x_{0}, r\right)=\left\{x_{0}+t \sigma: 0 \leq t<r, \sigma \in \mathbb{S}^{n-1}\right\}
$$

and

$$
\begin{equation*}
\|P\|_{L^{2}\left(B\left(x_{0}, r\right)\right)}^{2}=\int_{\mathbb{S}^{n-1}} \int_{0}^{r}\left|P\left(x_{0}+t \sigma\right)\right|^{2} t^{n-1} d t d \sigma \tag{3.7}
\end{equation*}
$$

As $c_{n} \sqrt{N+1}>2\left|x_{0}\right|+r$, we notice that there exists a continuous function $\rho_{N}: \mathbb{S}^{n-1} \rightarrow$ $(0,+\infty)$ such that

$$
\begin{equation*}
B\left(0, c_{n} \sqrt{N+1}\right)=\left\{x_{0}+t \sigma: 0 \leq t<\rho_{N}(\sigma), \sigma \in \mathbb{S}^{n-1}\right\} \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall \sigma \in \mathbb{S}^{n-1}, \quad 0<\left|x_{0}\right|+r<c_{n} \sqrt{N+1}-\left|x_{0}\right|<\rho_{N}(\sigma)<c_{n} \sqrt{N+1}+\left|x_{0}\right| \tag{3.9}
\end{equation*}
$$

It follows from (3.8) and (3.9) that

$$
\begin{align*}
&\|P\|_{L^{2}\left(B\left(0, c_{n} \sqrt{N+1}\right) \backslash B\left(x_{0}, \frac{r}{2}\right)\right)}^{2}=\int_{\mathbb{S}^{n-1}} \int_{\frac{r}{2}}^{\rho_{N}(\sigma)}\left|P\left(x_{0}+t \sigma\right)\right|^{2} t^{n-1} d t d \sigma  \tag{3.10}\\
& \leq\left(c_{n} \sqrt{N+1}+\left|x_{0}\right|\right)^{n-1} \int_{\mathbb{S}^{n-1}} \int_{\frac{r}{2}}^{\rho_{N}(\sigma)}\left|P\left(x_{0}+t \sigma\right)\right|^{2} d t d \sigma
\end{align*}
$$

By noticing that

$$
t \rightarrow P\left(x_{0}+\left(\frac{\rho_{N}(\sigma)}{2}+\frac{r}{4}\right) \sigma+t \sigma\right)
$$

is a polynomial function of degree at most $N$, we deduce from (3.9) and Lemma 4.4 used in the one-dimensional case $n=1$ that

$$
\left.\begin{array}{rl} 
& \int_{\frac{r}{2}}^{\rho_{N}(\sigma)}\left|P\left(x_{0}+t \sigma\right)\right|^{2} d t=\int_{-\left(\frac{\rho_{N}(\sigma)}{2}-\frac{r}{4}\right)}^{\frac{\rho_{N}(\sigma)}{2}-\frac{r}{4}}\left|P\left(x_{0}+\left(\frac{\rho_{N}(\sigma)}{2}+\frac{r}{4}\right) \sigma+t \sigma\right)\right|^{2} d t  \tag{3.11}\\
\leq & \frac{2^{4 N+2}}{3} \frac{4\left(\rho_{N}(\sigma)-\frac{r}{2}\right)}{\frac{r}{2}}\left(\frac{2-\frac{\frac{r}{2}}{4\left(\rho_{N}(\sigma)-\frac{r}{2}\right)}}{\frac{\frac{r}{2}}{4\left(\rho_{N}(\sigma)-\frac{r}{2}\right)}}\right) \int_{-\left(\frac{\rho_{N}(\sigma)}{2}-\frac{r}{4}\right)}^{\frac{-\rho_{N}(\sigma)}{2}+\frac{3 r}{4}}\left|P\left(x_{0}+\left(\frac{\rho_{N}(\sigma)}{2}+\frac{r}{4}\right) \sigma+t \sigma\right)\right|^{2} d t \\
\leq & \frac{2^{4 N+2}}{3} \frac{4\left(\rho_{N}(\sigma)-\frac{r}{2}\right)}{\frac{r}{2}}\left(\frac{2-\frac{\frac{r}{2}}{4\left(\rho_{N}(\sigma)-\frac{r}{2}\right)}}{\frac{r}{2}}\right) \int_{\frac{r}{2}}^{4\left(\rho_{N}(\sigma)-\frac{r}{2}\right)}
\end{array} \int^{r}\left|P\left(x_{0}+t \sigma\right)\right|^{2} d t\right] .
$$

It follows from (3.10) and (3.11) that

$$
\begin{align*}
& \|P\|_{L^{2}\left(B\left(0, c_{n} \sqrt{N+1}\right) \backslash B\left(x_{0}, \frac{r}{2}\right)\right)}^{2} \leq\left(c_{n} \sqrt{N+1}+\left|x_{0}\right|\right)^{n-1}  \tag{3.12}\\
& \quad \times \frac{2^{12 N+n+4}}{3 r^{2 N+n}}\left(c_{n} \sqrt{N+1}+\left|x_{0}\right|-\frac{r}{2}\right)^{2 N+1} \int_{\mathbb{S}^{n}-1} \int_{\frac{r}{2}}^{r}\left|P\left(x_{0}+t \sigma\right)\right|^{2} t^{n-1} d t
\end{align*}
$$

implying that

$$
\begin{align*}
\|P\|_{L^{2}\left(B\left(0, c_{n} \sqrt{N+1}\right)\right)}^{2} \leq(1 & +\left(c_{n} \sqrt{N+1}+\left|x_{0}\right|\right)^{n-1}  \tag{3.13}\\
& \times \frac{2^{12 N+n+4}}{3 r^{2 N+n}}\left(c_{n} \sqrt{N+1}+\left|x_{0}\right|-\frac{r}{2}\right)^{2 N+1}\|P\|_{L^{2}\left(B\left(x_{0}, r\right)\right)}^{2}
\end{align*}
$$

thanks to (3.7). We deduce from (3.13) that there exists a positive constant $C=C\left(x_{0}, r, n\right)>$ 1 independent on the parameter $N$ such that

$$
\begin{equation*}
\|P\|_{L^{2}\left(B\left(0, c_{n} \sqrt{N+1}\right)\right)} \leq C e^{\frac{1}{2} N \ln (N+1)+C N}\|P\|_{L^{2}\left(B\left(x_{0}, r\right)\right)} \tag{3.14}
\end{equation*}
$$

It follows from (3.5), (3.6) and (3.14) that for all $N \in \mathbb{N}$ such that $c_{n} \sqrt{N+1}>2\left|x_{0}\right|+r$ and for all $f \in \mathcal{E}_{N}$,

$$
\begin{equation*}
\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq \frac{2}{\sqrt{3}} C e^{\frac{1}{2}\left(\left|x_{0}\right|+r\right)^{2}} e^{\frac{1}{2} N \ln (N+1)+C N}\|f\|_{L^{2}\left(B\left(x_{0}, r\right)\right)} . \tag{3.15}
\end{equation*}
$$

The two estimates (3.2) and (3.15) allow to prove the assertion (i) in Theorem 2.1.
3.2. Case when the control subset is a measurable set satisfying the condition (1.23). Let $\omega \subset \mathbb{R}^{n}$ be a measurable subset satisfying the condition

$$
\begin{equation*}
\liminf _{R \rightarrow+\infty} \frac{|\omega \cap B(0, R)|}{|B(0, R)|}=\lim _{R \rightarrow+\infty}\left(\inf _{r \geq R} \frac{|\omega \cap B(0, r)|}{|B(0, r)|}\right)>0 \tag{3.16}
\end{equation*}
$$

where $B(0, R)$ denotes the open Euclidean ball in $\mathbb{R}^{n}$ centered in 0 with radius $R>0$. It follows that there exist some positive constants $R_{0}>0$ and $\delta>0$ such that

$$
\begin{equation*}
\forall R \geq R_{0}, \quad \frac{|\omega \cap B(0, R)|}{|B(0, R)|} \geq \delta>0 \tag{3.17}
\end{equation*}
$$

We recall from (2.2) that

$$
\begin{equation*}
\forall N \in \mathbb{N}, \exists C_{N}(\omega)>0, \forall f \in \mathcal{E}_{N}, \quad\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq C_{N}(\omega)\|f\|_{L^{2}(\omega)} \tag{3.18}
\end{equation*}
$$

and as in the above section, it follows from Lemma 4.2 that

$$
\begin{equation*}
\forall N \in \mathbb{N}, \forall f \in \mathcal{E}_{N}, \quad\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq \frac{2}{\sqrt{3}}\|f\|_{L^{2}\left(B\left(0, c_{n} \sqrt{N+1)}\right)\right.} \tag{3.19}
\end{equation*}
$$

Let $N \in \mathbb{N}$ be an integer satisfying $c_{n} \sqrt{N+1} \geq R_{0}$ and $f \in \mathcal{E}_{N}$. It follows from (3.17) that

$$
\begin{equation*}
\left|\omega \cap B\left(0, c_{n} \sqrt{N+1}\right)\right| \geq \delta\left|B\left(0, c_{n} \sqrt{N+1}\right)\right|>0 . \tag{3.20}
\end{equation*}
$$

According to (4.1) and (4.6), there exists a complex polynomial function $P \in \mathbb{C}\left[X_{1}, \ldots, X_{n}\right]$ of degree at most $N$ such that

$$
\begin{equation*}
\forall x \in \mathbb{R}^{n}, \quad f(x)=P(x) e^{-\frac{|x|^{2}}{2}} \tag{3.21}
\end{equation*}
$$

We observe from (3.19) and (3.21) that

$$
\begin{equation*}
\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \leq \frac{4}{3} \int_{B\left(0, c_{n} \sqrt{N+1}\right)}|P(x)|^{2} e^{-|x|^{2}} d x \leq \frac{4}{3}\|P\|_{L^{2}\left(B\left(0, c_{n} \sqrt{N+1}\right)\right)}^{2} \tag{3.22}
\end{equation*}
$$

and

$$
\begin{align*}
&\|P\|_{L^{2}\left(\omega \cap B\left(0, c_{n} \sqrt{N+1}\right)\right)}^{2}=\int_{\omega \cap B\left(0, c_{n} \sqrt{N+1}\right)}|P(x)|^{2} e^{-|x|^{2}} e^{|x|^{2}} d x  \tag{3.23}\\
& \leq e^{c_{n}^{2}(N+1)}\|f\|_{L^{2}\left(\omega \cap B\left(0, c_{n} \sqrt{N+1}\right)\right)}^{2}
\end{align*}
$$

We deduce from Lemma 4.4 and (3.20) that

$$
\begin{align*}
& \text { 24) }\|P\|_{L^{2}\left(B\left(0, c_{n} \sqrt{N+1}\right)\right)}^{2}  \tag{3.24}\\
& \leq \frac{2^{4 N+2}}{3} \frac{4\left|B\left(0, c_{n} \sqrt{N+1}\right)\right|}{\left|\omega \cap B\left(0, c_{n} \sqrt{N+1}\right)\right|}\left[F\left(\frac{\left|\omega \cap B\left(0, c_{n} \sqrt{N+1}\right)\right|}{4\left|B\left(0, c_{n} \sqrt{N+1}\right)\right|}\right)\right]^{2 N}\|P\|_{L^{2}\left(\omega \cap B\left(0, c_{n} \sqrt{N+1}\right)\right)}^{2}
\end{align*}
$$

with $F$ the decreasing function

$$
\forall 0<t \leq 1, \quad F(t)=\frac{1+(1-t)^{\frac{1}{n}}}{1-(1-t)^{\frac{1}{n}}} \geq 1
$$

By using that $F$ is a decreasing function, it follows from (3.20) and (3.24) that

$$
\begin{equation*}
\|P\|_{L^{2}\left(B\left(0, c_{n} \sqrt{N+1}\right)\right)}^{2} \leq \frac{2^{4 N+4}}{3 \delta}\left[F\left(\frac{\delta}{4}\right)\right]^{2 N}\|P\|_{L^{2}\left(\omega \cap B\left(0, c_{n} \sqrt{N+1}\right)\right)}^{2} . \tag{3.25}
\end{equation*}
$$

Putting together (3.22), (3.23) and (3.25), we deduce that there exists a positive constant $C=C(\delta, n)>0$ such that for all $N \in \mathbb{N}$ with $c_{n} \sqrt{N+1} \geq R_{0}$ and for all $f \in \mathcal{E}_{N}$,

$$
\begin{equation*}
\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \leq \frac{2^{4 N+6}}{9 \delta}\left[F\left(\frac{\delta}{4}\right)\right]^{2 N} e^{c_{n}^{2}(N+1)}\|f\|_{L^{2}\left(\omega \cap B\left(0, c_{n} \sqrt{N+1}\right)\right)}^{2} \leq C^{2} e^{2 C N}\|f\|_{L^{2}(\omega)}^{2} \tag{3.26}
\end{equation*}
$$

The two estimates (3.18) and (3.26) allow to prove the assertion (ii) in Theorem 2.1.
3.3. Case when the control subset is a thick set. Let $\omega$ be a measurable subset of $\mathbb{R}^{n}$. We assume that $\omega$ is $\gamma$-thick at scale $L>0$,

$$
\begin{equation*}
\exists 0<\gamma \leq 1, \exists L>0, \forall x \in \mathbb{R}^{n}, \quad\left|\omega \cap\left(x+[0, L]^{n}\right)\right| \geq \gamma L^{n} . \tag{3.27}
\end{equation*}
$$

The following proof is an adaptation of the proof of the sharpened version of the LogvinenkoSereda theorem given by Kovrijkine in [30, Theorem 1] in the one-dimensional setting, and the one given by Wang, Wang, Zhang and Zhang in [49, Lemma 2.1] in the multidimensional case.
3.3.1. Step 1. Bad and good cubes. Let $N \in \mathbb{N}$ be a non-negative integer and $f \in \mathcal{E}_{N} \backslash\{0\}$. For each multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in(L \mathbb{Z})^{n}$, let

$$
Q(\alpha)=\left\{x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: \forall 1 \leq j \leq n,\left|x_{j}-\alpha_{j}\right|<\frac{L}{2}\right\}
$$

Notice that

$$
\forall \alpha, \beta \in(L \mathbb{Z})^{n}, \alpha \neq \beta, \quad Q(\alpha) \cap Q(\beta)=\emptyset, \quad \mathbb{R}^{n}=\bigcup_{\alpha \in(L \mathbb{Z})^{n}} \overline{Q(\alpha)},
$$

where $\overline{Q(\alpha)}$ denotes the closure of $Q(\alpha)$. It follows that for all $f \in L^{2}\left(\mathbb{R}^{n}\right)$,

$$
\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\int_{\mathbb{R}^{n}}|f(x)|^{2} d x=\sum_{\alpha \in(L \mathbb{Z})^{n}} \int_{Q(\alpha)}|f(x)|^{2} d x
$$

Let $\delta>0$ be a positive constant to be chosen later on. We divide the family of cubes $(Q(\alpha))_{\alpha \in(L \mathbb{Z})^{n}}$ into families of good and bad cubes. A cube $Q(\alpha)$, with $\alpha \in(L \mathbb{Z})^{n}$, is said to be good if it satisfies

$$
\begin{equation*}
\forall \beta \in \mathbb{N}^{n}, \quad \int_{Q(\alpha)}\left|\partial_{x}^{\beta} f(x)\right|^{2} d x \leq e^{e \delta^{-2}}\left(8 \delta^{2}\left(2^{n}+1\right)\right)^{|\beta|}(|\beta|!)^{2} e^{2 \delta^{-1} \sqrt{N}} \int_{Q(\alpha)}|f(x)|^{2} d x \tag{3.28}
\end{equation*}
$$

On the other hand, a cube $Q(\alpha)$, with $\alpha \in(L \mathbb{Z})^{n}$, which is not good, is said to be bad, that is,
(3.29) $\exists \beta \in \mathbb{N}^{n},|\beta|>0$,

$$
\int_{Q(\alpha)}\left|\partial_{x}^{\beta} f(x)\right|^{2} d x>e^{e \delta^{-2}}\left(8 \delta^{2}\left(2^{n}+1\right)\right)^{|\beta|}(|\beta|!)^{2} e^{2 \delta^{-1} \sqrt{N}} \int_{Q(\alpha)}|f(x)|^{2} d x
$$

If $Q(\alpha)$ is a bad cube, it follows from (3.29) that there exists $\beta_{0} \in \mathbb{N}^{n},\left|\beta_{0}\right|>0$ such that

$$
\begin{align*}
\int_{Q(\alpha)}|f(x)|^{2} d x \leq & \frac{e^{-e \delta^{-2}}}{\left(8 \delta^{2}\left(2^{n}+1\right)\right)^{\left|\beta_{0}\right|}\left(\left|\beta_{0}\right|!\right)^{2} e^{2 \delta^{-1} \sqrt{N}}} \int_{Q(\alpha)}\left|\partial_{x}^{\beta_{0}} f(x)\right|^{2} d x  \tag{3.30}\\
& \leq \sum_{\beta \in \mathbb{N}^{n},|\beta|>0} \frac{e^{-e \delta^{-2}}}{\left(8 \delta^{2}\left(2^{n}+1\right)\right)^{|\beta|}(|\beta|!)^{2} e^{2 \delta^{-1} \sqrt{N}}} \int_{Q(\alpha)}\left|\partial_{x}^{\beta} f(x)\right|^{2} d x
\end{align*}
$$

By summing over all the bad cubes, we deduce from (3.30) and the Fubini-Tonelli theorem that

$$
\begin{align*}
& \int_{\bigcup_{\text {bad cubes }} Q(\alpha)}|f(x)|^{2} d x=\sum_{\text {bad cubes }} \int_{Q(\alpha)}|f(x)|^{2} d x  \tag{3.31}\\
& \leq \sum_{\beta \in \mathbb{N}^{n},|\beta|>0} \frac{e^{-e \delta^{-2}}}{\left(8 \delta^{2}\left(2^{n}+1\right)\right)^{|\beta|}(|\beta|!)^{2} e^{2 \delta^{-1} \sqrt{N}}} \int_{\bigcup_{\text {bad cubes }} Q(\alpha)}\left|\partial_{x}^{\beta} f(x)\right|^{2} d x \\
& \leq \sum_{\beta \in \mathbb{N}^{n},|\beta|>0} \frac{e^{-e \delta^{-2}}}{\left(8 \delta^{2}\left(2^{n}+1\right)\right)^{|\beta|}(|\beta|!)^{2} e^{2 \delta^{-1} \sqrt{N}}} \int_{\mathbb{R}^{n}}\left|\partial_{x}^{\beta} f(x)\right|^{2} d x
\end{align*}
$$

By using that the number of solutions to the equation $\beta_{1}+\ldots+\beta_{n}=k$, with $k \geq 0, n \geq 1$ and unknown $\beta=\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{N}^{n}$, is given by $\binom{k+n-1}{k}$, we obtain from the Bernstein type estimates in Proposition 4.3 (formula (i)) and (3.31) that

$$
\begin{align*}
& \int_{\bigcup_{\text {bad cubes }} Q(\alpha)}|f(x)|^{2} d x \leq\left(\sum_{\beta \in \mathbb{N}^{n},|\beta|>0} \frac{1}{\left(2\left(2^{n}+1\right)\right)^{|\beta|}}\right)\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}  \tag{3.32}\\
& =\left(\sum_{k=1}^{+\infty}\binom{k+n-1}{k} \frac{1}{2^{k}\left(2^{n}+1\right)^{k}}\right)\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \\
& \quad \leq 2^{n-1}\left(\sum_{k=1}^{+\infty} \frac{1}{\left(2^{n}+1\right)^{k}}\right)\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\frac{1}{2}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}
\end{align*}
$$

since

$$
\begin{equation*}
\binom{k+n-1}{k} \leq \sum_{j=0}^{k+n-1}\binom{k+n-1}{j}=2^{k+n-1} \tag{3.33}
\end{equation*}
$$

By writing

$$
\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\int_{\bigcup_{\text {good cubes }} Q(\alpha)}|f(x)|^{2} d x+\int_{\bigcup_{\text {bad cubes }} Q(\alpha)}|f(x)|^{2} d x
$$

it follows from (3.32) that

$$
\begin{equation*}
\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \leq 2 \int_{\bigcup_{\text {good cubes }} Q(\alpha)}|f(x)|^{2} d x \tag{3.34}
\end{equation*}
$$

3.3.2. Step 2. Properties on good cubes. As any cube $Q(\alpha)$ satisfies the cone condition, the Sobolev embedding

$$
W^{n, 2}(Q(\alpha)) \hookrightarrow L^{\infty}(Q(\alpha))
$$

see e.g. [1, Theorem 4.12] implies that there exists a universal positive constant $C_{n}>0$ depending only on the dimension $n \geq 1$ such that

$$
\begin{equation*}
\forall u \in W^{n, 2}(Q(\alpha)), \quad\|u\|_{L^{\infty}(Q(\alpha))} \leq C_{n}\|u\|_{W^{n, 2}(Q(\alpha))} \tag{3.35}
\end{equation*}
$$

By translation invariance of the Lebesgue measure, notice in particular that the constant $C_{n}$ does not depend on the parameter $\alpha \in(L \mathbb{Z})^{n}$. Let $Q(\alpha)$ be a good cube. We deduce
from (3.28) and (3.35) that for all $\beta \in \mathbb{N}^{n}$,

$$
\begin{align*}
& \left\|\partial_{x}^{\beta} f\right\|_{L^{\infty}(Q(\alpha))} \leq C_{n}\left(\sum_{\tilde{\beta} \in \mathbb{N}^{n},|\tilde{\beta}| \leq n}\left\|\partial_{x}^{\beta+\tilde{\beta}} f\right\|_{L^{2}(Q(\alpha))}^{2}\right)^{\frac{1}{2}}  \tag{3.36}\\
\leq & C_{n} e^{\frac{e \delta^{-2}}{2}} e^{\delta^{-1} \sqrt{N}}\left(\sum_{\tilde{\beta} \in \mathbb{N}^{n},|\tilde{\beta}| \leq n}\left(8 \delta^{2}\left(2^{n}+1\right)\right)^{|\beta|+|\tilde{\beta}|}((|\beta|+|\tilde{\beta}|)!)^{2}\right)^{\frac{1}{2}}\|f\|_{L^{2}(Q(\alpha))} \\
\leq & \tilde{C}_{n}(\delta)\left(32 \delta^{2}\left(2^{n}+1\right)\right)^{\frac{|\beta|}{2}}|\beta|!e^{\delta^{-1} \sqrt{N}}\|f\|_{L^{2}(Q(\alpha))}
\end{align*}
$$

with

$$
\begin{equation*}
\tilde{C}_{n}(\delta)=C_{n} e^{\frac{e \delta^{-2}}{2}}\left(\sum_{\tilde{\beta} \in \mathbb{N}^{n},|\tilde{\beta}| \leq n}\left(32 \delta^{2}\left(2^{n}+1\right)\right)^{|\tilde{\beta}|}(|\tilde{\beta}|!)^{2}\right)^{\frac{1}{2}}>0 \tag{3.37}
\end{equation*}
$$

since

$$
(|\beta|+|\tilde{\beta}|)!\leq 2^{|\beta|+|\tilde{\beta}|}|\beta|!|\tilde{\beta}|!.
$$

Recalling that $f$ is a finite combination of Hermite functions, we deduce from the continuity of the function $f$ and the compactness of $\overline{Q(\alpha)}$ that there exists $x_{\alpha} \in \overline{Q(\alpha)}$ such that

$$
\begin{equation*}
\|f\|_{L^{\infty}(Q(\alpha))}=\left|f\left(x_{\alpha}\right)\right| \tag{3.38}
\end{equation*}
$$

By using spherical coordinates centered at $x_{\alpha} \in \overline{Q(\alpha)}$ and the fact that the Euclidean diameter of the cube $Q(\alpha)$ is $\sqrt{n} L$, we observe that

$$
\begin{align*}
|\omega \cap Q(\alpha)| & =\int_{0}^{+\infty}\left(\int_{\mathbb{S}^{n-1}} \mathbb{1}_{\omega \cap Q(\alpha)}\left(x_{\alpha}+r \sigma\right) d \sigma\right) r^{n-1} d r  \tag{3.39}\\
& =\int_{0}^{\sqrt{n} L}\left(\int_{\mathbb{S}^{n-1}} \mathbb{1}_{\omega \cap Q(\alpha)}\left(x_{\alpha}+r \sigma\right) d \sigma\right) r^{n-1} d r \\
& =n^{\frac{n}{2}} L^{n} \int_{0}^{1}\left(\int_{\mathbb{S}^{n-1}} \mathbb{1}_{\omega \cap Q(\alpha)}\left(x_{\alpha}+\sqrt{n} L r \sigma\right) d \sigma\right) r^{n-1} d r
\end{align*}
$$

where $\mathbb{1}_{\omega \cap Q(\alpha)}$ denotes the characteristic function of the measurable set $\omega \cap Q(\alpha)$. By using the Fubini theorem, we deduce from (3.39) that

$$
\begin{align*}
|\omega \cap Q(\alpha)| \leq & n^{\frac{n}{2}} L^{n} \int_{0}^{1}\left(\int_{\mathbb{S}^{n-1}} \mathbb{1}_{\omega \cap Q(\alpha)}\left(x_{\alpha}+\sqrt{n} L r \sigma\right) d \sigma\right) d r  \tag{3.40}\\
= & n^{\frac{n}{2}} L^{n} \int_{\mathbb{S}^{n-1}} \\
& \left(\int_{0}^{1} \mathbb{1}_{\omega \cap Q(\alpha)}\left(x_{\alpha}+\sqrt{n} L r \sigma\right) d r\right) d \sigma \\
& =n^{\frac{n}{2}} L^{n} \int_{\mathbb{S}^{n-1}}\left(\int_{0}^{1} \mathbb{1}_{I_{\sigma}}(r) d r\right) d \sigma=n^{\frac{n}{2}} L^{n} \int_{\mathbb{S}^{n-1}}\left|I_{\sigma}\right| d \sigma
\end{align*}
$$

where

$$
\begin{equation*}
I_{\sigma}=\left\{r \in[0,1]: x_{\alpha}+\sqrt{n} L r \sigma \in \omega \cap Q(\alpha)\right\} \tag{3.41}
\end{equation*}
$$

The estimate (3.40) implies that there exists $\sigma_{0} \in \mathbb{S}^{n-1}$ such that

$$
\begin{equation*}
|\omega \cap Q(\alpha)| \leq n^{\frac{n}{2}} L^{n}\left|\mathbb{S}^{n-1}\right|\left|I_{\sigma_{0}}\right| \tag{3.42}
\end{equation*}
$$

By using the thickness property (3.27), it follows from (3.42) that

$$
\begin{equation*}
\left|I_{\sigma_{0}}\right| \geq \frac{\gamma}{n^{\frac{n}{2}}\left|\mathbb{S}^{n-1}\right|}>0 \tag{3.43}
\end{equation*}
$$

3.3.3. Step 3. Recovery of the $L^{2}(\mathbb{R})$-norm. We first notice that $\|f\|_{L^{2}(Q(\alpha))} \neq 0$, since $f$ is a non-zero entire function. We consider the entire function

$$
\begin{equation*}
\forall z \in \mathbb{C}, \quad \phi(z)=L^{\frac{n}{2}} \frac{f\left(x_{\alpha}+\sqrt{n} L z \sigma_{0}\right)}{\|f\|_{L^{2}(Q(\alpha))}} \tag{3.44}
\end{equation*}
$$

We observe from (3.38) that

$$
|\phi(0)|=\frac{L^{\frac{n}{2}}\left|f\left(x_{\alpha}\right)\right|}{\|f\|_{L^{2}(Q(\alpha))}}=\frac{L^{\frac{n}{2}}\|f\|_{L^{\infty}(Q(\alpha))}}{\|f\|_{L^{2}(Q(\alpha))}} \geq 1
$$

Instrumental in the proof is the following lemma proved by Kovrijkine in [30, Lemma 1]:
Lemma 3.1. ([30, Lemma 1]). Let $I \subset \mathbb{R}$ be an interval of length 1 such that $0 \in I$ and $E \subset I$ be a subset of positive measure $|E|>0$. There exists a positive constant $C>1$ such that for all analytic function $\Phi$ on the open ball $B(0,5)$ centered in zero with radius 5 such that $|\Phi(0)| \geq 1$, then

$$
\sup _{x \in I}|\Phi(x)| \leq\left(\frac{C}{|E|}\right)^{\frac{\ln M}{\ln 2}} \sup _{x \in E}|\Phi(x)|,
$$

with $M=\sup _{|z| \leq 4}|\Phi(z)| \geq 1$.
Applying Lemma 3.1 with $I=[0,1], E=I_{\sigma_{0}} \subset[0,1]$ verifying $|E|=\left|I_{\sigma_{0}}\right|>0$ according to (3.43), and the analytic function $\Phi=\phi$ defined in (3.44) satisfying $|\phi(0)| \geq 1$, we obtain that

$$
\begin{equation*}
L^{\frac{n}{2}} \frac{\sup _{x \in[0,1]}\left|f\left(x_{\alpha}+\sqrt{n} L x \sigma_{0}\right)\right|}{\|f\|_{L^{2}(Q(\alpha))}} \leq\left(\frac{C}{\left|I_{\sigma_{0}}\right|}\right)^{\frac{\ln M}{\ln 2}} L^{\frac{n}{2}} \frac{\sup _{x \in I_{\sigma_{0}}}\left|f\left(x_{\alpha}+\sqrt{n} L x \sigma_{0}\right)\right|}{\|f\|_{L^{2}(Q(\alpha))}} \tag{3.45}
\end{equation*}
$$

with

$$
\begin{equation*}
M=L^{\frac{n}{2}} \frac{\sup _{|z| \leq 4}\left|f\left(x_{\alpha}+\sqrt{n} L z \sigma_{0}\right)\right|}{\|f\|_{L^{2}(Q(\alpha))}} \tag{3.46}
\end{equation*}
$$

It follows from (3.43) and (3.45) that

$$
\begin{align*}
\sup _{x \in[0,1]}\left|f\left(x_{\alpha}+\sqrt{n} L x \sigma_{0}\right)\right| \leq\left(\frac{C n^{\frac{n}{2}}\left|\mathbb{S}^{n-1}\right|}{\gamma}\right)^{\frac{\ln M}{\ln 2}} \sup _{x \in I_{\sigma_{0}}}\left|f\left(x_{\alpha}+\sqrt{n} L x \sigma_{0}\right)\right|  \tag{3.47}\\
\leq M^{\frac{1}{\ln 2} \ln \left(\frac{C n^{\frac{n}{2}\left|\mathbb{S}^{n-1}\right|}}{\gamma}\right)} \sup _{x \in I_{\sigma_{0}}}\left|f\left(x_{\alpha}+\sqrt{n} L x \sigma_{0}\right)\right|
\end{align*}
$$

According to (3.41), we notice that

$$
\begin{equation*}
\sup _{x \in I_{\sigma_{0}}}\left|f\left(x_{\alpha}+\sqrt{n} L x \sigma_{0}\right)\right| \leq\|f\|_{L^{\infty}(\omega \cap Q(\alpha))} \tag{3.48}
\end{equation*}
$$

On the other hand, we deduce from (3.38) that

$$
\begin{equation*}
\|f\|_{L^{\infty}(Q(\alpha))}=\left|f\left(x_{\alpha}\right)\right| \leq \sup _{x \in[0,1]}\left|f\left(x_{\alpha}+\sqrt{n} L x \sigma_{0}\right)\right| . \tag{3.49}
\end{equation*}
$$

It follows from (3.47), (3.48) and (3.49) that

$$
\begin{equation*}
\|f\|_{L^{\infty}(Q(\alpha))} \leq M^{\frac{1}{\ln 2} \ln \left(\frac{C_{n}^{\frac{n}{2}}\left|\mathbb{S}^{n-1}\right|}{\gamma}\right)}\|f\|_{L^{\infty}(\omega \cap Q(\alpha))} \tag{3.50}
\end{equation*}
$$

By using the analyticity of the function $f$, we observe that

$$
\begin{equation*}
\forall z \in \mathbb{C}, \quad f\left(x_{\alpha}+\sqrt{n} L z \sigma_{0}\right)=\sum_{\beta \in \mathbb{N}^{n}} \frac{\left(\partial_{x}^{\beta} f\right)\left(x_{\alpha}\right)}{\beta!} \sigma_{0}^{\beta} n^{\frac{|\beta|}{2}} L^{|\beta|} z^{|\beta|} \tag{3.51}
\end{equation*}
$$

By using that $Q(\alpha)$ is a good cube, $x_{\alpha} \in \overline{Q(\alpha)}$ and the continuity of the functions $\partial_{x}^{\beta} f$, we deduce from (3.36) and (3.51) that for all $|z| \leq 4$,

$$
\begin{align*}
\left|f\left(x_{\alpha}+\sqrt{n} L z \sigma_{0}\right)\right| & \leq \sum_{\beta \in \mathbb{N}^{n}} \frac{\left|\left(\partial_{x}^{\beta} f\right)\left(x_{\alpha}\right)\right|}{\beta!}(4 \sqrt{n} L)^{|\beta|}  \tag{3.52}\\
& \leq \tilde{C}_{n}(\delta) e^{\delta^{-1} \sqrt{N}}\left(\sum_{\beta \in \mathbb{N}^{n}} \frac{|\beta|!}{\beta!}\left(\delta L \sqrt{2^{9} n\left(2^{n}+1\right)}\right)^{|\beta|}\right)\|f\|_{L^{2}(Q(\alpha))}
\end{align*}
$$

By using anew that the number of solutions to the equation $\beta_{1}+\ldots+\beta_{n}=k$, with $k \geq 0$, $n \geq 1$ and unknown $\beta=\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{N}^{n}$, is given by $\binom{k+n-1}{k}$, and that

$$
|\beta|!\leq n^{|\beta|} \beta!
$$

see e.g. (4.46), we notice from (3.33) that

$$
\left.\begin{array}{rl}
\sum_{\beta \in \mathbb{N}^{n}} & \left.\frac{|\beta|!}{\beta!}\left(\delta L \sqrt{2^{9} n\left(2^{n}+1\right.}\right)\right)^{|\beta|} \leq \sum_{\beta \in \mathbb{N}^{n}}\left(\delta L \sqrt{2^{9} n^{3}\left(2^{n}+1\right)}\right)^{|\beta|}  \tag{3.53}\\
& =\sum_{k=0}^{+\infty}\binom{k+n-1}{k}\left(\delta L \sqrt{2^{9} n^{3}\left(2^{n}+1\right)}\right)^{k} \leq 2^{n-1} \sum_{k=0}^{+\infty}\left(\delta L \sqrt{2^{11} n^{3}\left(2^{n}+1\right.}\right)
\end{array}\right) .
$$

For now on, the positive parameter $\delta>0$ is fixed and taken to be equal to

$$
\begin{equation*}
\delta=\frac{1}{\delta_{n} L}>0 \tag{3.54}
\end{equation*}
$$

with

$$
\delta_{n}=2 \sqrt{2^{11} n^{3}\left(2^{n}+1\right)}>0
$$

With this choice, it follows from (3.46), (3.52), (3.53) and (3.54) that

$$
\begin{equation*}
M \leq(4 L)^{\frac{n}{2}} \tilde{C}_{n}\left(\delta_{n}^{-1} L^{-1}\right) e^{\delta_{n} L \sqrt{N}} \tag{3.55}
\end{equation*}
$$

The positive constant $C>1$ given by Lemma 3.1 may be chosen such that

$$
\begin{equation*}
C n^{\frac{n}{2}}\left|\mathbb{S}^{n-1}\right|>1 \tag{3.56}
\end{equation*}
$$

With this choice, we deduce from (3.50) and (3.55) that

$$
\begin{equation*}
\|f\|_{L^{\infty}(Q(\alpha))} \leq\left(\frac{C n^{\frac{n}{2}}\left|\mathbb{S}^{n-1}\right|}{\gamma}\right)^{\frac{\ln \left((4 L)^{\frac{n}{2}} \tilde{C}_{n}\left(\delta_{n}^{-1} L^{-1}\right)\right)}{\ln 2}+\frac{\delta_{n}}{\ln 2} L \sqrt{N}}\|f\|_{L^{\infty}(\omega \cap Q(\alpha))} \tag{3.57}
\end{equation*}
$$

Recalling from the thickness property (3.27) that $|\omega \cap Q(\alpha)| \geq \gamma L^{n}>0$ and setting

$$
\begin{equation*}
\tilde{\omega}_{\alpha}=\left\{x \in \omega \cap Q(\alpha):|f(x)| \leq \frac{2}{|\omega \cap Q(\alpha)|} \int_{\omega \cap Q(\alpha)}|f(x)| d x\right\} \tag{3.58}
\end{equation*}
$$

we observe that

$$
\begin{equation*}
\int_{\omega \cap Q(\alpha)}|f(x)| d x \geq \int_{(\omega \cap Q(\alpha)) \backslash \tilde{\omega}_{\alpha}}|f(x)| d x \geq \frac{2\left|(\omega \cap Q(\alpha)) \backslash \tilde{\omega}_{\alpha}\right|}{|\omega \cap Q(\alpha)|} \int_{\omega \cap Q(\alpha)}|f(x)| d x \tag{3.59}
\end{equation*}
$$

By using that the integral

$$
\int_{\omega \cap Q(\alpha)}|f(x)| d x>0
$$

is positive, since $f$ is a non-zero entire function and $|\omega \cap Q(\alpha)|>0$, we obtain that

$$
\left|(\omega \cap Q(\alpha)) \backslash \tilde{\omega}_{\alpha}\right| \leq \frac{1}{2}|\omega \cap Q(\alpha)|
$$

which implies that

$$
\begin{equation*}
\left|\tilde{\omega}_{\alpha}\right|=|\omega \cap Q(\alpha)|-\left|(\omega \cap Q(\alpha)) \backslash \tilde{\omega}_{\alpha}\right| \geq \frac{1}{2}|\omega \cap Q(\alpha)| \geq \frac{1}{2} \gamma L^{n}>0 \tag{3.60}
\end{equation*}
$$

thanks anew to the thickness property (3.27). By using again spherical coordinates as in (3.39) and (3.40), we observe that

$$
\begin{align*}
\left|\tilde{\omega}_{\alpha}\right| & =\left|\tilde{\omega}_{\alpha} \cap Q(\alpha)\right|  \tag{3.61}\\
& =n^{\frac{n}{2}} L^{n} \int_{0}^{1}\left(\int_{\mathbb{S}^{n-1}} \mathbb{1}_{\tilde{\omega}_{\alpha} \cap Q(\alpha)}\left(x_{\alpha}+\sqrt{n} L r \sigma\right) d \sigma\right) r^{n-1} d r \leq n^{\frac{n}{2}} L^{n} \int_{\mathbb{S}^{n-1}}\left|\tilde{I}_{\sigma}\right| d \sigma
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{I}_{\sigma}=\left\{r \in[0,1]: x_{\alpha}+\sqrt{n} \operatorname{Lr} \sigma \in \tilde{\omega}_{\alpha} \cap Q(\alpha)\right\} \tag{3.62}
\end{equation*}
$$

As in (3.42), the estimate (3.61) implies that there exists $\sigma_{0} \in \mathbb{S}^{n-1}$ such that

$$
\begin{equation*}
\left|\tilde{\omega}_{\alpha}\right| \leq n^{\frac{n}{2}} L^{n}\left|\mathbb{S}^{n-1}\right|\left|\tilde{I}_{\sigma_{0}}\right| \tag{3.63}
\end{equation*}
$$

We deduce from (3.60) and (3.63) that

$$
\begin{equation*}
\left|\tilde{I}_{\sigma_{0}}\right| \geq \frac{\gamma}{2 n^{\frac{n}{2}}\left|\mathbb{S}^{n-1}\right|}>0 \tag{3.64}
\end{equation*}
$$

Applying anew Lemma 3.1 with $I=[0,1], E=\tilde{I}_{\sigma_{0}} \subset[0,1]$ verifying $|E|=\left|\tilde{I}_{\sigma_{0}}\right|>0$, and the analytic function $\Phi=\phi$ defined in (3.44) satisfying $|\phi(0)| \geq 1$, we obtain that

$$
\begin{equation*}
L^{\frac{n}{2}} \frac{\sup _{x \in[0,1]}\left|f\left(x_{\alpha}+\sqrt{n} L x \sigma_{0}\right)\right|}{\|f\|_{L^{2}(Q(\alpha))}} \leq\left(\frac{C}{\left|\tilde{I}_{\sigma_{0}}\right|}\right)^{\frac{\ln M}{\ln 2}} L^{\frac{n}{2}} \frac{\sup _{x \in \tilde{I}_{\sigma_{0}}}\left|f\left(x_{\alpha}+\sqrt{n} L x \sigma_{0}\right)\right|}{\|f\|_{L^{2}(Q(\alpha))}} \tag{3.65}
\end{equation*}
$$

where $M$ denotes the constant defined in (3.46). It follows from (3.64) and (3.65) that

$$
\begin{array}{r}
\sup _{x \in[0,1]}\left|f\left(x_{\alpha}+\sqrt{n} L x \sigma_{0}\right)\right| \leq\left(\frac{2 C n^{\frac{n}{2}}\left|\mathbb{S}^{n-1}\right|}{\gamma}\right)^{\frac{\ln M}{\ln 2}} \sup _{x \in \tilde{I}_{\sigma_{0}}}\left|f\left(x_{\alpha}+\sqrt{n} L x \sigma_{0}\right)\right|  \tag{3.66}\\
\left.\leq M^{\frac{1}{\ln 2} \ln \left(\frac{2 C n}{} \frac{n}{2}\left|\mathbb{S}^{n-1}\right|\right.}\right)^{\gamma} \sup _{x \in \tilde{I}_{\sigma_{0}}}\left|f\left(x_{\alpha}+\sqrt{n} L x \sigma_{0}\right)\right|
\end{array}
$$

According to (3.62), we notice that

$$
\begin{equation*}
\sup _{x \in \tilde{I}_{\sigma_{0}}}\left|f\left(x_{\alpha}+\sqrt{n} L x \sigma_{0}\right)\right| \leq\|f\|_{L^{\infty}\left(\tilde{\omega}_{\alpha} \cap Q(\alpha)\right)} \tag{3.67}
\end{equation*}
$$

It follows from (3.49), (3.66) and (3.67) that

$$
\begin{equation*}
\|f\|_{L^{\infty}(Q(\alpha))} \leq M^{\frac{1}{\ln 2} \ln \left(\frac{2 C n^{\frac{n}{2}}\left|\mathbb{S}^{n-1}\right|}{\gamma}\right)}\|f\|_{L^{\infty}\left(\tilde{\omega}_{\alpha} \cap Q(\alpha)\right)} \tag{3.68}
\end{equation*}
$$

On the other hand, it follows from (3.58)

$$
\begin{equation*}
\|f\|_{L^{\infty}\left(\tilde{\omega}_{\alpha} \cap Q(\alpha)\right)} \leq \frac{2}{|\omega \cap Q(\alpha)|} \int_{\omega \cap Q(\alpha)}|f(x)| d x \tag{3.69}
\end{equation*}
$$

We deduce from $(3.68),(3.69)$ and the Cauchy-Schwarz inequality that

$$
\begin{align*}
\|f\|_{L^{2}(Q(\alpha))} & \leq L^{\frac{n}{2}}\|f\|_{L^{\infty}(Q(\alpha))}  \tag{3.70}\\
& \leq \frac{2 L^{\frac{n}{2}}}{|\omega \cap Q(\alpha)|} M^{\frac{1}{\ln 2} \ln \left(\frac{\left.2 C n^{\frac{n}{2}} \right\rvert\, \mathbb{S}^{n-1}}{\gamma}\right)} \int_{\omega \cap Q(\alpha)}|f(x)| d x \\
& \leq \frac{2 L^{\frac{n}{2}}}{|\omega \cap Q(\alpha)|^{\frac{1}{2}}} M^{\frac{1}{\ln 2} \ln \left(\frac{2 C n^{\frac{n}{2}}\left|S^{n-1}\right|}{\gamma}\right)}\|f\|_{L^{2}(\omega \cap Q(\alpha))}
\end{align*}
$$

By using the thickness property (3.27), it follows from (3.55), (3.56) and (3.70)

$$
\begin{align*}
\|f\|_{L^{2}(Q(\alpha))}^{2} \leq & \frac{4}{\gamma} M^{\frac{2}{\ln 2} \ln \left(\frac{\left.2 C n^{\frac{n}{2}} \right\rvert\, \mathbf{S}^{n-1}}{\gamma}\right)}\|f\|_{L^{2}(\omega \cap Q(\alpha))}^{2}  \tag{3.71}\\
& \leq \frac{4}{\gamma}\left((4 L)^{\frac{n}{2}} \tilde{C}_{n}\left(\delta_{n}^{-1} L^{-1}\right) e^{\delta_{n} L \sqrt{N}}\right)^{\frac{2}{\ln 2} \ln \left(\frac{\left.2 C_{n} \frac{n}{2}| |^{n-1} \right\rvert\,}{\gamma}\right)}\|f\|_{L^{2}(\omega \cap Q(\alpha))}^{2}
\end{align*}
$$

With

$$
\begin{equation*}
\kappa_{n}(L, \gamma)=\frac{2^{\frac{3}{2}}}{\gamma^{\frac{1}{2}}}\left(\frac{2 C n^{\frac{n}{2}}\left|\mathbb{S}^{n-1}\right|}{\gamma}\right)^{\frac{\ln \left((4 L)^{\frac{n}{2}} \tilde{C}_{n}\left(\delta_{n}^{-1} L^{-1}\right)\right)}{\ln 2}}>0 \tag{3.72}
\end{equation*}
$$

we deduce from (3.71) that there exists a positive universal constant $\tilde{\kappa}_{n}>0$ such that for any good cube $Q(\alpha)$,

$$
\begin{equation*}
\|f\|_{L^{2}(Q(\alpha))}^{2} \leq \frac{1}{2} \kappa_{n}(L, \gamma)^{2}\left(\frac{\tilde{\kappa}_{n}}{\gamma}\right)^{2 \tilde{\kappa}_{n} L \sqrt{N}}\|f\|_{L^{2}(\omega \cap Q(\alpha))}^{2} \tag{3.73}
\end{equation*}
$$

It follows from (3.34) and (3.73) that

$$
\begin{align*}
& (3.74)\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \leq 2 \int_{\bigcup_{\text {good cubes }} Q(\alpha)}|f(x)|^{2} d x=2 \sum_{\text {good cubes }}\|f\|_{L^{2}(Q(\alpha))}^{2}  \tag{3.74}\\
& \leq \kappa_{n}(L, \gamma)^{2}\left(\frac{\tilde{\kappa}_{n}}{\gamma}\right)^{2 \tilde{\kappa}_{n} L \sqrt{N}} \sum_{\text {good cubes }}\|f\|_{L^{2}(\omega \cap Q(\alpha))}^{2} \\
& \leq \kappa_{n}(L, \gamma)^{2}\left(\frac{\tilde{\kappa}_{n}}{\gamma}\right)^{2 \tilde{\kappa}_{n} L \sqrt{N}} \int_{\omega \cap\left(\cup_{\text {good cubes }} Q(\alpha)\right)}|f(x)|^{2} d x \leq \kappa_{n}(L, \gamma)^{2}\left(\frac{\tilde{\kappa}_{n}}{\gamma}\right)^{2 \tilde{\kappa}_{n} L \sqrt{N}}\|f\|_{L^{2}(\omega)}^{2} .
\end{align*}
$$

This ends the proof of assertion (iii) in Theorem 2.1.

## 4. Appendix

4.1. Hermite functions. This section is devoted to set some notations and recall basic facts about Hermite functions. The standard Hermite functions $\left(\phi_{k}\right)_{k \geq 0}$ are defined for $x \in \mathbb{R}$,

$$
\begin{equation*}
\phi_{k}(x)=\frac{(-1)^{k}}{\sqrt{2^{k} k!\sqrt{\pi}}} e^{\frac{x^{2}}{2}} \frac{d^{k}}{d x^{k}}\left(e^{-x^{2}}\right)=\frac{1}{\sqrt{2^{k} k!\sqrt{\pi}}}\left(x-\frac{d}{d x}\right)^{k}\left(e^{-\frac{x^{2}}{2}}\right)=\frac{a_{+}^{k} \phi_{0}}{\sqrt{k!}}, \tag{4.1}
\end{equation*}
$$

where $a_{+}$is the creation operator

$$
a_{+}=\frac{1}{\sqrt{2}}\left(x-\frac{d}{d x}\right) .
$$

The Hermite functions satisfy the identity

$$
\begin{equation*}
\forall \xi \in \mathbb{R}, \forall k \geq 0, \quad \widehat{\phi_{k}}(\xi)=(-i)^{k} \sqrt{2 \pi} \phi_{k}(\xi), \tag{4.2}
\end{equation*}
$$

when using the normalization of the Fourier transform (1.1). The $L^{2}$-adjoint of the creation operator is the annihilation operator

$$
a_{-}=a_{+}^{*}=\frac{1}{\sqrt{2}}\left(x+\frac{d}{d x}\right) .
$$

The following identities hold

$$
\begin{equation*}
\left[a_{-}, a_{+}\right]=\operatorname{Id}, \quad-\frac{d^{2}}{d x^{2}}+x^{2}=2 a_{+} a_{-}+1 \tag{4.3}
\end{equation*}
$$

(4.4) $\quad \forall k \in \mathbb{N}, \quad a_{+} \phi_{k}=\sqrt{k+1} \phi_{k+1}, \quad \forall k \in \mathbb{N}, \quad a_{-} \phi_{k}=\sqrt{k} \phi_{k-1}(=0$ si $k=0)$,

$$
\begin{equation*}
\forall k \in \mathbb{N}, \quad\left(-\frac{d^{2}}{d x^{2}}+x^{2}\right) \phi_{k}=(2 k+1) \phi_{k} \tag{4.5}
\end{equation*}
$$

where $\mathbb{N}$ denotes the set of non-negative integers. The family $\left(\phi_{k}\right)_{k \in \mathbb{N}}$ is an orthonormal basis of $L^{2}(\mathbb{R})$. We set for $\alpha=\left(\alpha_{j}\right)_{1 \leq j \leq n} \in \mathbb{N}^{n}, x=\left(x_{j}\right)_{1 \leq j \leq n} \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\Phi_{\alpha}(x)=\prod_{j=1}^{n} \phi_{\alpha_{j}}\left(x_{j}\right) \tag{4.6}
\end{equation*}
$$

The family $\left(\Phi_{\alpha}\right)_{\alpha \in \mathbb{N}^{n}}$ is an orthonormal basis of $L^{2}\left(\mathbb{R}^{n}\right)$ composed of the eigenfunctions of the $n$-dimensional harmonic oscillator

$$
\begin{equation*}
\mathcal{H}=-\Delta_{x}+|x|^{2}=\sum_{k \geq 0}(2 k+n) \mathbb{P}_{k}, \quad \text { Id }=\sum_{k \geq 0} \mathbb{P}_{k} \tag{4.7}
\end{equation*}
$$

where $\mathbb{P}_{k}$ is the orthogonal projection onto $\operatorname{Span}_{\mathbb{C}}\left\{\Phi_{\alpha}\right\}_{\alpha \in \mathbb{N}^{n},|\alpha|=k}$, with $|\alpha|=\alpha_{1}+\cdots+\alpha_{n}$.
The following estimates on Hermite functions are a key ingredient for the proof of the spectral inequalities $(i)$ and (ii) in Theorem 2.1. This result was established by Bonami, Karoui and the second author in the proof of [6, Theorem 3.2], and is recalled here for the sake of completeness of the present work.

Lemma 4.1. The one-dimensional Hermite functions $\left(\phi_{k}\right)_{k \in \mathbb{N}}$ defined in (4.1) satisfy the following estimates:

$$
\forall k \in \mathbb{N}, \forall a \geq \sqrt{2 k+1}, \quad \int_{|x| \geq a}\left|\phi_{k}(x)\right|^{2} d x \leq \frac{2^{k+1}}{k!\sqrt{\pi}} a^{2 k-1} e^{-a^{2}}
$$

Proof. For any $k \in \mathbb{N}$, the $k^{\text {th }}$ Hermite polynomial function

$$
\begin{equation*}
H_{k}(x)=(-1)^{k} e^{x^{2}}\left(\frac{d}{d x}\right)^{k}\left(e^{-x^{2}}\right) \tag{4.8}
\end{equation*}
$$

has degree $k$ and is an even (respectively odd) function when $k$ is an even (respectively odd) non-negative integer. The first Hermite polynomial functions are given by

$$
\begin{equation*}
H_{0}(x)=1, \quad H_{1}(x)=2 x, \quad H_{2}(x)=4 x^{2}-2 \tag{4.9}
\end{equation*}
$$

The $k^{\text {th }}$ Hermite polynomial function $H_{k}$ admits $k$ distinct real simple roots. More specifically, we recall from $[44$, Section 6.31$]$ that the $k$ roots of $H_{k}$ denoted $-x_{\left[\frac{k}{2}\right], k}, \ldots,-x_{1, k}$, $x_{1, k}, \ldots, x_{\left[\frac{k}{2}\right], k}$, satisfy

$$
\begin{equation*}
-\sqrt{2 k+1} \leq-x_{\left[\frac{k}{2}\right], k}<\ldots<-x_{1, k}<0<x_{1, k}<\ldots<x_{\left[\frac{k}{2}\right], k} \leq \sqrt{2 k+1} \tag{4.10}
\end{equation*}
$$

with $\left[\frac{k}{2}\right]$ the integer part of $\frac{k}{2}$, when $k \geq 2$ is an even positive integer. On the other hand, the $k$ roots of $H_{k}$ denoted $-x_{\left[\frac{k}{2}\right], k}, \ldots,-x_{1, k}, x_{0, k}, x_{1, k}, \ldots, x_{\left[\frac{k}{2}\right], k}$, satisfy

$$
\begin{equation*}
-\sqrt{2 k+1} \leq-x_{\left[\frac{k}{2}\right], k}<\ldots<-x_{1, k}<x_{0, k}=0<x_{1, k}<\ldots<x_{\left[\frac{k}{2}\right], k} \leq \sqrt{2 k+1} \tag{4.11}
\end{equation*}
$$

when $k$ is an odd positive integer. We denote by $z_{k}$ the largest non-negative root of the $k^{\text {th }}$ Hermite polynomial function $H_{k}$, that is, with the above notations $z_{k}=x_{\left[\frac{k}{2}\right], k}$, when $k \geq 1$. Relabeling temporarily $\left(a_{j}\right)_{1 \leq j \leq k}$ the $k$ roots of $H_{k}$ such that

$$
a_{1}<a_{2}<\ldots<a_{k}
$$

The classical formula

$$
\begin{equation*}
\forall k \in \mathbb{N}^{*}, \quad H_{k}^{\prime}(x)=2 k H_{k-1}(x) \tag{4.12}
\end{equation*}
$$

see e.g. [44, Section 5.5], together with Rolle's Theorem imply that $H_{k-1}$ admits exactly one root in each of the $k-1$ intervals $\left(a_{j}, a_{j+1}\right)$, with $1 \leq j \leq k-1$, when $k \geq 2$. According to (4.9), (4.10) and (4.11), it implies in particular that for all $k \geq 1$,

$$
\begin{equation*}
0=z_{1}<z_{2}<\ldots<z_{k} \leq \sqrt{2 k+1} \tag{4.13}
\end{equation*}
$$

Next, we claim that

$$
\begin{equation*}
\forall k \geq 1, \forall|x| \geq z_{k}, \quad\left|H_{k}(x)\right| \leq 2^{k}|x|^{k} \tag{4.14}
\end{equation*}
$$

To that end, we first observe that

$$
\begin{equation*}
\forall k \geq 1, \forall x \geq z_{k}, \quad H_{k}(x) \geq 0 \tag{4.15}
\end{equation*}
$$

since the leading coefficient of $H_{k} \in \mathbb{R}[X]$ is given by $2^{k}>0$. As the polynomial function $H_{k}$ is an even or odd function, we notice from (4.15) that it is actually sufficient to establish that

$$
\begin{equation*}
\forall k \geq 1, \forall x \geq z_{k}, \quad H_{k}(x) \leq 2^{k} x^{k} \tag{4.16}
\end{equation*}
$$

to prove the claim. The estimates (4.16) are proved by recurrence on $k \geq 1$. Indeed, we observe from (4.9) that

$$
\forall x \geq z_{1}=0, \quad H_{1}(x)=2 x
$$

Let $k \geq 2$ such that the estimate (4.16) is satisfied at rank $k-1$. It follows from (4.12) for all $x \geq z_{k}$,

$$
\left.\left.\begin{array}{rl}
H_{k}(x)=H_{k}(x)-H_{k}\left(z_{k}\right)=\int_{z_{k}}^{x} H_{k}^{\prime}(t) & d t
\end{array}\right)=2 k \int_{z_{k}}^{x} H_{k-1}(t) d t\right] \text { } \begin{array}{rl}
x & 2 k \int_{z_{k}}^{x} 2^{k-1} t^{k-1} d t=2^{k}\left(x^{k}-z_{k}^{k}\right) \leq 2^{k} x^{k} \tag{4.17}
\end{array}
$$

since $0 \leq z_{k-1}<z_{k}$. This ends the proof of the claim (4.14). We deduce from (4.9), (4.13) and (4.14) that

$$
\begin{equation*}
\forall k \in \mathbb{N}, \forall|x| \geq \sqrt{2 k+1}, \quad\left|H_{k}(x)\right| \leq 2^{k}|x|^{k} \tag{4.18}
\end{equation*}
$$

It follows from (4.1), (4.8) and (4.18) that

$$
\begin{equation*}
\forall k \in \mathbb{N}, \forall|x| \geq \sqrt{2 k+1}, \quad\left|\phi_{k}(x)\right| \leq \frac{2^{\frac{k}{2}}}{\sqrt{k!} \pi^{\frac{1}{4}}}|x|^{k} e^{-\frac{x^{2}}{2}} \tag{4.19}
\end{equation*}
$$

We observe that

$$
\begin{equation*}
\forall a>0, \quad \int_{a}^{+\infty} e^{-t^{2}} d t \leq a^{-1} e^{-\frac{a^{2}}{2}} \int_{a}^{+\infty} t e^{-\frac{t^{2}}{2}} d t=a^{-1} e^{-a^{2}} \tag{4.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall \alpha>1, \forall a>\sqrt{\alpha-1}, \quad \int_{a}^{+\infty} t^{\alpha} e^{-t^{2}} d t \leq a^{\alpha-1} e^{-\frac{a^{2}}{2}} \int_{a}^{+\infty} t e^{-\frac{t^{2}}{2}} d t=a^{\alpha-1} e^{-a^{2}} \tag{4.21}
\end{equation*}
$$

as the function $(a,+\infty) \ni t \mapsto t^{\alpha-1} e^{-\frac{t^{2}}{2}} \in(0,+\infty)$ is decreasing on $(a,+\infty)$. We deduce from (4.19), (4.20) and (4.21) that
(4.22) $\forall k \in \mathbb{N}, \forall a \geq \sqrt{2 k+1}$,

$$
\begin{array}{rl}
\int_{|x| \geq a}\left|\phi_{k}(x)\right|^{2} & d x \leq \frac{2^{k}}{k!\pi^{\frac{1}{2}}} \int_{|x| \geq a} x^{2 k} e^{-x^{2}} d x \\
& =\frac{2^{k+1}}{k!\pi^{\frac{1}{2}}} \int_{x \geq a} x^{2 k} e^{-x^{2}} d x \leq \frac{2^{k+1}}{k!\pi^{\frac{1}{2}}} a^{2 k-1} e^{-a^{2}}
\end{array}
$$

This ends the proof of Lemma 4.1.

We consider $\mathcal{E}_{N}=\operatorname{Span}_{\mathbb{C}}\left\{\Phi_{\alpha}\right\}_{\alpha \in \mathbb{N}^{n}},|\alpha| \leq N$ the finite dimensional vector space spanned by all the Hermite functions $\Phi_{\alpha}$ with $|\alpha| \leq N$. The following lemma is also instrumental in the proof of Theorem 2.1:

Lemma 4.2. There exists a positive constant $c_{n}>0$ depending only on the dimension $n \geq 1$ such that

$$
\forall N \in \mathbb{N}, \forall f \in \mathcal{E}_{N}, \quad \int_{|x| \geq c_{n} \sqrt{N+1}}|f(x)|^{2} d x \leq \frac{1}{4}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}
$$

where $|\cdot|$ denotes the Euclidean norm on $\mathbb{R}^{n}$.

Proof. Let $N \in \mathbb{N}$. We deduce from Lemma 4.1 and the Cauchy-Schwarz inequality that the one-dimensional Hermite functions $\left(\phi_{k}\right)_{k \in \mathbb{N}}$ satisfy for all $0 \leq k, l \leq N$ and $a \geq \sqrt{2 N+1}$,

$$
\begin{align*}
& \int_{|t| \geq a}\left|\phi_{k}(t) \phi_{l}(t)\right| d t \leq\left(\int_{|t| \geq a}\left|\phi_{k}(t)\right|^{2} d t\right)^{\frac{1}{2}}\left(\int_{|t| \geq a}\left|\phi_{l}(t)\right|^{2} d t\right)^{\frac{1}{2}}  \tag{4.23}\\
& \leq \frac{2^{\frac{k+l}{2}+1}}{\sqrt{\pi} \sqrt{k!} \sqrt{l!}} a^{k+l-1} e^{-a^{2}}
\end{align*}
$$

In order to extend these estimates in the multi-dimensional setting, we first notice that for all $a>0, \alpha, \beta \in \mathbb{N}^{n},|\alpha|,|\beta| \leq N$,

$$
\begin{equation*}
\int_{|x| \geq a}\left|\Phi_{\alpha}(x) \Phi_{\beta}(x)\right| d x \leq \sum_{j=1}^{n} \int_{\left|x_{j}\right| \geq \frac{a}{\sqrt{n}}}\left|\Phi_{\alpha}(x) \Phi_{\beta}(x)\right| d x \tag{4.24}
\end{equation*}
$$

where $|\cdot|$ denotes the Euclidean norm on $\mathbb{R}^{n}$ and $\left(\Phi_{\alpha}\right)_{\alpha \in \mathbb{N}^{n}}$ stand for the $n$-dimensional Hermite functions defined in (4.6). On the other hand, we notice from (4.23) and (4.24) that

$$
\begin{aligned}
& \int_{\left|x_{j}\right| \geq \frac{a}{\sqrt{n}}}\left|\Phi_{\alpha}(x) \Phi_{\beta}(x)\right| d x \\
= & \left(\int_{\left|x_{j}\right| \geq \frac{a}{\sqrt{n}}}\left|\phi_{\alpha_{j}}\left(x_{j}\right) \phi_{\beta_{j}}\left(x_{j}\right)\right| d x_{j}\right) \prod_{\substack{1 \leq k \leq n \\
k \neq j}}\left(\int_{\mathbb{R}}\left|\phi_{\alpha_{k}}\left(x_{k}\right) \phi_{\beta_{k}}\left(x_{k}\right)\right| d x_{k}\right) \\
\leq & \left(\int_{\left|x_{j}\right| \geq \frac{a}{\sqrt{n}}}\left|\phi_{\alpha_{j}}\left(x_{j}\right) \phi_{\beta_{j}}\left(x_{j}\right)\right| d x_{j}\right) \prod_{\substack{1 \leq k \leq n \\
k \neq j}}\left\|\phi_{\alpha_{k}}\right\|_{L^{2}(\mathbb{R})}\left\|\phi_{\beta_{k}}\right\|_{L^{2}(\mathbb{R})},
\end{aligned}
$$

implies that for all $a \geq \sqrt{n} \sqrt{2 N+1}, \alpha, \beta \in \mathbb{N}^{n},|\alpha|,|\beta| \leq N$,

$$
\begin{align*}
& \int_{|x| \geq a}\left|\Phi_{\alpha}(x) \Phi_{\beta}(x)\right| d x \leq \sum_{j=1}^{n} \int_{\left|x_{j}\right| \geq \frac{a}{\sqrt{n}}}\left|\phi_{\alpha_{j}}\left(x_{j}\right) \phi_{\beta_{j}}\left(x_{j}\right)\right| d x_{j}  \tag{4.25}\\
& \leq 2 \sqrt{\frac{n}{\pi}} \frac{e^{-\frac{a^{2}}{n}}}{a} \sum_{j=1}^{n} \frac{1}{\sqrt{\alpha_{j}!} \sqrt{\beta_{j}!}}\left(\sqrt{\frac{2}{n}} a\right)^{\alpha_{j}+\beta_{j}}
\end{align*}
$$

since $\left(\phi_{k}\right)_{k \in \mathbb{N}}$ is an orthonormal basis of $L^{2}(\mathbb{R})$. For any $f=\sum_{|\alpha| \leq N} \gamma_{\alpha} \Phi_{\alpha} \in \mathcal{E}_{N}$ and $a \geq \sqrt{n} \sqrt{2 N+1}$, we deduce from (4.25) that
(4.26) $\int_{|x| \geq a}|f(x)|^{2} d x=\sum_{\substack{|\alpha| \leq N \\|\beta| \leq N}} \gamma_{\alpha} \overline{\gamma_{\beta}} \int_{|x| \geq a} \Phi_{\alpha}(x) \overline{\Phi_{\beta}(x)} d x$
$\leq \sum_{\substack{\alpha|\leq N\\| \beta \mid \leq N}}\left|\gamma_{\alpha}\right|\left|\gamma_{\beta}\right| \int_{|x| \geq a}\left|\Phi_{\alpha}(x) \Phi_{\beta}(x)\right| d x \leq 2 \sqrt{\frac{n}{\pi}} \frac{e^{-\frac{a^{2}}{n}}}{a} \sum_{\substack{|\alpha| \leq N,|\beta| \leq N \\ 1 \leq j \leq n}} \frac{\left|\gamma_{\alpha}\right|\left|\gamma_{\beta}\right|}{\sqrt{\alpha_{j}!} \sqrt{\beta_{j}!}}\left(\sqrt{\frac{2}{n}} a\right)^{\alpha_{j}+\beta_{j}}$.
For any $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n}$, we denote $\alpha^{\prime}=\left(\alpha_{2}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n-1}$ when $n \geq 2$. We observe that
(4.27) $\sum_{\substack{|\alpha| \leq N \\|\beta| \leq N}} \frac{\left|\gamma_{\alpha}\right|\left|\gamma_{\beta}\right|}{\sqrt{\alpha_{1}!} \sqrt{\beta_{1}!}}\left(\sqrt{\frac{2}{n}} a\right)^{\alpha_{1}+\beta_{1}}=\sum_{\substack{\left|\alpha^{\prime}\right| \leq N \\\left|\beta^{\prime}\right| \leq N}}\left(\sum_{\substack{0 \leq \alpha_{1} \leq N-\left|\alpha^{\prime}\right| \\ 0 \leq \beta_{1} \leq N-\left|\beta^{\prime}\right|}} \frac{\left|\gamma_{\alpha_{1}, \alpha^{\prime} \mid}\right| \gamma_{\beta_{1}, \beta^{\prime}} \mid}{\sqrt{\alpha_{1}!} \sqrt{\beta_{1}!}}\left(\sqrt{\frac{2}{n}} a\right)^{\alpha_{1}+\beta_{1}}\right)$
and

$$
\begin{align*}
& \sum_{\substack{0 \leq \alpha_{1} \leq N-\left|\alpha^{\prime}\right| \\
0 \leq \beta_{1} \leq N-\left|\beta^{\prime}\right|}} \frac{\left|\gamma_{\alpha_{1}, \alpha^{\prime}}\right|\left|\gamma_{\beta_{1}, \beta^{\prime}}\right|}{\sqrt{\alpha_{1}!} \sqrt{\beta_{1}!}}\left(\sqrt{\frac{2}{n}} a\right)^{\alpha_{1}+\beta_{1}}  \tag{4.28}\\
& \quad \leq\left(\sum_{\substack{0 \leq \alpha_{1} \leq N-\left|\alpha^{\prime}\right| \\
0 \leq \beta_{1} \leq N-\left|\beta^{\prime}\right|}}\left|\gamma_{\alpha_{1}, \alpha^{\prime}}\right|^{2}\left|\gamma_{\beta_{1},\left.\beta^{\prime}\right|^{\prime}}\right|^{2}\right)^{\frac{1}{2}}\left(\sum_{\substack{0 \leq \alpha_{1} \leq N-\left|\alpha^{\prime}\right| \\
0 \leq \beta_{1} \leq N-\left|\beta^{\prime}\right|}} \frac{\left(\frac{2 a^{2}}{n}\right)^{\alpha_{1}+\beta_{1}}}{\alpha_{1}!\beta_{1}!}\right)^{\frac{1}{2}}
\end{align*}
$$

thanks to the Cauchy-Schwarz inequality. On the other hand, we notice that

$$
\begin{equation*}
\left(\sum_{\substack{0 \leq \alpha_{1} \leq N-\left|\alpha^{\prime}\right| \\ 0 \leq \beta_{1} \leq N-\left|\beta^{\prime}\right|}} \frac{\left(\frac{2 a^{2}}{n}\right)^{\alpha_{1}+\beta_{1}}}{\alpha_{1}!\beta_{1}!}\right)^{\frac{1}{2}} \leq 4^{N}\left(\sum_{\substack{0 \leq \alpha_{1} \leq N-\left|\alpha^{\prime}\right| \\ 0 \leq \beta_{1} \leq N-\left|\beta^{\prime}\right|}} \frac{\left(\frac{a^{2}}{2 n}\right)^{\alpha_{1}+\beta_{1}}}{\alpha_{1}!\beta_{1}!}\right)^{\frac{1}{2}} \leq 4^{N} e^{\frac{a^{2}}{2 n}} \tag{4.29}
\end{equation*}
$$

It follows from (4.27), (4.28) and (4.29) that

$$
\begin{equation*}
\sum_{\substack{|\alpha| \leq N \\|\beta| \leq N}} \frac{\left|\gamma_{\alpha}\right|\left|\gamma_{\beta}\right|}{\sqrt{\alpha_{1}!} \sqrt{\beta_{1}!}}\left(\sqrt{\frac{2}{n}} a\right)^{\alpha_{1}+\beta_{1}} \leq 4^{N} e^{\frac{a^{2}}{2 n}} \sum_{\substack{\left|\alpha^{\prime}\right| \leq N \\\left|\beta^{\prime}\right| \leq N}}\left(\sum_{\substack{0 \leq \alpha_{1} \leq N-\left|\alpha^{\prime}\right| \\ 0 \leq \beta_{1} \leq N-\left|\beta^{\prime}\right|}}\left|\gamma_{\alpha_{1}, \alpha^{\prime}}\right|^{2}\left|\gamma_{\beta_{1}, \beta^{\prime}}\right|^{2}\right)^{\frac{1}{2}} . \tag{4.30}
\end{equation*}
$$

The Cauchy-Schwarz inequality implies that

$$
\begin{align*}
& \sum_{\substack{\left|\alpha^{\prime}\right| \leq N \\
\left|\beta^{\prime}\right| \leq N}}\left(\sum_{\substack{0 \leq \alpha_{1} \leq N-\left|\alpha^{\prime}\right| \\
0 \leq \beta_{1} \leq N-\left|\beta^{\prime}\right|}}\left|\gamma_{\alpha_{1}, \alpha^{\prime}}\right|^{2}\left|\gamma_{\beta_{1}, \beta^{\prime}}\right|^{2}\right)^{\frac{1}{2}}  \tag{4.31}\\
& \leq\left(\sum_{\substack{\left|\alpha^{\prime}\right| \leq N \\
\left|\beta^{\prime}\right| \leq N}}\left(\sum_{\substack{0 \leq \alpha_{1} \leq N-\left|\alpha^{\prime}\right| \\
0 \leq \beta_{1} \leq N-\left|\beta^{\prime}\right|}}\left|\gamma_{\alpha_{1}, \alpha^{\prime}}\right|^{2}\left|\gamma_{\beta_{1}, \beta^{\prime}}\right|^{2}\right)\right)^{\frac{1}{2}}\left(\sum_{\substack{\left|\alpha^{\prime}\right| \leq N \\
\left|\beta^{\prime}\right| \leq N}} 1\right)^{\frac{1}{2}}
\end{align*}
$$

By using that the family $\left(\Phi_{\alpha}\right)_{\alpha \in \mathbb{N}^{n}}$ is an orthonormal basis of $L^{2}\left(\mathbb{R}^{n}\right)$ and that the number of solutions to the equation $\alpha_{2}+\ldots+\alpha_{n}=k$, with $k \geq 0, n \geq 2$ and unknown $\alpha^{\prime}=$
$\left(\alpha_{2}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n-1}$, is given by $\binom{k+n-2}{n-2}$, we deduce from (4.31) that

$$
\begin{align*}
& \sum_{\substack{\left|\alpha^{\prime}\right| \leq N \\
\left|\beta^{\prime}\right| \leq N}}\left(\sum_{\substack{0 \leq \alpha_{1} \leq N-\left|\alpha^{\prime}\right| \\
0 \leq \beta_{1} \leq N-\left|\beta^{\prime}\right|}} \left\lvert\, \gamma_{\left.\alpha_{1},\left.\alpha^{\prime}\right|^{2}\left|\gamma_{\beta_{1}, \beta^{\prime}}\right|^{2}\right)^{\frac{1}{2}} \leq\left(\sum_{|\alpha| \leq N}\left|\gamma_{\alpha}\right|^{2}\right)\left(\sum_{\left|\alpha^{\prime}\right| \leq N} 1\right)}\right.\right.  \tag{4.32}\\
& =\left(\sum_{k=0}^{N}\binom{k+n-2}{n-2}\right)\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \leq 2^{n-2}\left(\sum_{k=0}^{N} 2^{k}\right)\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \leq 2^{N+n-1}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2},
\end{align*}
$$

since $\binom{k+n-2}{n-2} \leq \sum_{j=0}^{k+n-2}\binom{k+n-2}{j}=2^{k+n-2}$. It follows from (4.30) and (4.32) that

$$
\begin{equation*}
\sum_{\substack{|\alpha| \leq N \\|\beta| \leq N}} \frac{\left|\gamma_{\alpha}\right|\left|\gamma_{\beta}\right|}{\sqrt{\alpha_{1}!} \sqrt{\beta_{1}!}}\left(\sqrt{\frac{2}{n}} a\right)^{\alpha_{1}+\beta_{1}} \leq 2^{n-1} 8^{N} e^{\frac{a^{2}}{2 n}}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \tag{4.33}
\end{equation*}
$$

when $n \geq 2$. Notice that the very same estimate holds true as well in the one-dimensional case $n=1$. We deduce from (4.26) and (4.33) that for all $N \in \mathbb{N}, f \in \mathcal{E}_{N}$ and $a \geq$ $\sqrt{n} \sqrt{2 N+1}$,

$$
\begin{equation*}
\int_{|x| \geq a}|f(x)|^{2} d x \leq \frac{2^{n} n^{\frac{3}{2}}}{\sqrt{\pi}} \frac{e^{-\frac{a^{2}}{2 n}}}{a} 8^{N}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \tag{4.34}
\end{equation*}
$$

It follows from (4.34) that there exists a positive constant $c_{n}>0$ depending only on the dimension $n \geq 1$ such that

$$
\forall N \in \mathbb{N}, \forall f \in \mathcal{E}_{N}, \quad \int_{|x| \geq c_{n} \sqrt{N+1}}|f(x)|^{2} d x \leq \frac{1}{4}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}
$$

This ends the proof of Lemma 4.2.
4.2. Bernstein type and weighted $L^{2}$ estimates for Hermite functions. This section is devoted to the proof of the following Bernstein type and weighted $L^{2}$ estimates for Hermite functions:

Proposition 4.3. With $\mathcal{E}_{N}$ the finite dimensional vector space spanned by the Hermite functions $\left(\Phi_{\alpha}\right)_{|\alpha| \leq N}$ defined in (2.1), finite combinations of Hermite functions satisfy the following estimates:
(i) $\forall N \in \mathbb{N}, \forall f \in \mathcal{E}_{N}, \forall 0<\delta \leq 1, \forall \beta \in \mathbb{N}^{n}$,

$$
\left\|\partial_{x}^{\beta} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq e^{\frac{e}{2 \delta^{2}}}(2 \delta)^{|\beta|}|\beta|!e^{\delta^{-1} \sqrt{N}}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}
$$

(ii) $\forall N \in \mathbb{N}, \forall f \in \mathcal{E}_{N}, \forall 0<\delta<\frac{1}{32 n}, \forall \beta \in \mathbb{N}^{n}$,

$$
\left\|e^{\delta|x|^{2}} \partial_{x}^{\beta} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}+\left\|e^{\delta\left|D_{x}\right|^{2}} x^{\beta} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq \frac{2^{n}}{1-32 n \delta} 2^{\frac{N}{2}} 2^{\frac{3}{2}|\beta|} \sqrt{|\beta|!}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}
$$

Proof. We notice that

$$
\begin{equation*}
x_{j}=\frac{1}{\sqrt{2}}\left(a_{j,+}+a_{j,-}\right), \quad \partial_{x_{j}}=\frac{1}{\sqrt{2}}\left(a_{j,-}-a_{j,+}\right) \tag{4.35}
\end{equation*}
$$

with

$$
a_{j,+}=\frac{1}{\sqrt{2}}\left(x_{j}-\partial_{x_{j}}\right), \quad a_{j,-}=\frac{1}{\sqrt{2}}\left(x_{j}+\partial_{x_{j}}\right)
$$

By denoting $\left(e_{j}\right)_{1 \leq j \leq n}$ the canonical basis of $\mathbb{R}^{n}$, we obtain from (4.4) and (4.35) that for all $N \in \mathbb{N}$ and $f \in \mathcal{E}_{N}$,

$$
\begin{aligned}
& \left\|a_{j,+} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\left\|a_{j,+}\left(\sum_{|\alpha| \leq N}\left\langle f, \Phi_{\alpha}\right\rangle_{L^{2}} \Phi_{\alpha}\right)\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \\
= & \left\|\sum_{|\alpha| \leq N} \sqrt{\alpha_{j}+1}\left\langle f, \Phi_{\alpha}\right\rangle_{L^{2}} \Phi_{\alpha+e_{j}}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\sum_{|\alpha| \leq N}\left(\alpha_{j}+1\right)\left|\left\langle f, \Phi_{\alpha}\right\rangle_{L^{2}}\right|^{2} \\
\leq & (N+1) \sum_{|\alpha| \leq N}\left|\left\langle f, \Phi_{\alpha}\right\rangle_{L^{2}}\right|^{2}=(N+1)\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\|a_{j,-} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\left\|a_{j,-}\left(\sum_{|\alpha| \leq N}\left\langle f, \Phi_{\alpha}\right\rangle_{L^{2}} \Phi_{\alpha}\right)\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \\
= & \left\|\sum_{|\alpha| \leq N} \sqrt{\alpha_{j}}\left\langle f, \Phi_{\alpha}\right\rangle_{L^{2}} \Phi_{\alpha-e_{j}}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\sum_{|\alpha| \leq N} \alpha_{j}\left|\left\langle f, \Phi_{\alpha}\right\rangle_{L^{2}}\right|^{2} \\
\leq & N \sum_{|\alpha| \leq N}\left|\left\langle f, \Phi_{\alpha}\right\rangle_{L^{2}}\right|^{2}=N\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} .
\end{aligned}
$$

It follows that for all $N \in \mathbb{N}$ and $f \in \mathcal{E}_{N}$,

$$
\begin{equation*}
\left\|x_{j} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq \frac{1}{\sqrt{2}}\left(\left\|a_{j,+} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}+\left\|a_{j,-} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}\right) \leq \sqrt{2 N+2}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \tag{4.36}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\partial_{x_{j}} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq \frac{1}{\sqrt{2}}\left(\left\|a_{j,+} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}+\left\|a_{j,-} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}\right) \leq \sqrt{2 N+2}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \tag{4.37}
\end{equation*}
$$

We notice from (4.4) and (4.35) that

$$
\forall N \in \mathbb{N}, \forall f \in \mathcal{E}_{N}, \forall \alpha, \beta \in \mathbb{N}^{n}, \quad x^{\alpha} \partial_{x}^{\beta} f \in \mathcal{E}_{N+|\alpha|+|\beta|},
$$

with $x^{\alpha}=x_{1}^{\alpha_{1}} \ldots x_{n}^{\alpha_{n}}$ and $\partial_{x}^{\beta}=\partial_{x_{1}}^{\beta_{1}} \ldots \partial_{x_{n}}^{\beta_{n}}$. We deduce from (4.36) that for all $N \in \mathbb{N}$, $f \in \mathcal{E}_{N}$, and $\alpha, \beta \in \mathbb{N}^{n}$, with $\alpha_{1} \geq 1$,

$$
\left\|x^{\alpha} \partial_{x}^{\beta} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}=\|x_{1}(\underbrace{x^{\alpha-e_{1}} \partial_{x}^{\beta} f}_{\in \mathcal{E}_{N+|\alpha|+|\beta|-1}})\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq \sqrt{2} \sqrt{N+|\alpha|+|\beta|}\left\|x^{\alpha-e_{1}} \partial_{x}^{\beta} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} .
$$

By iterating the previous estimates, we readily obtain from (4.36) and (4.37) that for all $N \in \mathbb{N}, f \in \mathcal{E}_{N}$ and $\alpha, \beta \in \mathbb{N}^{n}$,

$$
\begin{equation*}
\left\|x^{\alpha} \partial_{x}^{\beta} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq 2^{\frac{|\alpha|+|\beta|}{2}} \sqrt{\frac{(N+|\alpha|+|\beta|)!}{N!}}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \tag{4.38}
\end{equation*}
$$

We recall the following basic estimates,
(4.39) $\forall k \in \mathbb{N}^{*}, k^{k} \leq e^{k} k!, \quad \forall t, A>0, t^{A} \leq A^{A} e^{t-A}, \quad \forall t>0, \forall k \in \mathbb{N}, t^{k} \leq e^{t} k!$, see e.g. [37] (formulas (0.3.12) and (0.3.14)) Let $0<\delta \leq 1$ be a positive constant. When $N \leq|\alpha|+|\beta|$, we deduce from (4.39) that

$$
\begin{align*}
& \text { 40) } \quad 2^{\frac{|\alpha|+|\beta|}{2}} \sqrt{\frac{(N+|\alpha|+|\beta|)!}{N!}} \leq 2^{\frac{|\alpha|+|\beta|}{2}}(N+|\alpha|+|\beta|)^{\frac{|\alpha|+|\beta|}{2}} \leq 2^{|\alpha|+|\beta|}(|\alpha|+|\beta|)^{\frac{|\alpha|+|\beta|}{2}}  \tag{4.40}\\
& \leq(2 \sqrt{e})^{|\alpha|+|\beta|} \sqrt{(|\alpha|+|\beta|)!}=(2 \sqrt{e})^{|\alpha|+|\beta|} \frac{(|\alpha|+|\beta|)!}{\sqrt{(|\alpha|+|\beta|)!}} \leq e^{\frac{e}{2 \delta^{2}}}(2 \delta)^{|\alpha|+|\beta|}(|\alpha|+|\beta|)!.
\end{align*}
$$

On the other hand, when $N \geq|\alpha|+|\beta|$, we deduce from (4.39) that

$$
\begin{align*}
& 2^{\frac{|\alpha|+|\beta|}{2}} \sqrt{\frac{(N+|\alpha|+|\beta|)!}{N!}} \leq 2^{\frac{|\alpha|+|\beta|}{2}}(N+|\alpha|+|\beta|)^{\frac{|\alpha|+|\beta|}{2}}  \tag{4.41}\\
\leq & (2 \delta)^{|\alpha|+|\beta|}\left(\delta^{-1} \sqrt{N}\right)^{|\alpha|+|\beta|} \leq(2 \delta)^{|\alpha|+|\beta|}(|\alpha|+|\beta|)^{|\alpha|+|\beta|} e^{\delta^{-1} \sqrt{N}-|\alpha|-|\beta|} \\
\leq & (2 \delta)^{|\alpha|+|\beta|}(|\alpha|+|\beta|)!e^{\delta^{-1} \sqrt{N}} .
\end{align*}
$$

It follows from (4.38), (4.40) and (4.41) that for all $N \in \mathbb{N}, f \in \mathcal{E}_{N}$ and $\alpha, \beta \in \mathbb{N}^{n}$,

$$
\begin{equation*}
\left\|x^{\alpha} \partial_{x}^{\beta} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq e^{\frac{e}{2 \delta^{2}}}(2 \delta)^{|\alpha|+|\beta|}(|\alpha|+|\beta|)!e^{\delta^{-1} \sqrt{N}}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \tag{4.42}
\end{equation*}
$$

It provides in particular the following Bernstein type estimates

$$
\begin{align*}
\forall N \in \mathbb{N}, \forall f \in \mathcal{E}_{N}, \forall 0<\delta \leq 1, \forall \beta & \in \mathbb{N}^{n},  \tag{4.43}\\
& \left\|\partial_{x}^{\beta} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq e^{\frac{e}{2 \delta^{2}}}(2 \delta)^{|\beta|}|\beta|!e^{\delta^{-1} \sqrt{N}}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} .
\end{align*}
$$

On the other hand, we deduce from (4.38) that for all $N \in \mathbb{N}, f \in \mathcal{E}_{N}$ and $\alpha, \beta \in \mathbb{N}^{n}$,

$$
\begin{align*}
&\left\|x^{\alpha} \partial_{x}^{\beta} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq 2^{\frac{|\alpha|+|\beta|}{2}} \sqrt{\frac{(N+|\alpha|+|\beta|)!}{N!}}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}  \tag{4.44}\\
& \leq 2^{\frac{N}{2}} 2^{|\alpha|+|\beta|} \sqrt{(|\alpha|+|\beta|)!}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}
\end{align*}
$$

since

$$
\frac{\left(k_{1}+k_{2}\right)!}{k_{1}!k_{2}!}=\binom{k_{1}+k_{2}}{k_{1}} \leq \sum_{j=0}^{k_{1}+k_{2}}\binom{k_{1}+k_{2}}{j}=2^{k_{1}+k_{2}}
$$

We observe from (4.44) that for all $N \in \mathbb{N}, f \in \mathcal{E}_{N}, \delta>0$ and $\alpha, \beta \in \mathbb{N}^{n}$,

$$
\begin{align*}
& \left\|\frac{\delta^{|\alpha|} x^{2 \alpha}}{\alpha!} \partial_{x}^{\beta} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq \frac{2^{\frac{N}{2}} \delta^{|\alpha|} 2^{2|\alpha|+|\beta|}}{\alpha!} \sqrt{(2|\alpha|+|\beta|)!}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}  \tag{4.45}\\
& \quad \leq 2^{\frac{N}{2}} \delta^{|\alpha|} 2^{4|\alpha|+\frac{3}{2}|\beta|}\left|\frac{|\alpha|!}{\alpha!} \sqrt{|\beta|!}!\right| f\left\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq 2^{\frac{N}{2}}(16 n \delta)^{|\alpha|} 2^{\frac{3}{2}|\beta|} \sqrt{|\beta|!}\right\| f \|_{L^{2}\left(\mathbb{R}^{n}\right)},
\end{align*}
$$

since

$$
(2|\alpha|+|\beta|)!\leq 2^{2|\alpha|+|\beta|}(2|\alpha|)!|\beta|!\leq 2^{4|\alpha|+|\beta|}(|\alpha|!)^{2}|\beta|!
$$

and

$$
\begin{equation*}
|\alpha|!\leq n^{|\alpha|} \alpha!. \tag{4.46}
\end{equation*}
$$

The last estimate is a direct consequence of the generalized Newton formula

$$
\forall x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}, \forall N \in \mathbb{N}, \quad\left(\sum_{j=1}^{n} x_{j}\right)^{N}=\sum_{\alpha \in \mathbb{N}^{n},|\alpha|=N} \frac{N!}{\alpha!} x^{\alpha}
$$

By using that the number of solutions to the equation $\alpha_{1}+\ldots+\alpha_{n}=k$, with $k \geq 0, n \geq 1$ and unknown $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n}$, is given by $\binom{k+n-1}{n-1}$, it follows from (4.45) that for all
$N \in \mathbb{N}, f \in \mathcal{E}_{N}, 0<\delta<\frac{1}{32 n}$ and $\beta \in \mathbb{N}^{n}$,

$$
\begin{align*}
\left\|e^{\delta|x|^{2}} \partial_{x}^{\beta} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} & \leq \sum_{\alpha \in \mathbb{N}^{n}}\left\|\frac{\delta^{|\alpha|} x^{2 \alpha}}{\alpha!} \partial_{x}^{\beta} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}  \tag{4.47}\\
& \leq 2^{\frac{N}{2}}\left(\sum_{\alpha \in \mathbb{N}^{n}}(16 n \delta)^{|\alpha|}\right) 2^{\frac{3}{2}|\beta|} \sqrt{|\beta|!}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \\
& =2^{\frac{N}{2}}\left(\sum_{k=0}^{+\infty}\binom{k+n-1}{n-1}(16 n \delta)^{k}\right) 2^{\frac{3}{2}|\beta|} \sqrt{|\beta|!}!\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)} \\
& \leq \frac{2^{n-1}}{1-32 n \delta} 2^{\frac{N}{2}} 2^{\frac{3}{2}|\beta|} \sqrt{|\beta|!}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)},
\end{align*}
$$

since $\binom{k+n-1}{n-1} \leq \sum_{j=0}^{k+n-1}\binom{k+n-1}{j}=2^{k+n-1}$. By noticing from (4.2) that $f \in \mathcal{E}_{N}$ if and only if $\widehat{f} \in \mathcal{E}_{N}$, we deduce from the Parseval formula and (4.47) that for all $N \in \mathbb{N}, f \in \mathcal{E}_{N}$, $0<\delta<\frac{1}{32 n}$ and $\beta \in \mathbb{N}^{n}$,

$$
\begin{align*}
& \left\|e^{\delta\left|D_{x}\right|^{2}} x^{\beta} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}=\frac{1}{(2 \pi)^{\frac{n}{2}}}\left\|e^{\delta|\xi|^{2}} \partial_{\xi}^{\beta} \widehat{f}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}  \tag{4.48}\\
& \quad \leq \frac{1}{(2 \pi)^{\frac{n}{2}}} \frac{2^{n-1}}{1-32 n \delta} 2^{\frac{N}{2}} 2^{\frac{3}{2}|\beta|} \sqrt{|\beta|!}\|\widehat{f}\|_{L^{2}\left(\mathbb{R}^{n}\right)}=\frac{2^{n-1}}{1-32 n \delta} 2^{\frac{N}{2}} 2^{\frac{3}{2}|\beta|} \sqrt{|\beta|!}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}
\end{align*}
$$

This ends the proof of Proposition 4.3.
4.3. Gelfand-Shilov regularity. We refer the reader to the works [20, 21, 37, 45] and the references herein for extensive expositions of the Gelfand-Shilov regularity theory. The Gelfand-Shilov spaces $S_{\nu}^{\mu}\left(\mathbb{R}^{n}\right)$, with $\mu, \nu>0, \mu+\nu \geq 1$, are defined as the spaces of smooth functions $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$ satisfying the estimates

$$
\exists A, C>0, \quad\left|\partial_{x}^{\alpha} f(x)\right| \leq C A^{|\alpha|}(\alpha!)^{\mu} e^{-\frac{1}{A}|x|^{1 / \nu}}, \quad x \in \mathbb{R}^{n}, \alpha \in \mathbb{N}^{n}
$$

or, equivalently

$$
\exists A, C>0, \quad \sup _{x \in \mathbb{R}^{n}}\left|x^{\beta} \partial_{x}^{\alpha} f(x)\right| \leq C A^{|\alpha|+|\beta|}(\alpha!)^{\mu}(\beta!)^{\nu}, \quad \alpha, \beta \in \mathbb{N}^{n} .
$$

These Gelfand-Shilov spaces $S_{\nu}^{\mu}\left(\mathbb{R}^{n}\right)$ may also be characterized as the spaces of Schwartz functions $f \in \mathscr{S}\left(\mathbb{R}^{n}\right)$ satisfying the estimates

$$
\exists C>0, \varepsilon>0, \quad|f(x)| \leq C e^{-\varepsilon|x|^{1 / \nu}}, \quad x \in \mathbb{R}^{n}, \quad|\widehat{f}(\xi)| \leq C e^{-\varepsilon|\xi|^{1 / \mu}}, \quad \xi \in \mathbb{R}^{n} .
$$

In particular, we notice that Hermite functions belong to the symmetric Gelfand-Shilov space $S_{1 / 2}^{1 / 2}\left(\mathbb{R}^{n}\right)$. More generally, the symmetric Gelfand-Shilov spaces $S_{\mu}^{\mu}\left(\mathbb{R}^{n}\right)$, with $\mu \geq$ $1 / 2$, can be nicely characterized through the decomposition into the Hermite basis $\left(\Phi_{\alpha}\right)_{\alpha \in \mathbb{N}^{n}}$, see e.g. [45, Proposition 1.2],

$$
\begin{aligned}
f \in S_{\mu}^{\mu}\left(\mathbb{R}^{n}\right) \Leftrightarrow f \in L^{2}\left(\mathbb{R}^{n}\right), \exists t_{0}>0, & \left.\|\left\langle f, \Phi_{\alpha}\right\rangle_{L^{2}} \exp \left(t_{0}|\alpha|^{\frac{1}{2 \mu}}\right)\right)_{\alpha \in \mathbb{N}^{n}} \|_{l^{2}\left(\mathbb{N}^{n}\right)}<+\infty \\
& \Leftrightarrow f \in L^{2}\left(\mathbb{R}^{n}\right), \exists t_{0}>0, \| e^{t_{0} \mathcal{H}^{\frac{1}{2 \mu}} f \|_{L^{2}\left(\mathbb{R}^{n}\right)}<+\infty,}
\end{aligned}
$$

where $\mathcal{H}=-\Delta_{x}+|x|^{2}$ stands for the harmonic oscillator.
4.4. Remez inequality. The classical Remez inequality [41], see also [16, 17], is the following estimate providing a bound on the maximum of the absolute value of an arbitrary real polynomial function $P \in \mathbb{R}[X]$ of degree $d$ on $[-1,1]$ by the maximum of its absolute value on any measurable subset $E \subset[-1,1]$ of positive Lebesgue measure $0<|E|<2$,

$$
\begin{equation*}
\sup _{x \in[-1,1]}|P(x)| \leq T_{d}\left(\frac{4-|E|}{|E|}\right) \sup _{x \in E}|P(x)|, \tag{4.49}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{d}(X)=\frac{d}{2} \sum_{k=0}^{\left[\frac{d}{2}\right]}(-1)^{k} \frac{(d-k-1)!}{k!(d-2 k)!} 2^{d-2 k} X^{d-2 k}=\sum_{k=0}^{\left[\frac{d}{2}\right]}\binom{d}{2 k}\left(X^{2}-1\right)^{k} X^{d-2 k}, \tag{4.50}
\end{equation*}
$$

see e.g. [7, Chapter 2], where $[x]$ stands the integer part of $x$, denotes the $d^{\text {th }}$ Chebyshev polynomial function of first kind. We also recall from [7, Chapter 2] the definition of Chebyshev polynomial functions of second kind

$$
\begin{equation*}
\forall d \in \mathbb{N}, \quad U_{d}(X)=\sum_{k=0}^{\left[\frac{d}{2}\right]}(-1)^{k}\binom{d-k}{k} 2^{d-2 k} X^{d-2 k} \tag{4.51}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall d \in \mathbb{N}^{*}, \quad U_{d-1}(X)=\frac{1}{d} T_{d}^{\prime}(X) \tag{4.52}
\end{equation*}
$$

The Remez inequality was extended in the multi-dimensional case in [10], see also [19, Formula (4.1)] and [31], as follows: for all convex bodies ${ }^{2} K \subset \mathbb{R}^{n}$, measurable subsets $E \subset K$ of positive Lebesgue measure $0<|E|<|K|$ and real polynomial functions $P \in$ $\mathbb{R}\left[X_{1}, \ldots, X_{n}\right]$ of degree $d$, the following estimate holds

$$
\begin{equation*}
\sup _{K}|P| \leq T_{d}\left(\frac{1+\left(1-\frac{|E|}{|K|}\right)^{\frac{1}{n}}}{1-\left(1-\frac{|E|}{|K|}\right)^{\frac{1}{n}}}\right) \sup _{E}|P| \tag{4.53}
\end{equation*}
$$

By recalling that all the zeros of the Chebyshev polynomial functions of first and second kind are simple and contained in the set ] - $1,1[$, we observe from (4.50) and (4.52) that the function $T_{d}$ is increasing on $[1,+\infty)$ and that

$$
\begin{align*}
\forall d \in \mathbb{N}, \forall x & \geq 1, \quad 1=T_{d}(1) \leq T_{d}(x)=\sum_{k=0}^{\left[\frac{d}{2}\right]}\binom{d}{2 k}(x-1)^{k}(x+1)^{k} x^{d-2 k}  \tag{4.54}\\
& \leq \sum_{k=0}^{\left[\frac{d}{2}\right]}\binom{d}{2 k} x^{k}(x+x)^{k} x^{d-2 k}=\sum_{k=0}^{\left[\frac{d}{2}\right]}\binom{d}{2 k} 2^{k} x^{d} \leq(2 x)^{d} \sum_{k=0}^{\left[\frac{d}{2}\right]} 2^{k} \leq(4 x)^{d}
\end{align*}
$$

since $\binom{d}{2 k} \leq \sum_{j=0}^{d}\binom{d}{j}=2^{d}$. By using that

$$
\sup _{K}|P| \leq \sup _{K}|\operatorname{Re} P|+\sup _{K}|\operatorname{Im} P| \quad \text { and } \quad \sup _{E}|\operatorname{Re} P|+\sup _{E}|\operatorname{Im} P| \leq 2 \sup _{E}|P| \text {, }
$$

we deduce from (4.53) and (4.54) that for all convex bodies $K \subset \mathbb{R}^{n}$, measurable subsets $E \subset K$ of positive Lebesgue measure $0<|E|<|K|$, and complex polynomial functions $P \in \mathbb{C}\left[X_{1}, \ldots, X_{n}\right]$ of degree $d$,

$$
\begin{equation*}
\sup _{K}|P| \leq 2^{2 d+1}\left(\frac{1+\left(1-\frac{|E|}{|K|}\right)^{\frac{1}{n}}}{1-\left(1-\frac{|E|}{|K|}\right)^{\frac{1}{n}}}\right)^{d} \sup _{E}|P| . \tag{4.55}
\end{equation*}
$$

[^2]Thanks to this estimate, we can prove that the $L^{2}$-norm $\|\cdot\|_{L^{2}(\omega)}$ on any measurable subset $\omega \subset \mathbb{R}^{n}$, with $n \geq 1$, of positive Lebesgue measure $|\omega|>0$ defines a norm on the finite dimensional vector space $\mathcal{E}_{N}$ defined in (2.1). Indeed, let $f$ be a function in $\mathcal{E}_{N}$ verifying $\|f\|_{L^{2}(\omega)}=0$, with $\omega \subset \mathbb{R}^{n}$ a measurable subset of positive Lebesgue measure $|\omega|>0$. According to (4.1) and (4.6), there exists a complex polynomial function $P \in \mathbb{C}\left[X_{1}, \ldots, X_{n}\right]$ such that

$$
\forall\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}, \quad f\left(x_{1}, \ldots, x_{n}\right)=P\left(x_{1}, \ldots, x_{n}\right) e^{-\frac{x_{1}^{2}+\ldots+x_{n}^{2}}{2}}
$$

The condition $\|f\|_{L^{2}(\omega)}=0$ first implies that $f=0$ almost everywhere in $\omega$, and therefore that $P=0$ almost everywhere in $\omega$. We deduce from (4.55) that the polynomial function $P$ has to be zero on any convex body $K$ verifying $|K \cap \omega|>0$, and therefore is zero everywhere. We conclude that the $L^{2}$-norm $\|\cdot\|_{L^{2}(\omega)}$ actually defines a norm on the finite dimensional vector space $\mathcal{E}_{N}$.

On the other hand, the Remez inequality is a key ingredient in the proof of the following instrumental lemma needed for the proof of Theorem 2.1:

Lemma 4.4. Let $R>0$ and $\omega \subset \mathbb{R}^{n}$ be a measurable subset verifying $|\omega \cap B(0, R)|>0$. Then, the following estimate holds for all complex polynomial functions $P \in \mathbb{C}\left[X_{1}, \ldots, X_{n}\right]$ of degree d,

$$
\|P\|_{L^{2}(B(0, R))} \leq \frac{2^{2 d+1}}{\sqrt{3}} \sqrt{\frac{4|B(0, R)|}{|\omega \cap B(0, R)|}}\left(\frac{1+\left(1-\frac{|\omega \cap B(0, R)|}{4|B(0, R)|}\right)^{\frac{1}{n}}}{1-\left(1-\frac{|\omega \cap B(0, R)|}{4|B(0, R)|}\right)^{\frac{1}{n}}}\right)^{d}\|P\|_{L^{2}(\omega \cap B(0, R))}
$$

where $B(0, R)$ denotes the open Euclidean ball in $\mathbb{R}^{n}$ centered in 0 with radius $R>0$.

Proof. Let $P \in \mathbb{C}\left[X_{1}, \ldots, X_{n}\right]$ be a non-zero complex polynomial function of degree $d$ and $R>0$. We consider the following subset

$$
\begin{equation*}
E_{\varepsilon}=\left\{x \in B(0, R):|P(x)| \leq 2^{-2 d-1} F\left(\frac{\varepsilon}{|B(0, R)|}\right)^{-d} \sup _{B(0, R)}|P|\right\}, \tag{4.56}
\end{equation*}
$$

for all $0<\varepsilon \leq B(0, R)$, and $F$ the decreasing function

$$
\begin{equation*}
\forall 0<t \leq 1, \quad F(t)=\frac{1+(1-t)^{\frac{1}{n}}}{1-(1-t)^{\frac{1}{n}}} \geq 1 \tag{4.57}
\end{equation*}
$$

The estimate

$$
2^{-2 d-1} F\left(\frac{\varepsilon}{|B(0, R)|}\right)^{-d}<1
$$

implies that $\left|E_{\varepsilon}\right|<|B(0, R)|$. We first check that the Lebesgue measure of this subset satisfies $\left|E_{\varepsilon}\right| \leq \varepsilon$. If $\left|E_{\varepsilon}\right|>0$, it follows from (4.55) that

$$
\begin{align*}
& 0<\sup _{B(0, R)}|P| \leq 2^{2 d+1} F\left(\frac{\left|E_{\varepsilon}\right|}{|B(0, R)|}\right)^{d} \sup _{E_{\varepsilon}}|P|  \tag{4.58}\\
& \leq F\left(\frac{\left|E_{\varepsilon}\right|}{|B(0, R)|}\right)^{d} F\left(\frac{\varepsilon}{|B(0, R)|}\right)^{-d} \sup _{B(0, R)}|P|
\end{align*}
$$

We obtain from (4.58) that

$$
\begin{equation*}
F\left(\frac{\varepsilon}{|B(0, R)|}\right) \leq F\left(\frac{\left|E_{\varepsilon}\right|}{|B(0, R)|}\right) \tag{4.59}
\end{equation*}
$$

As $F$ is a decreasing function, we deduce from (4.59) that

$$
\begin{equation*}
\forall 0<\varepsilon \leq B(0, R), \quad\left|E_{\varepsilon}\right| \leq \varepsilon \tag{4.60}
\end{equation*}
$$

Let $\omega \subset \mathbb{R}^{n}$ be a measurable subset verifying $|\omega \cap B(0, R)|>0$. We consider the positive parameter

$$
\begin{equation*}
0<\varepsilon_{0}=\frac{1}{4}|\omega \cap B(0, R)|<|B(0, R)| \tag{4.61}
\end{equation*}
$$

Setting

$$
\begin{equation*}
G_{\varepsilon_{0}}=\left\{x \in B(0, R):|P(x)|>2^{-2 d-1} F\left(\frac{\varepsilon_{0}}{|B(0, R)|}\right)^{-d} \sup _{B(0, R)}|P|\right\} \tag{4.62}
\end{equation*}
$$

we observe that

$$
\begin{align*}
\int_{\omega \cap B(0, R)}|P(x)|^{2} d x \geq \int_{\omega \cap B(0, R)} & \mathbb{1}_{G_{\varepsilon_{0}}}(x)|P(x)|^{2} d x  \tag{4.63}\\
& \geq 2^{-4 d-2} F\left(\frac{\varepsilon_{0}}{|B(0, R)|}\right)^{-2 d}\left(\sup _{B(0, R)}|P|\right)^{2}\left|\omega \cap G_{\varepsilon_{0}}\right|
\end{align*}
$$

We deduce from (4.56), (4.60) and (4.62) that

$$
\begin{gathered}
\left|\omega \cap G_{\varepsilon_{0}}\right|=\left|G_{\varepsilon_{0}}\right|-\left|\left\{x \in B(0, R) \backslash \omega:|P(x)|>2^{-2 d-1} F\left(\frac{\varepsilon_{0}}{|B(0, R)|}\right)^{-d} \sup _{B(0, R)}|P|\right\}\right| \geq \\
\left(|B(0, R)|-\left|E_{\varepsilon_{0}}\right|\right)-|B(0, R) \backslash \omega| \geq|B(0, R)|-\frac{1}{4}|\omega \cap B(0, R)|-(|B(0, R)|-|\omega \cap B(0, R)|)
\end{gathered}
$$

that is

$$
\begin{equation*}
\left|\omega \cap G_{\varepsilon_{0}}\right| \geq \frac{3}{4}|\omega \cap B(0, R)|>0 \tag{4.64}
\end{equation*}
$$

It follows from (4.61), (4.63) and (4.64) that

$$
\begin{align*}
\|P\|_{L^{2}(B(0, R))}^{2} \leq & |B(0, R)|\left(\sup _{B(0, R)}|P|\right)^{2}  \tag{4.65}\\
& \leq 2^{4 d+2} \frac{4|B(0, R)|}{3|\omega \cap B(0, R)|} F\left(\frac{|\omega \cap B(0, R)|}{4|B(0, R)|}\right)^{2 d} \int_{\omega \cap B(0, R)}|P(x)|^{2} d x
\end{align*}
$$

We deduce from (4.65) that

$$
\begin{equation*}
\|P\|_{L^{2}(B(0, R))} \leq \frac{2^{2 d+1}}{\sqrt{3}} \sqrt{\frac{4|B(0, R)|}{|\omega \cap B(0, R)|}} F\left(\frac{|\omega \cap B(0, R)|}{4|B(0, R)|}\right)^{d}\|P\|_{L^{2}(\omega \cap B(0, R))} . \tag{4.66}
\end{equation*}
$$

This ends the proof of Lemma 4.4.

## References

[1] R.A. Adams, J.J.F. Fournier, Sobolev spaces, Second edition, Pure and Applied Mathematics (Amsterdam), 140. Elsevier/Academic Press, Amsterdam (2003)
[2] T. Amit, A. Olevskii, On the annihilation of thin sets, preprint (2017), arXiv:1711.04131
[3] W.O. Amrein, A.M. Berthier, On support properties of $L^{p}$-functions and their Fourier transforms, J. Funct. Anal. 24 (1977), no. 3, 258-267
[4] K. Beauchard, K. Pravda-Starov, Null-controllability of hypoelliptic quadratic differential equations, J. Éc. polytech. Math. 5 (2018), 1-43
[5] M. Benedicks, On Fourier transforms of functions supported on sets of finite Lebesgue measure, J. Math. Anal. Appl. 106 (1985), no. 1, 180-183
[6] A. Bonami, P. Jaming, A. Karoui, Non-asymptotic behaviour of the spectrum of the Sinc kernel operator, preprint (2018), arxiv:1804.01257
[7] P. Borwein, T. Erdélyi, Polynomials and polynomial inequalities, Graduate Texts in Mathematics, 161, Springer-Verlag, New York (1995)
[8] J. Bourgain, S. Dyatlov, Fourier dimension and spectral gaps for hyperbolic surfaces, Geom. Funct. Anal. 27 (2017), 744-771
[9] J. Bourgain, S. Dyatlov, Spectral gaps without the pressure condition, to appear in Ann. Math, arXiv:1612.09040
[10] Y. Brudnyi, M. Ganzburg, A certain extremal problem for polynomials in $n$ variables, (Russian) Izv. Akad. Nauk SSSR Ser. Mat. 37 (1973), 344-355; English translation in Mathematics of the USSRIzvestiya 7 (1973), no. 2, 345-356
[11] J.-M. Coron, Control and nonlinearity, Mathematical Surveys and Monographs 136, AMS, Providence, RI (2007)
[12] B. Demange, Uncertainty principles associated to non-degenerate quadratic forms, Mém. Soc. Math. Fr. 119 (2009)
[13] T. Duyckaerts, L. Miller, Resolvent conditions for the control of parabolic equations, J. Funct. Anal. 263 (2012), no. 11, 3641-3673
[14] S. Dyatlov, L. Jin, Dolgopyat's method and the fractal uncertainty principle, to appear in Analysis \& PDE, arXiv:1702.03619
[15] M. Egidi, I. Veselic, Sharp geometric condition for null-controllability of the heat equation on $\mathbb{R}^{d}$ and consistent estimates on the control cost, preprint (2017), arXiv:1711.06088
[16] T. Erdélyi, The Remez inequality on the size of polynomials, Approximation theory VI, Vol. I (College Station, TX, 1989), 243-246, Academic Press, Boston, MA, (1989)
[17] T. Erdélyi, Remez-type inequalities and their applications, J. Comput. Appl. Math. 47 (1993), 167-209
[18] G. Folland, A. Sitaram, The uncertainty principle: a mathematical survey, J. Fourier Anal. Appl. 3 (1997), no. 3, 207-238
[19] M.I. Ganzburg, Polynomial inequalities on measurable sets and their applications, Constr. Approx. 17 (2001), no. 2, 275-306
[20] I.M. Gelfand, G.E. Shilov, Generalized Functions II, Academic Press, New York (1968)
[21] T. Gramchev, S. Pilipović, L. Rodino, Classes of degenerate elliptic operators in Gelfand-Shilov spaces, New developments in pseudo-differential operators, 15-31, Oper. Theory Adv. Appl. 189, Birkhäuser, Basel (2009)
[22] V. Havin, B. Jöricke, The uncertainty principle in harmonic analysis, Ergebnisse der Mathematik und ihrer Grenzgebiete (3) [Results in Mathematics and Related Areas (3)], 28, Springer-Verlag, Berlin (1994)
[23] M. Hitrik, K. Pravda-Starov, Spectra and semigroup smoothing for non-elliptic quadratic operators, Math. Ann. 344 (2009), no. 4, 801-846
[24] M. Hitrik, K. Pravda-Starov, Semiclassical hypoelliptic estimates for non-selfadjoint operators with double characteristics, Comm. Partial Differential Equations, 35 (2010), no. 6, 988-1028
[25] M. Hitrik, K. Pravda-Starov, Eigenvalues and subelliptic estimates for non-selfadjoint semiclassical operators with double characteristics, Ann. Inst. Fourier, 63 (2013), no. 3, 985-1032
[26] M. Hitrik, K. Pravda-Starov, J. Viola, Short-time asymptotics of the regularizing effect for semigroups generated by quadratic operators, Bull. Sci. Math. 141 (2017), no. 7, 615-675
[27] M. Hitrik, K. Pravda-Starov, J. Viola, From semigroups to subelliptic estimates for quadratic operators, to appear in Trans. Amer. Math. Soc. (2017), arXiv:1510.02072
[28] L. Hörmander, Symplectic classification of quadratic forms and general Mehler formulas, Math. Z. 219 (1995), no. 3, 413-449
[29] P. Jaming, Nazarov's uncertainty principles in higher dimension, J. Approx. Theory 149 (2007), 30-41
[30] O. Kovrijkine, Some results related to the Logvinenko-Sereda Theorem, Proc. Amer. Math. Soc. 129, (2001), no. 10, 3037-3047
[31] A. Kroó, D. Schmidt, Some extremal problems for multivariate polynomials on convex bodies, J. Approx. Theory, 90 (1997), no. 3, 415-434
[32] J. Le Rousseau, G. Lebeau, On Carleman estimates for elliptic and parabolic operators. Applications to unique continuation and control of parabolic equations, ESAIM Control Optim. Calc. Var. 18 (2012), no. 3, 712-747
[33] J.-L. Lions, Contrôlabilité exacte, perturbations et stabilisation de systèmes distribués, Tome 1 et 2, vol. 8, Recherches en Mathématiques Appliquées, Masson, Paris (1988)
[34] V.N. Logvinenko, J.F. Sereda, Equivalent norms in spaces of entire functions of exponential type, Teor. Funkcii Funkcional. Anal. i Prilozen. Vyp. 20 (1974), 102-111, 175
[35] L. Miller, Unique continuation estimates for sums of semiclassical eigenfunctions and nullcontrollability from cones, preprint (2008), http://hal.archives-ouvertes.fr/hal-00411840
[36] F.L. Nazarov, Local estimates for exponential polynomials and their applications to inequalities of the uncertainty principle type, Algebra i Analiz 5 (1993), 3-66, translation in St. Petersburg Math. J. 5 (1994), 663-717
[37] F. Nicola, L. Rodino, Global pseudo-differential calculus on Euclidean spaces, Pseudo-Differential Operators, Theory and Applications, 4, Birkhäuser Verlag, Basel (2010)
[38] M. Ottobre, G.A. Pavliotis, K. Pravda-Starov, Exponential return to equilibrium for hypoelliptic quadratic systems, J. Funct. Anal. 262 (2012), no. 9, 4000-4039
[39] K. Pravda-Starov, Subelliptic estimates for quadratic differential operators, Amer. J. Math. 133 (2011), no. 1, 39-89
[40] K. Pravda-Starov, L. Rodino, P. Wahlberg, Propagation of Gabor singularities for Schrödinger equations with quadratic Hamiltonians, to appear in Math. Nachr. (2017), arXiv:1411.0251
[41] E.J. Remez, Sur une propriété des polynômes de Tchebycheff, Comm. Inst. Sci. Kharkov, 13 (1936), 93-95
[42] C. Shubin, R. Vakilian, T. Wolff, Some harmonic analysis questions suggested by Anderson-Bernoulli models, Geom. Funct. Anal. 8 (1998), 932-964
[43] J. Sjöstrand, Parametrices for pseudodifferential operators with multiple characteristics, Ark. Mat. 12 (1974), 85-130
[44] G. Szegö, Orthogonal polynomials, Fourth edition, American Mathematical Society, Colloquium Publications, Vol. XXIII. American Mathematical Society, Providence, R.I. (1975)
[45] J. Toft, A. Khrennikov, B. Nilsson, S. Nordebo, Decompositions of Gelfand-Shilov kernels into kernels of similar class, J. Math. Anal. Appl. 396 (2012), no. 1, 315-322
[46] J. Viola, Resolvent estimates for non-selfadjoint operators with double characteristics, J. London Math. Soc. 85 (2012), no. 1, 41-78
[47] J. Viola, Non-elliptic quadratic forms and semiclassical estimates for non-selfadjoint operators, Int. Math. Res. Notices (2012), doi: 10.1093/imrn/rns188
[48] J. Viola, Spectral projections and resolvent bounds for partially elliptic quadratic differential operators, J. Pseudo-Differ. Oper. Appl. 4 (2013), 145-221
[49] G. Wang, M. Wang, C. Zhang, Y. Zhang, Observable set, observability, interpolation inequality and spectral inequality for the heat equation in $\mathbb{R}^{n}$, preprint (2017), arXiv:1711.04279

Karine Beauchard, Univ Rennes, CNRS, IRMAR - UMR 6625, F-35000 Rennes, France
E-mail address: karine.beauchard@ens-rennes.fr
Karel Pravda-Starov, Univ Rennes, CNRS, IRMAR - UMR 6625, F-35000 Rennes, France E-mail address: karel.pravda-starov@univ-rennes1.fr

Philippe Jaming, Université de Bordeaux, Institut de Mathématiques de Bordeaux, UMR 5251, Cours de la Libération, F-33405 Talence cedex, France

E-mail address: philippe.jaming@math.u-bordeaux.fr


[^0]:    2010 Mathematics Subject Classification. 93B05, 42C05, 35H10.
    Key words and phrases. Uncertainty principles, Logvinenko-Sereda type estimates, Hermite functions, Null-controllability, observability, quadratic equations, hypoellipticity, Gelfand-Shilov regularity.

    The first and third authors express their gratefulness to the Centre de Mathématiques Henri Lebesgue for the very stimulating scientific environment.

[^1]:    ${ }^{1}$ Université Paris-Ouest, Nanterre La Défense, UFR SEGMI, Bâtiment G, 200 Av. de la République, 92001 Nanterre Cedex, France (luc.miller@math.cnrs.fr)

[^2]:    ${ }^{2} \mathrm{~A}$ compact convex subset of $\mathbb{R}^{n}$ with non-empty interior.

