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# WEAK CONVERGENCE RATES OF SPLITTING SCHEMES FOR THE STOCHASTIC ALLEN-CAHN EQUATION 

CHARLES-EDOUARD BRÉHIER AND LUDOVIC GOUDENĖGE


#### Abstract

This article is devoted to the analysis fo the weak rates of convergence of schemes introduced by the authors in a recent work [8], for the temporal discretization of the stochastic Allen-Cahn equation driven by space-time white noise. The schemes are based on splitting strategies and are explicit. We prove that they have a weak rate of convergence equal to $\frac{1}{2}$, like in the more standard case of SPDEs with globally Lipschitz continuous nonlinearity.

To deal with the polynomial growth of the nonlinearity, several new estimates and techniques are used. In particular, new regularity results for solutions of related infinite dimensional Kolmogorov equations are established. Our contribution is the first one in the literature concerning weak convergence rates for parabolic semilinear SPDEs with non globally Lipschitz nonlinearities.


## 1. Introduction

In this article, we study numerical schemes introduced in by the authors in [8], for the temporal discretization of the stochastic Allen-Cahn equation,

$$
\frac{\partial X(t, \xi)}{\partial t}=\frac{\partial^{2} X(t, \xi)}{\partial \xi^{2}}+X(t, \xi)-X(t, \xi)^{3}+\dot{W}(t, \xi), t \geq 0, \xi \in(0,1)
$$

driven by Gaussian space-time white noise, with homogeneous Dirichlet boundary conditions.
This Stochastic Partial Differential Equation (SPDE) has been introduced in [1] as a model for a two-phase system driven by the Ginzburg-Landau energy

$$
\mathcal{E}(X)=\int|\nabla X|^{2}+V(X)
$$

where $X$ is the ratio of the two species densities, and $V(X)=\left(X^{2}-1\right)^{2}$ is a double well potential. The first term in the energy models the diffusion of the interface between the two pure phases, and the second one pushes the solution to two possible stable states $\pm 1$ (named the pure phases, i.e. minima of $V$ ). The stochastic version of the Allen-Cahn equation models the effect of thermal perturbations by a additional noise term.

The objective of this article is to study weak rates of convergence for two examples of splitting schemes schemes introduced in [8]. Let the SPDE be rewritten in the framework of [12], with $X(t)=X(t, \cdot)$ :

$$
d X(t)=A X(t) d t+\left(X(t)-X(t)^{3}\right) d t+d W(t)
$$

[^0]where $(W(t))_{t \geq 0}$ is a cylindrical Wiener process. If $\Delta t>0$ denotes the time-step size of the integrator, the numerical schemes are defined as
\[

$$
\begin{gather*}
X_{n+1}^{\exp }=e^{\Delta t A} \Phi_{\Delta t}\left(X_{n}^{\exp }\right)+\int_{n \Delta t}^{(n+1) \Delta t} e^{((n+1) \Delta t-t) A} d W(t),  \tag{1}\\
X_{n+1}^{\mathrm{imp}}=S_{\Delta t} \Phi_{\Delta t}\left(X_{n}^{\mathrm{imp}}\right)+S_{\Delta t}(W((n+1) \Delta t)-W(n \Delta t)) .
\end{gather*}
$$
\]

In both schemes, $\left(\Phi_{t}\right)_{t \geq 0}$ is the flow map associated with the ODE $\dot{z}=z-z^{3}$, which is known exactly, see (5), and at each time step, one solves first the equation $d X(t)=\left(X(t)-X(t)^{3}\right) d t$, second compute an approximation for the equation $d X(t)=A X(t) d t+d W(t)$. In the first scheme in (1), the second step is also solved exactly, using an exponential integrator and exact sampling of the stochastic integral. In the second scheme, the second step is solved using a linear implicit Euler scheme, with $S_{\Delta t}=(I-\Delta t A)^{-1}$.

The schemes given by (1) have been introduced by the authors in [8], where two preliminary results were established: the existence of moment estimates for the numerical solution, with bounds uniform in the time-step size parameter $\Delta t$, and the mean-square convergence of the scheme, with no order of convergence. In [6], it was established that the first scheme in (1) has strong order of convergence $\frac{1}{4}$, based on a nice decomposition of the error. The contribution of the present article is to prove that both schemes in (1) have a weak order of convergence $\frac{1}{2}$.

Numerical schemes for SPDEs have been extensively studied in the last two decades, see for instance the monographs [16, 21, 24]. We recall that two notions of convergence are usually studied: strong convergence refers to convergence in mean-square sense, whereas weak convergence refers to convergence of distributions. If sufficiently regular test functions are considered, it is usually the case that the weak order of convergence is twice the strong order. For one-dimensional parabolic semilinear SPDEs driven by space-time white noise, the solutions are only Hölder continuous in time with exponent $\alpha<1 / 4$, hence one expects a strong order of convergence equal to $\frac{1}{4}$ and a weak order equal to $\frac{1}{2}$.

In the case of globally Lipschitz continuous nonlinearities, this result has been proved in recent years for a variety of numerical schemes, exploiting different strategies for the analysis of the weak error: analysis of the error using the associated Kolmogorov equation, see [3, 7, 13, 14, 30], using the mild Itô formula approach, see [10, 15, 17, or other techniques, see [2, 28]. In the case of SPDEs with non globally Lipschitz continuous nonlinearities, standard integrators, which treat explictly the nonlinarity, cannot be used. Design and analysis of appropriate schemes, is an active field of research, in particular concerning the stochastic Allen-Cahn equation, see [4, 6, 8, 19, 20, 22, 23, 25, 29]. Several strategies may be employed: splitting, taming, split-step methods have been proposed and studied in those references. Only strong convergence results have been obtained so far. Up to our knowledge, only the preliminary results in the PhD Thesis 18 deal with the analysis of the weak error, for split-step methods using an implicit discretization of the nonlinearity. Hence, the present article is to present detailed analysis of the weak error for a class of SPDEs with non globally Lipschitz continuous nonlinearity.

The main results of this article are Theorems 3.2 and 3.3 , which may be stated as follows: for sufficiently smooth test functions $\varphi$ (see Assumption 3.1), and all $\alpha \in\left[0, \frac{1}{2}\right), T \in(0, \infty)$,

$$
\mid \mathbb{E}[\varphi(X(N \Delta t))]-\underset{2}{\mathbb{E}\left[\varphi\left(X_{N}\right)\right] \mid \leq C_{\alpha}(T) \Delta t^{\alpha} .}
$$

In the case of the second scheme in (1), numerical experiments were reported in [8] to motivate and illustrate this convergence result.

As in the case of SPDEs with globally Lipschitz continuous nonlinearities, driven by a cylindrical Wiener process, the order of convergence is $\frac{1}{2}$, whereas the strong order of convergence is only $\frac{1}{4}$ in general. However, several points in the analysis are original and need to be emphasized. First, moment estimates for the numerical solution, which are non trivial in the case of numerical schemes for equations with non globally Lipschitz nonlinearities, are required. They were proved by the authors in [8] for (11). The analysis of the error is based on the decomposition of the error using the solution of related Kolmogorov equations, see (11) below and Section 3 for a description of the method. Appropriate regularity properties need to be proved for the first and second order spatial derivatives: this is presented in Theorems 4.1 and 4.2 , which are auxiliary results in the analysis, but may have a more general interest. The proofs of our main results use different strategies. The proof of Theorem 3.2 is shorter, due to the use of a nice auxiliary continuous-time process, and of appropriate temporal and spatial regularity properties of the process, following [28] and [29]. The proof of Theorem 3.3 follows essentially the same steps as in [13] and related references, in particular a duality formula from Malliavin calculus is used. The estimate of the Malliavin derivative given in Lemma 6.4 uses in an essential way the structure as a splitting scheme, and is one of the original results used in this work.

This article is organized as follows. Assumptions, equations and numerical schemes are given in Section 2. Our main results, Theorems 3.2 and 3.3 are stated in Section 3. The regularity properties for solutions of Kolmogorov equations are stated and proved in Section 4. Section 5 is devoted to the proof of Theorem 3.2, whereas Section 6 is devoted to the proof of Theorem 3.3 .

## 2. Setting

We work in the standard framework of stochastic evolution equations with values in infinite dimensional separable Hilbert and Banach spaces. We refer for instance to [9, 12] for details. Let $H=L^{2}(0,1)$, and $E=\mathcal{C}([0,1])$. We use the following notation for inner product and norms: for $x_{1}, x_{2} \in H, x \in E$,

$$
\left\langle x_{1}, x_{2}\right\rangle=\int_{0}^{1} x_{1}(\xi) x_{2}(\xi) d \xi, \quad\left|x_{1}\right|_{H}=\left\langle x_{1}, x_{1}\right\rangle^{\frac{1}{2}}, \quad|x|_{E}=\max _{\xi \in[0,1]}|x(\xi)| .
$$

For $p \in[1, \infty]$, we also use the notation $L^{p}=L^{p}(0,1)$ and $|\cdot|_{L^{p}}$ for the associated norm.

### 2.1. Assumptions.

2.1.1. Linear operator. Let $A$ denote the unbounded linear operator on $H$, with

$$
\left\{\begin{array}{l}
D(A)=H^{2}(0,1) \cap H_{0}^{1}(0,1) \\
A x=\partial_{\xi}^{2} x, \forall x \in D(A)
\end{array}\right.
$$

Let $e_{n}=\sqrt{2} \sin (n \pi \cdot)$ and $\lambda_{n}=n^{2} \pi^{2}$, for $n \in \mathbb{N}$. Note that $A e_{n}=-\lambda_{n} e_{n}$, and that $\left(e_{n}\right)_{n \in \mathbb{N}}$ is a complete orthonormal system of $H$. In addition, for all $n \in \mathbb{N},\left|e_{n}\right|_{E} \leq \sqrt{2}$.

The linear operator $A$ generates an analytic semi-group $\left(e^{t A}\right)_{t>0}$, on $L^{p}$ for $p \in[2, \infty)$ and on $E$. For $\alpha \in(0,1)$, the linear operators $(-A)^{-\alpha}$ and $(-A)^{\alpha}$ are constructed in a standard way, see for instance [26]:

$$
(-A)^{-\alpha}=\frac{\sin (\pi \alpha)}{\pi} \int_{0}^{\infty} t^{-\alpha}(t I-A)^{-1} d t,(-A)^{\alpha}=\frac{\sin (\pi \alpha)}{\pi} \int_{0}^{\infty} t^{\alpha-1}(-A)(t I-A)^{-1} d t
$$

where $(-A)^{\alpha}$ is defined as an unbounded linear operator on $L^{p}$. In the case $p=2$, note that

$$
\begin{gathered}
(-A)^{-\alpha} x=\sum_{i \in \mathbb{N}^{\star}} \lambda_{i}^{-\alpha}\left\langle x, e_{i}\right\rangle e_{i}, \quad x \in H, \\
(-A)^{\alpha} x=\sum_{i \in \mathbb{N}^{\star}} \lambda_{i}^{\alpha}\left\langle x, e_{i}\right\rangle e_{i}, \quad x \in D_{2}\left((-A)^{\alpha}\right)=\left\{x \in H ; \sum_{i=1}^{\infty} \lambda_{i}^{2 \alpha}\left\langle x, e_{i}\right\rangle^{2}<\infty\right\} .
\end{gathered}
$$

We denote by $\mathcal{L}(H)$ the space of bounded linear operators from $H$ to $H$, with associated norm denoted by $\|\cdot\|_{\mathcal{L}(H)}$. The space of Hilbert-Schmidt operators on $H$ is denoted by $\mathcal{L}_{2}(H)$, and the associated norm is denoted by $\|\cdot\|_{\mathcal{L}_{2}(H)}$.

To conclude this section, we state several useful functional inequalities. Inequality (2) is a consequence of the Sobolev embedding $W^{2 \eta, 2}(0,1) \subset \mathcal{C}([0,1])$ when $2 \eta>\frac{1}{2}$, and of the equivalence of the norms $W^{2 \eta, 2}(0,1)$ and $\left|(-A)^{\eta} \cdot\right|_{L^{2}}$. For inequalities (3) and (4), we refer to [27] for the general theory, and to the arguments detailed in [7].

- For every $\eta>\frac{1}{4}$, there exists $C_{\eta} \in(0, \infty)$ such that

$$
\begin{equation*}
\left|(-A)^{-\eta} \cdot\right|_{L^{2}} \leq C_{\eta}|\cdot|_{L^{1}} \tag{2}
\end{equation*}
$$

- For every $\alpha \in\left(0, \frac{1}{2}\right), \epsilon>0$, with $\alpha+\epsilon<\frac{1}{2}$, there exists $C_{\alpha, \epsilon} \in(0, \infty)$ such that

$$
\begin{equation*}
\left|(-A)^{-\alpha-\epsilon}(x y)\right|_{L^{1}} \leq C_{\alpha, \epsilon}\left|(-A)^{\alpha+\epsilon} x\right|_{L^{2}}\left|(-A)^{-\alpha} y\right|_{L^{2}} \tag{3}
\end{equation*}
$$

- For every $\alpha \in\left(0, \frac{1}{2}\right), \epsilon>0$, with $\alpha+2 \epsilon<\frac{1}{2}$, there exists $C_{\alpha, \epsilon} \in(0, \infty)$ such that, if $\psi: \mathbb{R} \rightarrow \mathbb{R}$ is Lipschitz continuous,

$$
\begin{equation*}
\left|(-A)^{\alpha+\epsilon} \psi(\cdot)\right|_{L^{2}} \leq C_{\alpha, \epsilon}[\psi]_{\operatorname{Lip}}\left|(-A)^{\alpha+2 \epsilon} \cdot\right|_{L^{2}} \tag{4}
\end{equation*}
$$

where $[\psi]_{\text {Lip }}=\sup _{z_{1} \neq z_{2}} \frac{\left|\psi\left(z_{2}\right)-\psi\left(z_{1}\right)\right|}{\left|z_{2}-z_{1}\right|}$.
These inequalities are used in an essential way to prove Lemma 2.2 below. In addition, inequality (2) is also used in the proof of Theorem 4.2 .
2.1.2. Wiener process. Let $(\Omega, \mathcal{F}, \mathbb{P})$ denote a probability space, and consider a family $\left(\beta_{n}\right)_{n \in \mathbb{N}}$ of independent standard real-valued Wiener processes. Then set

$$
W(t)=\sum_{n \in \mathbb{N}} \beta_{n}(t) e_{n} .
$$

This series does not converge in $H$. However, if $\tilde{H}$ is an Hilbert space, and $L \in \mathcal{L}_{2}(H, \tilde{H})$ is a linear, Hilbert-Schmidt, operator, then $L W(t)$ is a Wiener process on $\tilde{H}$, centered and with covariance operator $L L^{\star}$.
2.1.3. Nonlinearities. For all $t \geq 0$ and all $z \in \mathbb{R}$, define

$$
\Phi_{t}(z)=\frac{z}{\sqrt{z^{2}+\left(1-z^{2}\right) e^{-2 t}}}, \quad \Psi_{t}(z)=\left\{\begin{array}{l}
\frac{\Phi_{t}(z)-z}{t}, t>0  \tag{5}\\
z-z^{3}, t=0
\end{array}\right.
$$

Note that for all $t \geq 0, z \in \mathbb{R}, \Phi_{t}(z)=z+t \Psi_{t}(z)$. Moreover, $\left(\Phi_{t}(\cdot)\right)_{t \geq 0}$ is the flow map associated with the ODE $\dot{z}=z-z^{3}=\Psi_{0}(z)$.

Lemma 2.1 below states the properties of $\Phi_{\Delta t}$ and $\Psi_{\Delta t}$, and their derivatives, which are used in order to prove well-posedness and moment estimates, and to derive error estimates.

We refer to [8] for a detailed proof (except for the inequality concerning the second order derivative, which is not considered there but is obtained using similar arguments).

Lemma 2.1. For every $\Delta t_{0} \in(0,1]$, there exists $C\left(\Delta t_{0}\right) \in(0, \infty)$ such that for all $\Delta t \in$ $\left[0, \Delta t_{0}\right]$, and all $z \in \mathbb{R}$,

$$
\begin{array}{rlrl}
\left|\Phi_{\Delta t}^{\prime}(z)\right| & \leq e^{\Delta t_{0}}, & \Psi_{\Delta t}^{\prime}(z) & \leq e^{\Delta t_{0}}, \\
\left|\Psi_{\Delta t}^{\prime}(z)\right| & \leq C\left(\Delta t_{0}\right)\left(1+|z|^{2}\right), & \left|\Psi_{\Delta t}^{\prime \prime}(z)\right| & \leq C\left(\Delta t_{0}\right)(1+|z|), \\
\left|\Psi_{\Delta t}(z)-\Psi_{0}(z)\right| & \leq C\left(\Delta t_{0}\right) \Delta t\left(1+|z|^{5}\right) . &
\end{array}
$$

In particular, the mapping $\Psi_{\Delta t}$ satisfies the following one-sided Lipschitz condition: for all $z_{1}, z_{2} \in \mathbb{R}$,

$$
\left(\Psi_{\Delta t}\left(z_{2}\right)-\Psi_{\Delta t}\left(z_{1}\right)\right)\left(z_{2}-z_{1}\right) \leq e^{\Delta t}\left|z_{2}-z_{1}\right|^{2}
$$

Observe also that for $\Delta t>0$, the mapping $\Psi_{\Delta t}$ is of class $\mathcal{C}^{\infty}$ and admits bounded first and second order derivatives.

We conclude this section with an auxiliary result, see [29] for a similar statement.
Lemma 2.2. For every $\Delta t_{0} \in(0,1], \eta \in\left(\frac{1}{4}, 1\right), \alpha \in\left(0, \frac{1}{2}\right)$, and $\epsilon>0$ such that $\alpha+2 \epsilon<\frac{1}{2}$, there exists $C\left(\Delta t_{0}, \eta, \alpha, \epsilon\right) \in(0, \infty)$ such that for all $\Delta t \in\left[0, \Delta t_{0}\right]$ for all $x, y \in H$, with $\left|(-A)^{\frac{\alpha}{2}+\epsilon} x\right|_{H}<\infty$,

$$
\left|(-A)^{-\eta-\frac{\alpha+\epsilon}{2}}\left(\Psi_{\Delta t}^{\prime}(x) y\right)\right|_{H} \leq C\left(\Delta t_{0}, \eta, \alpha, \epsilon\right)\left(1+|x|_{E}\right)\left|(-A)^{\frac{\alpha}{2}+\epsilon} x\right|_{H}\left|(-A)^{-\frac{\alpha}{2}} y\right|_{H}
$$

Proof. Using successively the inequalities (2) and (3),

$$
\begin{aligned}
\left|(-A)^{-\eta-\frac{\alpha+\epsilon}{2}}\left(\Psi_{\Delta t}^{\prime}(x) y\right)\right|_{L^{2}} & \leq C_{\eta}\left|(-A)^{-\frac{\alpha+\epsilon}{2}}\left(\Psi_{\Delta t}^{\prime}(x) y\right)\right|_{L^{1}} \\
& \leq C_{\eta, \alpha, \epsilon}\left|(-A)^{\frac{\alpha+\epsilon}{2}} \Psi_{\Delta t}^{\prime}(x)\right|_{L^{2}}\left|(-A)^{-\frac{\alpha}{2}} y\right|_{L^{2}}
\end{aligned}
$$

The function $\Psi_{\Delta t}^{\prime}$ is not globally Lipschitz continuous when $\Delta t=0$, and $\lim _{\Delta t \rightarrow 0}\left[\Psi_{\Delta t}^{\prime}\right]_{\text {Lip }}=\infty$. Thus inequality (4) cannot be used directly.

However, the derivative $\Psi_{\Delta t}^{\prime \prime}$ has at most linear growth, uniformly in $\Delta t \in\left[0, \Delta t_{0}\right]$ : $\left|\Psi_{\Delta t}^{\prime \prime}(z)\right| \leq C\left(\Delta t_{0}\right)(1+|z|)$ for all $z \in \mathbb{R}$. By a straightforward truncation argument, applying inequality (4) yields

$$
\left|(-A)^{\frac{\alpha+\epsilon}{2}} \Psi_{\Delta t}^{\prime}(x)\right|_{L^{2}} \leq C_{\alpha, \epsilon} C\left(\Delta t_{0}\right)\left(1+|x|_{E}\right)\left|(-A)^{\frac{\alpha+2 \epsilon}{2}} x\right|_{L^{2}}
$$

This concludes the proof of Lemma 2.2.
2.2. Stochastic Partial Differential Equations. The stochastic Allen-Cahn equation with additive space-time white noise perturbation, is

$$
\begin{equation*}
d X(t)=A X(t) d t+\left(X(t)-X(t)^{3}\right) d t+d W(t), X(0)=x \tag{6}
\end{equation*}
$$

More generally, for $\Delta t \in[0,1]$ introduce the auxiliary equation

$$
\begin{equation*}
d X^{(\Delta t)}=A X^{(\Delta t)}(t) d t+\Psi_{\Delta t}\left(X^{(\Delta t)}(t)\right) d t+d W(t), X^{(\Delta t)}=x . \tag{7}
\end{equation*}
$$

If $\Delta t>0$, since $\Psi_{\Delta t}$ is globally Lipschitz continuous, standard fixed point arguments (see for instance [12]) imply that, for any initial condition $x \in H$, the SPDE (7) admits a unique global mild solution $\left(X^{(\Delta t)}(t, x)\right)_{t \geq 0}$, i.e. which satisfy

$$
X^{(\Delta t)}(t, x)=e^{t A} x+\int_{0}^{t} e^{(t-s) A} \Psi_{\Delta t}\left(X^{(\Delta t)}(s, x)\right) d s+\int_{0}^{t} e^{(t-s) A} d W(s), t \geq 0
$$

If $\Delta t=0$, proving global well-posedness requires more refined arguments, in particular the use of the one-sided Lipschitz condition (see for instance [9]). For any initial condition $x \in E$, there exists a unique mild solution $(X(t, x))_{t \geq 0}$ of Equation (6), and $X^{(0)}=X$ solves Equation (7) with $\Delta t=0$ :

$$
X^{(0)}(t, x)=e^{t A} x+\int_{0}^{t} e^{(t-s) A} \Psi_{0}\left(X^{(0)}(s, x)\right) d s+\int_{0}^{t} e^{(t-s) A} d W(s), t \geq 0
$$

To simplify notation, we often write $X(t)$ and $X^{(\Delta t)}(t)$ and omit the initial condition $x$.
Let

$$
\begin{equation*}
W^{A}(t)=\int_{0}^{t} e^{(t-s) A} d W(s) \tag{8}
\end{equation*}
$$

Then (see [9, Lemma 6.1.2]) for every $T \in(0, \infty)$ and $M \in \mathbb{N}$, there exists $C(T, M) \in(0, \infty)$ such that

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \in[0, T]}\left|W^{A}(t)\right|_{E}^{M}\right] \leq C(T, M) \tag{9}
\end{equation*}
$$

Combined the one-sided Lipschitz condition for $\Psi_{\Delta t}$, see Lemma 2.1, (9) yields moment estimates for $X^{(\Delta t)}$.

Lemma 2.3. Let $T \in(0, \infty), \Delta t_{0} \in(0,1]$ and $M \in \mathbb{N}$. There exists $C\left(T, \Delta t_{0}, M\right) \in(0, \infty)$ such that, for all $\Delta t \in\left[0, \Delta t_{0}\right]$ and $x \in E$,

$$
\mathbb{E}\left[\sup _{t \in[0, T]}\left|X^{(\Delta t)}(t, x)\right|_{E}^{M}\right] \leq C\left(T, \Delta t_{0}, M\right)\left(1+|x|_{E}^{M}\right)
$$

We refer to [8] for a proof.
2.3. Kolmogorov equations. In this section, we introduce functions $u^{(\Delta t)}$ which play a key role in the weak error analysis, and which are solutions of infinite dimensional Kolmogorov equations associated with (7).

Let $\varphi: H \rightarrow \mathbb{R}$ be a function of class $\mathcal{C}^{2}$, with bounded first and second order derivatives. Let $\Delta t \in(0,1]$. Note that we do not consider the case $\Delta t=0$ in this section, the reason why will be clear below.

For every $t \geq 0$, set

$$
\begin{equation*}
\left.u^{(\Delta t)}(t, x)=\underset{6}{\mathbb{E}[\varphi}\left(X^{(\Delta t)}(t, x)\right)\right] \tag{10}
\end{equation*}
$$

Formally, $u^{(\Delta t)}$ is solution of the Kolmogorov equation associated with (7):

$$
\begin{equation*}
\frac{\partial u^{(\Delta t)}(t, x)}{\partial t}=\mathcal{L}^{(\Delta t)} u^{(\Delta t)}(t, x)=\left\langle A x+\Psi_{\Delta t}(x), D u^{(\Delta t)}(t, x)\right\rangle+\frac{1}{2} \sum_{j \in \mathbb{N}} D^{2} u^{(\Delta t)}(t, x) \cdot\left(e_{j}, e_{j}\right) \tag{11}
\end{equation*}
$$

where the first order spatial derivative is identified as an element of $H$ thanks to Riesz Theorem.

A rigorous meaning can be given using an appropriate regularization procedure. Since $\Psi_{\Delta t}$ is globally Lipschitz continuous for fixed $\Delta t>0$, this may be performed by a standard spectral Galerkin approximation. However, this choice would not allow us to pass to the limit $\Delta t \rightarrow 0$ in estimates and keep bounds uniform in the regularization parameter. Instead, we propose to replace the noise $d W(t)$ in (7) by $e^{\delta A} d W(t)$, with the regularization parameter $\delta>0$. Rigorous computations are performed with fixed $\delta>0$. Section 4 deals with regularity properties for $D u^{(\Delta t)}(t, x)$ and $D^{2} u^{(\Delta t)}(t, x)$, which allow us to obtain bounds which are uniform with respect to $\delta$, hence passing to the limit $\delta \rightarrow 0$ is allowed.

To simplify notation, we do not mention the regularization parameter $\delta$ in the computations and statements below.
2.4. Splitting schemes. We are now in position to rigorously define the numerical schemes which are studied in this article.

A first scheme is defined as:

$$
\begin{equation*}
X_{n+1}=e^{\Delta t A} \Phi_{\Delta t}\left(X_{n}\right)+\int_{n \Delta t}^{(n+1) \Delta t} e^{(n \Delta t-t) A} d W(t) \tag{12}
\end{equation*}
$$

A second scheme is defined as:

$$
\begin{equation*}
X_{n+1}=S_{\Delta t} \Phi_{\Delta t}\left(X_{n}\right)+S_{\Delta t}(W((n+1) \Delta t)-W(n \Delta t)) \tag{13}
\end{equation*}
$$

where $S_{\Delta t}=(I-\Delta t A)^{-1}$.
The schemes are constructed following a Lie-Trotter splitting strategy for the SPDE (6). Firstly, the equation $d X(t)=\Psi_{0}(X(t)) d t$ is solved explictly using the flow map at time $t=\Delta t$, namely $\Phi_{\Delta t}$. Secondly, the equation $d X(t)=A X(t) d t+d W(t)$ is either solved exactly in scheme (12), or using a linear implicit Euler scheme in (13).

As already emphasized in [6, 8], observe that (12) and (13) can be interpreted as integrators for the auxiliary equation (7) with nonlinear coefficient $\Psi_{\Delta t}$ : respectively

$$
\begin{gathered}
X_{n+1}=e^{\Delta t A} X_{n}+\Delta t e^{\Delta t A} \Psi_{\Delta t}\left(X_{n}\right)+\int_{n \Delta t}^{(n+1) \Delta t} e^{(n \Delta t-t) A} d W(t) \\
X_{n+1}=S_{\Delta t} X_{n}+\Delta t S_{\Delta t} \Psi_{\Delta t}\left(X_{n}\right)+S_{\Delta t}(W((n+1) \Delta t)-W(n \Delta t)),
\end{gathered}
$$

where in (12), an exponential Euler integrator is used, whereas in (13) a semi-implicit integrator is used.

Moment estimates are available. We refer to [8] for a proof.
Lemma 2.4. Let $T \in(0, \infty), \Delta t_{0} \in(0,1]$ and $M \in \mathbb{N}$. There exists $C\left(T, \Delta t_{0}, M\right) \in(0, \infty)$ such that, for all $\Delta t \in\left[0, \Delta t_{0}\right]$ and $x \in E$,

$$
\mathbb{E}\left[\sup _{n \in \mathbb{N}, n \Delta t \leq T}\left|X_{n}\right|_{E}^{M}\right] \leq C\left(T, \Delta t_{0}, M\right)\left(1+|x|_{E}^{M}\right)
$$

## 3. Weak convergence results

This section is devoted to the statement of the main result of this article: the numerical schemes (12) and (13) have a weak convergence rate equal to $\frac{1}{2}$, see Theorems 3.2 and 3.3 below respectively.

The main difficulty and novelty of this contribution is the treatment of SPDEs with non globally Lipschitz continuous nonlinear coefficient. Up to our knowledge, except in the PhD Thesis [18] (where split-step schemes based on an implicit discretization of the nonlinear term, for more general polynomial coefficients, are considered), there is no analysis of weak rates of convergence for that situation in the literature.

Strong convergence of numerical schemes (12) and (13) is proved in [8] without rate. In [6], the strong rate of convergence $\frac{1}{4}$ is proved for the scheme (12).

Test functions satisfy the following condition.
Assumption 3.1. The function $\varphi: H \rightarrow \mathbb{R}$ is of class $\mathcal{C}^{2}$, and has bounded first and second order derivatives:

$$
\begin{aligned}
\|\varphi\|_{1, \infty} & =\sup _{x \in H, h \in H,|h|_{H}=1}|D \varphi(x) \cdot h|<\infty \\
\|\varphi\|_{2, \infty} & =\|\varphi\|_{1, \infty}+\sup _{x \in H, h, k \in H,|h|_{H}=|k|_{H}=1}\left|D^{2} \varphi(x) \cdot(h, k)\right|<\infty .
\end{aligned}
$$

We are now in position to state our main results.
Theorem 3.2. Let $\left(X_{n}\right)_{n \in \mathbb{N}}$ be defined by the scheme (12).
Let $T \in(0, \infty), \Delta t_{0} \in(0,1]$ and $x \in E$. For all $\alpha \in\left[0, \frac{1}{2}\right)$, there exists $C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right) \in$ $(0, \infty)$ such that the following holds true.

Let $\varphi$ satisfy Assumption 3.1. For all $\Delta t \in\left(0, \Delta t_{0}\right]$ and $N \in \mathbb{N}$, such that $T=N \Delta t$,

$$
\begin{equation*}
\left|\mathbb{E}[\varphi(X(N \Delta t))]-\mathbb{E}\left[\varphi\left(X_{N}\right)\right]\right| \leq C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right)\|\varphi\|_{1, \infty} \Delta t^{\alpha}, \tag{14}
\end{equation*}
$$

Theorem 3.3. Let $\left(X_{n}\right)_{n \in \mathbb{N}}$ be defined by the scheme (13).
Let $T \in(0, \infty), \Delta t_{0} \in(0,1]$ and $x \in E$. For all $\alpha \in\left[0, \frac{1}{2}\right)$, there exists $C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right) \in$ $(0, \infty)$ such that the following holds true.

Let $\varphi$ satisfy Assumption 3.1. For all $\Delta t \in\left(0, \Delta t_{0}\right]$ and $N \in \mathbb{N}$, such that $T=N \Delta t$,

$$
\begin{equation*}
\left|\mathbb{E}[\varphi(X(N \Delta t))]-\mathbb{E}\left[\varphi\left(X_{N}\right)\right]\right| \leq C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right)\|\varphi\|_{2, \infty} \Delta t^{\alpha} . \tag{15}
\end{equation*}
$$

Theorems 3.2 and 3.3 are natural generalizations of the results obtained for SPDEs with globally Lipschitz continuous nonlinear coefficient, see for instance [13]. We obtain the same weak order of convergence $\frac{1}{2}$, which is twice the strong order of convergence.

Remark 3.4. The regularity of the function $\varphi$ is essential to get a weak order of convergence which is twice the strong order, as proved in [5]. If one wants to replace $\|\varphi\|_{2, \infty}$ by $\|\varphi\|_{1, \infty}$ in the right-hand side of (15), the order of convergence has to be replaced by $\frac{\alpha}{2}$, even in the absence of nonlinear coefficient.

In the right-hand side of $\sqrt{14}$, it is sufficient to control only $\|\varphi\|_{1, \infty}$. This is due to an appropriate decomposition of the weak error. This is not in contradiction with [5]: in the absence of nonlinear coefficient, the weak error is equal to zero.

Proving Theorem 3.2 and 3.3 is the aim of the remainder of the article. The strategy consists in decomposing the weak error as follows:

$$
\begin{aligned}
\left|\mathbb{E}[\varphi(X(N \Delta t))]-\mathbb{E}\left[\varphi\left(X_{N}\right)\right]\right| & \leq\left|\mathbb{E}[\varphi(X(N \Delta t))]-\mathbb{E}\left[\varphi\left(X^{(\Delta t)}(N \Delta t)\right)\right]\right| \\
& +\left|\mathbb{E}\left[\varphi\left(X^{(\Delta t)}(N \Delta t)\right)\right]-\mathbb{E}\left[\varphi\left(X_{N}\right)\right]\right|
\end{aligned}
$$

The first error term is estimated using the following result, quoted from [8], combined with globally Lipschitz continuity of $\varphi$ induced by Assumption 3.1.

Proposition 3.5. Let $T \in(0, \infty), \Delta t_{0} \in(0,1)$ and $x \in E$. There exists $C\left(T, \Delta t_{0},|x|_{E}\right) \in$ $(0, \infty)$ such that for all $\Delta t \in\left(0, \Delta t_{0}\right]$,

$$
\left.\left.\sup _{t \in[0, T]} \mathbb{E}\left[\mid X(t)-X^{(\Delta t)}(t)\right)\right|_{H}\right] \leq C\left(T, \Delta t_{0},|x|_{E}\right) \Delta t
$$

The treatment of the second error term requires more subtle arguments. First, thanks to (10), and a telescoping sum argument,

$$
\begin{aligned}
\mathbb{E}\left[\varphi\left(X^{(\Delta t)}(n \Delta t)\right)\right]-\mathbb{E}\left[\varphi\left(X_{n}\right)\right] & =u^{(\Delta t)}(n \Delta t, x)-\mathbb{E}\left[u^{(\Delta t)}\left(0, X_{n}\right)\right] \\
& =\sum_{k=0}^{n-1}\left(\mathbb{E}\left[u^{(\Delta t)}\left((n-k) \Delta t, X_{k}\right)-u^{(\Delta t)}\left((n-k-1) \Delta t, X_{k+1}\right)\right]\right) .
\end{aligned}
$$

The details then depend on the numerical scheme. First, an auxiliary continuous-time process $\tilde{X}$ is introduced, see (32) and (33). It satisfies $\tilde{X}(k \Delta t)=X_{k}$ for all $k \in \mathbb{N}$. Second, Itô formula is applied, and the Kolmogorov equation (11) is used. Theorem 3.2 (numerical scheme given by (12) is proved in Section 5. Theorem 3.3 (numerical scheme given by (13p) is proved in Section 6 .

Spatial derivatives $D u^{(\Delta t)}(t, x)$ and $D^{2} u^{(\Delta t)}(t, x)$ appear in the expansion of the error obtained following this standard strategy. In infinite dimension, see [3, 7, 13, 30], appropriate regularity properties are required to obtain the weak order of convergence $\frac{1}{2}$. They are studied in Section 4.

## 4. Regularity properties for solutions of Kolmogorov equations

This section is devoted to state and prove regularity properties of the function $u^{(\Delta t)}$, defined by (10), solution of the Kolmogorov equation (11) associated to the auxiliary equation (7). The main difficulty and novelty is due to the poor regularity property of $\Psi_{\Delta t}$ : even if for fixed $\Delta t, \Psi_{\Delta t}$ is globally Lipschitz continuous, there is no bound which is uniform in $\Delta t>0$, since $\Psi_{0}$ is polynomial of degree 3.

Theorems 4.1 and 4.2 below are the main results of this section, and they are of interest beyond the analysis of weak convergence rates. They are natural generalizations in a nonglobally Lipschitz framework of the estimates provided in [13], and extended in [7] with nonlinear diffusion coefficients. We emphasize that the right-hand sides in the estimates (16) and (17) do not depend on $\Delta t$.

Theorem 4.1. Let $T \in(0, \infty)$ and $\Delta t_{0} \in(0,1]$. For every $\alpha \in[0,1)$, there exists $C_{\alpha}\left(T, \Delta t_{0}\right) \in(0, \infty)$ such that, for all $\Delta t \in\left(0, \Delta t_{0}\right), x \in E, h \in H$ and $t \in(0, T]$,

$$
\begin{equation*}
\left|D u^{(\Delta t)}(t, x) . h\right| \leq \frac{C_{\alpha}\left(T, \Delta t_{0}\right)\left(1+|x|_{E}^{2}\right)\|\varphi\|_{1, \infty}}{t^{t^{\alpha}}}\left|(-A)^{-\alpha} h\right|_{H} . \tag{16}
\end{equation*}
$$

This may be interpreted as a regularization property: the assumption $D u^{(\Delta t)}(0, x) \in H$ implies that, for positive $t,(-A)^{\alpha} D u^{(\Delta t)}(t, x) \in H$ with $\alpha \in(0,1)$.

Theorem 4.2. Let $T \in(0, \infty)$ and $\Delta t_{0} \in(0,1]$. For every $\beta, \gamma \in[0,1)$, with the condition $\beta+\gamma<1$, there exists $C_{\beta, \gamma}\left(T, \Delta t_{0}\right) \in(0, \infty)$ such that, for all $\Delta t \in\left(0, \Delta t_{0}\right), x \in E, h, k \in H$ and $t \in(0, T]$,

$$
\begin{equation*}
\left|D^{2} u^{(\Delta t)}(t, x) .(h, k)\right| \leq \frac{C_{\beta, \gamma}\left(T, \Delta t_{0}\right)\left(1+|x|_{E}^{7}\right)\|\varphi\|_{2, \infty}}{t^{\beta+\gamma}}\left|(-A)^{-\beta} h\right|_{H}\left|(-A)^{-\gamma} k\right|_{H} . \tag{17}
\end{equation*}
$$

Remark 4.3. Results similar to Theorems 4.1 and 4.2 are studied in [18], with different techniques.

Note that we obtain stronger results. In Theorem 4.1, one may choose $\alpha \in[0,1)$ instead of $\alpha \in\left[0, \frac{1}{2}\right)$. In Theorem 4.2, one may choose $\beta, \gamma \in[0,1)$ such that $\beta+\gamma<1$, instead of $\beta, \gamma \in\left[0, \frac{1}{2}\right)$. The stronger statements are useful below, to simplify the treatments of several error terms.

Expressions of $D u^{(\Delta t)}(t, x)$ and $D^{2} u^{(\Delta t)}(t, x)$ are given below: for $h, k \in H, x \in H$, and $t \geq 0$,

$$
\begin{align*}
D u^{(\Delta t)}(t, x) \cdot h & =\mathbb{E}\left[D \varphi\left(X^{(\Delta t)}(t, x)\right) \cdot \eta^{h}(t, x)\right] \\
D^{2} u^{(\Delta t)}(t, x) \cdot(h, k) & =\mathbb{E}\left[D \varphi\left(X^{(\Delta t)}(t, x)\right) \cdot \cdot^{h, k}(t, x)\right]  \tag{18}\\
& +\mathbb{E}\left[D^{2} \varphi\left(X^{(\Delta t)}(t, x)\right) \cdot\left(\eta^{h}(t, x), \eta^{k}(t, x)\right)\right]
\end{align*}
$$

where the processes $\eta^{h}(\cdot, x)$ and $\zeta^{h, k}(\cdot, x)$ are the solutions the random PDEs

$$
\begin{equation*}
\frac{d \eta^{h}(t, x)}{d t}=A \eta^{h}(t, x)+\Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(t, x)\right) \eta^{h}(t, x) \tag{19}
\end{equation*}
$$

with initial condition $\eta^{h}(0, x)=h$, and
(20) $\frac{d \zeta^{h, k}(t, x)}{d t}=A \zeta^{h, k}(t, x)+\Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(t, x)\right) \zeta^{h, k}(t, x)+\Psi_{\Delta t}^{\prime \prime}\left(X^{(\Delta t)}(t, x)\right) \eta^{h}(t, x) \eta^{k}(t, x)$,
with initial condition $\zeta^{h, k}(0, x)=0$.
To simplify notation, the parameter $\Delta t$ is omitted in the notation for $\eta^{h}(t, x)$ and $\zeta^{h, k}(t, x)$.
4.1. Proof of Theorem 4.1, Following the strategy in [7], introduce the auxiliary process

$$
\tilde{\eta}^{h}(t, x)=\eta^{h}(t, x)-e^{t A} h .
$$

Then, thanks to (18),

$$
D u^{(\Delta t)}(t, x) \cdot h=\mathbb{E}\left[D \varphi\left(X^{(\Delta t)}(t, x)\right) \cdot\left(e^{t A} h\right)\right]+\mathbb{E}\left[D \varphi\left(X^{(\Delta t)}(t, x)\right) \cdot \cdot^{h}(t, x)\right]
$$

and thanks to (19),

$$
\frac{d \tilde{\eta}^{h}(t, x)}{d t}=A \tilde{\eta}^{h}(t, x)+\Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(t, x)\right) \tilde{\eta}^{h}(t, x)+\Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(t, x)\right) e^{t A} h, \quad \tilde{\eta}^{h}(0)=0
$$

On the one hand, for any $\alpha \in[0,1), h \in H$ and $t>0$,

$$
\begin{equation*}
\left|\mathbb{E}\left[D \varphi\left(X^{(\Delta t)}(t, x)\right) \cdot\left(e^{t A} h\right)\right]\right| \leq\|\varphi\|_{1, \infty}\left|e^{t A} h\right|_{H} \leq \frac{C_{\alpha}}{t^{\alpha}}\|\varphi\|_{1, \infty}\left|(-A)^{-\alpha} h\right|_{H} \tag{21}
\end{equation*}
$$

On the other hand, the process $\tilde{\eta}^{h}$ may be expressed as

$$
\begin{equation*}
\tilde{\eta}^{h}(t, x)=\int_{0}^{t} U(t, s)\left(\Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(s, x)\right) e^{s A} h\right) d s \tag{22}
\end{equation*}
$$

where $(U(t, s) h)_{t \geq s}$ solves, for every $h \in H$,

$$
\begin{equation*}
\frac{d U(t, s) h}{d t}=\left(A+\Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(t, x)\right)\right) U(t, s) h, \quad U(s, s) h=h \tag{23}
\end{equation*}
$$

A straightforward energy estimate, using the one-sided Lipschitz condition for $\Psi_{\Delta t}^{\prime}$, yields

$$
\frac{1}{2} \frac{d|U(t, s) h|^{2}}{d t} \leq\left(e^{\Delta t_{0}}-\lambda_{1}\right)|U(t, s) h|^{2}
$$

thus by Gronwall Lemma $|U(t, s) h|^{2} \leq C\left(T, \Delta t_{0}\right)|h|^{2}$, for all $s \leq t \leq T$.
Thus, thanks to $(22)$, for $\alpha \in[0,1)$,

$$
\begin{aligned}
\left|\tilde{\eta}^{h}(t, x)\right|_{H} & \leq C\left(T, \Delta t_{0}\right) \int_{0}^{t}\left|\Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(s, x)\right) e^{s A} h\right|_{H} d s \\
& \leq C\left(T, \Delta t_{0}\right) \sup _{s \in[0, T]}\left|\Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(s, x)\right)\right|_{E} \int_{0}^{t} \frac{C_{\alpha}}{s^{\alpha}} d s\left|(-A)^{-\alpha} h\right|_{H}
\end{aligned}
$$

Thanks to Lemmas 2.1 and 2.3 .

$$
\begin{equation*}
\left|\mathbb{E}\left[D \varphi\left(X^{(\Delta t)}(t, x)\right) \cdot \tilde{\eta}^{h}(t, x)\right]\right| \leq \frac{C_{\alpha}\left(T, \Delta t_{0}\right)}{t^{\alpha}}\left(1+|x|_{E}^{2}\right)\|\varphi\|_{1, \infty}\left|(-A)^{-\alpha} h\right|_{H} \tag{24}
\end{equation*}
$$

Combining (21) and (24) concludes the proof of (16).
For future reference, note that for $t \in(0, T]$,

$$
\begin{equation*}
\left|\eta^{h}(t, x)\right|_{H} \leq \frac{C_{\alpha}\left(T, \Delta t_{0}\right)}{t^{\alpha}}\left|(-A)^{-\alpha} h\right|_{H}\left(1+\sup _{s \in[0, T]}\left|\Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(s, x)\right)\right|_{E}\right) \tag{25}
\end{equation*}
$$

4.2. Proof of Theorem 4.2. Thanks to (18),

$$
\left|D^{2} u^{(\Delta t)}(t, x) .(h, k)\right| \leq\|\varphi\|_{1, \infty} \mathbb{E}\left[\left|\zeta^{h, k}(t, x)\right|_{H}\right]+\|\varphi\|_{2, \infty} \mathbb{E}\left[\left|\eta^{h}(t, x)\right|_{H}\left|\eta^{k}(t, x)\right|_{H}\right] .
$$

On the one hand, thanks to (25), using Lemma 2.1 and Lemma 2.3, we obtain

$$
\begin{equation*}
\mathbb{E}\left[\left|\eta^{h}(t, x)\right|_{H}\left|\eta^{k}(t, x)\right|_{H}\right] \leq \frac{C_{\beta, \gamma}\left(T, \Delta t_{0}\right)\left(1+|x|_{E}^{4}\right)}{t^{\beta+\gamma}}\left|(-A)^{-\beta} h\right|_{H}\left|(-A)^{-\gamma}\right|_{H} \tag{26}
\end{equation*}
$$

for all $\beta, \gamma \in[0,1)$.
On the other hand, using (23), from the equation (20), the process $\zeta^{h, k}$ may be expressed as

$$
\begin{equation*}
\zeta^{h, k}(t, x)=\int_{0}^{t} U(t, s)\left(\Psi_{\Delta t}^{\prime \prime}\left(X^{(\Delta t)}(s, x)\right) \eta^{h}(s, x) \eta^{k}(s, x)\right) d s \tag{27}
\end{equation*}
$$

Thanks to (2),

$$
\left|(-A)^{-\frac{1}{2}}\left(\Psi_{\Delta t}^{\prime \prime}\left(X^{(\Delta t)}(s, x)\right) \eta^{h}(s, x) \eta^{k}(s, x)\right)\right|_{H} \leq C\left|\Psi_{\Delta t}^{\prime \prime}\left(X^{(\Delta t)}(s, x)\right)\right|_{E}\left|\eta^{h}(s, x)\right|_{H}\left|\eta^{k}(s, x)\right|_{H}
$$

The following result allows us to use this inequality in (27).

Lemma 4.4. Let $T \in(0, \infty)$ and $\Delta t_{0} \in(0,1)$. There exists $C\left(T, \Delta t_{0}\right) \in(0, \infty)$ such that, for all $\Delta t \in\left(0, \Delta t_{0}\right), x \in E, h \in H, 0 \leq s<t \leq T$,

$$
|U(t, s) h|_{H} \leq \frac{C\left(T, \Delta t_{0}\right)}{(t-s)^{\frac{1}{2}}}\left(1+\sup _{0 \leq r \leq T}\left|\Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(r, x)\right)\right|_{E}\right)\left|(-A)^{-1 / 2} h\right|_{H}
$$

The proof of Lemma 4.4 is postponed to Section 4.3. We refer to [11] for a similar result and the idea of the proof.

Thanks to Lemma 4.4 and to (27), we get

$$
\begin{aligned}
& \mathbb{E}\left|\zeta^{h, k}(t, x)\right|_{H} \leq \int_{0}^{t} \frac{C\left(T, \Delta t_{0}\right)}{(t-s)^{\frac{1}{2}}}\left(1+\sup _{0 \leq r \leq T}\left|\Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(r, x)\right)\right|_{E}\right) \\
&\left|\Psi_{\Delta t}^{\prime \prime}\left(X^{(\Delta t)}(s, x)\right)\right|_{E}\left|\eta^{h}(s, x)\right|_{H}\left|\eta^{k}(s, x)\right|_{H} d s .
\end{aligned}
$$

Thanks to 25), and Lemmas 2.1 and 2.3, we obtain

$$
\mathbb{E}\left|\zeta^{h, k}(t, x)\right|_{H} \leq C_{\beta, \gamma}\left(T, \Delta t_{0}\right)\left(1+|x|_{E}^{7}\right) \int_{0}^{t} \frac{1}{(t-s)^{\frac{1}{2}} s^{\beta+\gamma}} d s\left|(-A)^{\beta} h\right|_{H}\left|(-A)^{\gamma} k\right|_{H}
$$

hence

$$
\begin{equation*}
\mathbb{E}\left|\zeta^{h, k}(t, x)\right|_{H} \leq \frac{C_{\beta, \gamma}\left(T, \Delta t_{0}\right)\left(1+|x|_{E}^{7}\right)}{t^{\beta+\gamma}}\left|(-A)^{-\beta} h\right|_{H}\left|(-A)^{-\gamma} k\right|_{H} \tag{28}
\end{equation*}
$$

Combining (26) and (28), thanks to (18), then concludes the proof of (17).
4.3. Proof of Lemma 4.4. We claim that for all $0 \leq s \leq T$ and $h \in H$,

$$
\begin{equation*}
\int_{s}^{T}|U(r, s) h|_{H}^{2} d r \leq C\left(T, \Delta t_{0}\right)\left(1+\sup _{0 \leq r \leq T}\left|\Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(r, x)\right)\right|_{E}\right)\left|(-A)^{-1 / 2} h\right|_{H}^{2} \tag{29}
\end{equation*}
$$

Lemma (4.4) is then a straightforward consequence of (29), using the mild formulation

$$
U(t, s) h=e^{(t-s) A} h+\int_{s}^{t} e^{(t-r) A} \Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(s, x)\right) U(r, s) h d s
$$

It remains to prove (29). Let $s \in[0, T]$ be fixed, and define

$$
\mathcal{U}_{s}: h \in H \mapsto(U(t, s))_{s \leq t \leq T} \in L^{2}(s, T ; H)
$$

Introduce $\mathcal{U}_{s}^{\star}: L^{2}(s, T ; H) \rightarrow H$ the adjoint of $\mathcal{U}_{s}$. Then, by a duality argument, the claim (29) is a straightforward consequence of the following estimate: for all $F \in L^{2}(s, T ; H)$,

$$
\begin{equation*}
\left|(-A)^{\frac{1}{2}} \mathcal{U}_{s}^{\star} F\right|^{2} \leq C\left(T, \Delta t_{0}\right)\left(1+\sup _{0 \leq r \leq T}\left|\Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(r, x)\right)\right|_{E}\right) \int_{s}^{T}|F(r)|_{H}^{2} d r \tag{30}
\end{equation*}
$$

To prove (30), let $F \in L^{2}(s, T ; H)$, and observe that $\mathcal{U}^{\star} F=\xi_{s}(s)$, where $\left(\xi_{s}(t)\right)_{s \leq t \leq T}$ is the solution of the backward evolution equation

$$
\frac{d \xi_{s}(t)}{d t}=-A \xi_{s}(t)-\Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(t, x)\right)-F(t), \quad \xi_{s}(T)=0
$$

Indeed, for all $h \in H$,

$$
\left\langle h, \mathcal{U}_{s}^{\star}(F)\right\rangle=\int_{s}^{T}\langle U(t, s) h, F(t)\rangle d t=-\int_{s}^{T} \frac{d}{d t}\left(\left\langle U(t, s) h, \xi_{s}(t)\right\rangle\right) d t=\left\langle h, \xi_{s}(s)\right\rangle,
$$

using the conditions $\xi_{s}(T)=0$ and $U(s, s) h=h$.

To obtain the required estimate of $\left|(-A)^{\frac{1}{2}} \mathcal{U}_{s}^{\star} F\right|^{2}=\left|(-A)^{\frac{1}{2}} \xi_{s}(s)\right|^{2}$, compute

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left|(-A)^{\frac{1}{2}} \xi_{s}(t)\right|_{H}^{2} & =\left|(-A) \xi_{s}(t)\right|_{H}^{2}-\left\langle\Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(t, x)\right) \xi_{s}(t),(-A) \xi_{s}(t)\right\rangle \\
& -\left\langle F(t),(-A) \xi_{s}(t)\right\rangle \\
& \geq\left|(-A) \xi_{s}(t)\right|_{H}^{2}-\left|\Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(t, x)\right)\right|_{E}\left|\xi_{s}(t)\right|_{H}\left|(-A) \xi_{s}(t)\right|_{H} \\
& -|F(t)|_{H}\left|(-A) \xi_{s}(t)\right|_{H} \\
& \geq-\frac{1}{2}\left|\Psi_{\Delta t}^{\prime}\left(X^{(\Delta t)}(t, x)\right)\right|_{E}^{2}\left|\xi_{s}(t)\right|_{H}^{2}-\frac{1}{2}|F(t)|_{H}^{2},
\end{aligned}
$$

thanks to Young inequality. Integrating from $t=s$ to $t=T$, and using $\xi_{s}(T)=0$, we have

$$
\begin{equation*}
\left|(-A)^{\frac{1}{2}} \xi_{s}(s)\right|^{2} \leq \sup _{0 \leq t \leq T}\left|\Psi_{\Delta t}^{\prime}(X(t, x))\right|_{E}^{2} \int_{s}^{T}\left|\xi_{s}(t)\right|^{2} d t+\frac{1}{2} \int_{s}^{T}|F(t)|_{H}^{2} d t \tag{31}
\end{equation*}
$$

Moreover, using $-\Psi_{\Delta t}^{\prime}(\cdot) \geq-e^{\Delta t_{0}}$, see Lemma 2.1, thanks to Young inequality, we have

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left|\xi_{s}(t)\right|_{H}^{2} & =\left|(-A)^{1 / 2} \xi_{s}(t)\right|_{H}^{2}-e^{\Delta t_{0}}\left|\xi_{s}(t)\right|_{H}^{2}-\left\langle F(t), \xi_{s}(t)\right\rangle \\
& \geq\left|(-A)^{1 / 2} \xi_{s}(t)\right|_{H}^{2}-e^{\Delta t_{0}}\left|\xi_{s}(t)\right|_{H}^{2}-\left|(-A)^{-\frac{1}{2}} F(t)\right|_{H}\left|(-A)^{\frac{1}{2}} \xi_{s}(t)\right|_{H} \\
& \geq-e^{\Delta t_{0}}\left|\xi_{s}(t)\right|_{H}^{2}-\frac{1}{2}\left|(-A)^{-\frac{1}{2}} F(t)\right|_{H}^{2}
\end{aligned}
$$

then by Gronwall Lemma there exists $C\left(T, \Delta t_{0}\right) \in(0, \infty)$ such that for all $s \leq t \leq T$,

$$
\left|\xi_{s}(t)\right|^{2} \leq C\left(T, \Delta t_{0}\right) \int_{s}^{T}\left|(-A)^{-1 / 2} F(r)\right|^{2} d r
$$

Hence, with the inequality $\left|(-A)^{-\frac{1}{2}} \cdot\right|_{H} \leq C|\cdot|_{H}$ and Equation (31), we obtain Equation (30), leading to estimate (29), concluding the proof of Lemma 4.4.

## 5. Proof of Theorem 3.2

The aim of this section is to prove Theorem 3.2. Let the numerical scheme $\left(X_{n}\right)_{n \in \mathbb{N}}$ be given by (12).

The section is organized as follows. An auxiliary process $\tilde{X}$ and an appropriate decomposition of the error are given in Section 5.1. Error terms are estimated in Section 5.2. Auxiliary results are proved in Section 5.3 .
5.1. Decomposition of the error. As explained in Section 3, the strategy for the weak error analysis requires to apply Itô formula, hence the definition of an appropriate continuoustime process $\tilde{X}$.

Set, for every $n \in \mathbb{N}$, and every $t \in[n \Delta t,(n+1) \Delta t]$,

$$
\begin{equation*}
\tilde{X}(t)=e^{(t-n \Delta t) A} \Phi_{t-n \Delta t}\left(X_{n}\right)+\int_{n \Delta t}^{t} e^{(t-s) A} d W(s) \tag{32}
\end{equation*}
$$

By construction, $\tilde{X}(n \Delta t)=X_{n}$ for all $n \in \mathbb{N}$. Moreover,

$$
d \tilde{X}(t)=A \tilde{X}(t) d t+d W(t)+e^{(t-n \Delta t) A} \Psi_{0}\left(\Phi_{t-n \Delta t}\left(X_{n}\right)\right) d t, \quad t \in[n \Delta t,(n+1) \Delta t], n \in \mathbb{N}
$$

The following result gives moment estimates. Proof is postponed to Section 5.3 .

Lemma 5.1. Let $T \in(0, \infty), \Delta t_{0} \in(0,1)$ and $M \in \mathbb{N}$. There exists $C\left(T, \Delta t_{0}, M\right) \in(0, \infty)$ such that, for all $\Delta t \in\left(0, \Delta t_{0}\right]$ and $x \in E$,

$$
\sup _{t \in[0, T]} \mathbb{E}\left[|\tilde{X}(t)|_{E}^{M}\right] \leq C\left(T, \Delta t_{0}, M\right)\left(1+|x|_{E}\right)^{M}
$$

The error is then decomposed as follows, using Itô formula, and the Kolmogorov equation (11), with $T=N \Delta t$

$$
\begin{aligned}
\mathbb{E}\left[u^{(\Delta t)}(T, x)\right] & -\mathbb{E}\left[u^{(\Delta t)}\left(0, X_{N}\right)\right] \\
& =\sum_{k=0}^{N-1}\left(\mathbb{E}\left[u^{(\Delta t)}\left((N-k) \Delta t, X_{k}\right)\right]-\mathbb{E}\left[u^{(\Delta t)}\left((N-k-1) \Delta t, X_{k+1}\right)\right]\right) \\
& =\sum_{k=0}^{N-1} \mathbb{E} \int_{k \Delta t}^{(k+1) \Delta t}\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), \Psi_{\Delta t}(\tilde{X}(t))-e^{(t-k \Delta t) A} \Psi_{0}\left(\Phi_{t-k \Delta t}\left(X_{k}\right)\right)\right\rangle d t \\
& =\sum_{k=0}^{N-1}\left(d_{k}^{1}+d_{k}^{2}+d_{k}^{3}+d_{k}^{4}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& d_{k}^{1}=\mathbb{E} \int_{k \Delta t}^{(k+1) \Delta t}\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), \Psi_{\Delta t}(\tilde{X}(t))-\Psi_{\Delta t}\left(X_{k}\right)\right\rangle d t \\
& d_{k}^{2}=\mathbb{E} \int_{k \Delta t}^{(k+1) \Delta t}\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)),\left(I-e^{(t-k \Delta t) A}\right) \Psi_{\Delta t}\left(X_{k}\right)\right\rangle d t \\
& d_{k}^{3}=\mathbb{E} \int_{k \Delta t}^{(k+1) \Delta t}\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), e^{(t-k \Delta t) A}\left(\Psi_{\Delta t}\left(X_{k}\right)-\Psi_{\Delta t}\left(\Phi_{t-k \Delta t}\left(X_{k}\right)\right)\right)\right\rangle d t \\
& d_{k}^{4}=\mathbb{E} \int_{k \Delta t}^{(k+1) \Delta t}\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), e^{(t-k \Delta t) A}\left(\Psi_{\Delta t}\left(\Phi_{t-k \Delta t}\left(X_{k}\right)\right)-\Psi_{0}\left(\Phi_{t-k \Delta t}\left(X_{k}\right)\right)\right)\right\rangle d t
\end{aligned}
$$

### 5.2. Estimates of error terms.

Treatment of $d_{k}^{1}$. Let $\eta>\frac{1}{4}, \alpha \in\left(0, \frac{1}{2}\right)$, and $\epsilon>0$, such that $\alpha+3 \epsilon<\frac{1}{2}$.
Assume $k=0$, then, thanks to Theorem 4.1 and Lemmas 2.1 and Lemma 5.1

$$
\left|d_{0}^{1}\right| \leq C\left(T, \Delta t_{0}\right)\|\varphi\|_{1, \infty} \Delta t\left(1+|x|_{E}^{5}\right)
$$

Assume that $1 \leq k \leq N-1$. Thanks to Theorem 4.1.

$$
\begin{aligned}
\left|d_{k}^{1}\right| & \leq \int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\left|\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), \Psi_{\Delta t}(\tilde{X}(t))-\Psi_{\Delta t}\left(X_{k}\right)\right\rangle\right|\right] d t \\
& \leq \int_{k \Delta t}^{(k+1) \Delta t} \frac{C_{\eta+\frac{\alpha+\epsilon}{2}}\left(T, \Delta t_{0}\right)}{(T-t)^{\eta+\frac{\alpha+\epsilon}{2}}}\|\varphi\|_{1, \infty} \mathbb{E}\left[\left(1+|\tilde{X}(t)|_{E}^{2}\right)\left|(-A)^{-\eta-\frac{\alpha+\epsilon}{2}}\left(\Psi_{\Delta t}(\tilde{X}(t))-\Psi_{\Delta t}\left(X_{k}\right)\right)\right|_{H}\right] d t
\end{aligned}
$$

Thanks to Lemma 2.2 and Taylor formula,

$$
\left|(-A)^{-\eta-\frac{\alpha+\epsilon}{2}}\left(\Psi_{\Delta t}(\tilde{X}(t))-\Psi_{\Delta t}\left(X_{k}\right)\right)\right|_{H} \leq \mathcal{M}\left(X_{k}, \tilde{X}(t)\right)\left|(-A)^{-\frac{\alpha}{2}}\left(\tilde{X}(t)-X_{k}\right)\right|_{H}
$$

with

$$
\mathcal{M}\left(X_{k}, \tilde{X}(t)\right) \leq C_{\alpha, \epsilon}\left(\Delta t_{0}\right)\left(1+|\tilde{X}(t)|_{E}^{2}+\left|(-A)^{\frac{\alpha+2 \epsilon}{2}} \tilde{X}(t)\right|_{H}^{2}+\left|X_{k}\right|_{E}^{2}+\left|(-A)^{\frac{\alpha+2 \epsilon}{2}} X_{k}\right|_{H}^{2}\right) .
$$

Using Hölder inequality, we need to estimate $\left(\mathbb{E} \mathcal{M}\left(X_{k}, \tilde{X}(t)\right)^{4}\right)^{\frac{1}{4}}$ and $\left(\mathbb{E} \left\lvert\,(-A)^{-\frac{\alpha}{2}}(\tilde{X}(t)-\right.\right.$ $\left.\left.X_{k}\right)\left.\right|_{H} ^{2}\right)^{\frac{1}{2}}$. The following auxiliary results give the required estimates.

Lemma 5.2. Let $T \in(0, \infty), \Delta t_{0} \in(0,1), \alpha \in\left[0, \frac{1}{2}\right)$ and $M \in \mathbb{N}$. There exists $C_{\alpha}\left(T, \Delta t_{0}, M\right) \in$ $(0, \infty)$ such that, for all $\Delta t \in\left(0, \Delta t_{0}\right], x \in E$, and $n \in \mathbb{N}$ with $n \Delta t \leq T$,
$\left(\mathbb{E}\left[\left|(-A)^{\frac{\alpha}{2}} W^{A}(n \Delta t)\right|_{H}^{M}\right]\right)^{\frac{1}{M}}+\left(\mathbb{E}\left[\left|(-A)^{\frac{\alpha}{2}} X_{n}\right|_{H}^{M}\right]\right)^{\frac{1}{M}} \leq C_{\alpha}\left(T, \Delta t_{0}, M\right)\left(1+|x|_{E}+(n \Delta t)^{-\frac{\alpha}{2}}|x|_{H}\right)$.
Lemma 5.3. Let $T \in(0, \infty), \Delta t_{0} \in(0,1), \alpha \in\left[0, \frac{1}{2}\right)$. There exists $C_{\alpha}\left(T, \Delta t_{0}\right) \in(0, \infty)$ such that, for all $\Delta t \in\left(0, \Delta t_{0}\right]$ and $x \in E$, for all $t \in[0, T] \cap[n \Delta t,(n+1) \Delta t], n \in \mathbb{N}$,

$$
\left(\mathbb{E}\left|(-A)^{-\frac{\alpha}{2}}\left(\tilde{X}(t)-X_{n}\right)\right|_{H}^{2}\right)^{\frac{1}{2}} \leq C_{\alpha}\left(T, \Delta t_{0}\right) \Delta t^{\alpha}\left(1+|x|_{E}^{3}+(n \Delta t)^{-\alpha}|x|_{H}\right)
$$

Thanks to Lemma 2.1, $\Phi_{\Delta t}$ is globally Lipschitz continuous, hence applying (3) yields

$$
\begin{aligned}
\left|(-A)^{\frac{\alpha+2 \epsilon}{2}} \tilde{X}(t)\right|_{H} & \leq\left|(-A)^{\frac{\alpha+2 \epsilon}{2}} \Phi_{t-n \Delta t}\left(X_{n}\right)\right|_{H}+\left|(-A)^{\frac{\alpha+2 \epsilon}{2}}\left(W^{A}((n+1) \Delta t)-e^{(t-n \Delta t) A} W^{A}(n \Delta t)\right)\right|_{H} \\
& \leq C e^{\Delta t}\left|(-A)^{\frac{\alpha+3 \epsilon}{2}} X_{n}\right|_{H}+\left|(-A)^{\frac{\alpha+2 \epsilon}{2}} W^{A}((n+1) \Delta t)\right|+\left|(-A)^{\frac{\alpha+2 \epsilon}{2}} W^{A}(n \Delta t)\right|_{H} .
\end{aligned}
$$

With the condition $\alpha+3 \epsilon<\frac{1}{2}$, Lemma 5.2 above then implies

$$
\left(\mathbb{E} \mathcal{M}\left(X_{k}, \tilde{X}(t)\right)^{4}\right)^{\frac{1}{4}} \leq C\left(1+|x|_{E}^{2}+(k \Delta t)^{-\alpha-3 \epsilon}|x|_{H}^{2}\right)
$$

Finally, using Lemmas 5.1 and 5.3, for $1 \leq k \leq n-1$,

$$
\left|d_{k}^{1}\right| \leq \Delta t^{\alpha} \int_{k \Delta t}^{(k+1) \Delta t} \frac{C_{\alpha, \epsilon}\left(T, \Delta t_{0}\right)}{(T-t)^{\eta+\frac{\alpha+\epsilon}{2}}}\|\varphi\|_{1, \infty} d t\left(1+\frac{1}{(k \Delta t)^{2 \alpha+3 \epsilon}}\right)\left(1+|x|_{E}^{5}\right)
$$

Observe that $2 \alpha+3 \epsilon<1$.
Treatment of $d_{k}^{2}$. Let $\alpha \in\left(0, \frac{1}{2}\right)$. Then, thanks to Theorem 4.1, for all $k \in\{0, \ldots, N-1\}$,

$$
\begin{aligned}
\left|d_{k}^{2}\right| & \leq \int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\left|\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)),\left(I-e^{(t-k \Delta t) A}\right) \Psi_{\Delta t}\left(X_{k}\right)\right\rangle\right|\right] d t \\
& \leq \int_{k \Delta t}^{(k+1) \Delta t} \frac{C_{2 \alpha}\left(T, \Delta t_{0}\right)\|\varphi\|_{1, \infty}}{(T-t)^{2 \alpha}}\left\|(-A)^{-2 \alpha}\left(I-e^{(t-k \Delta t) A}\right)\right\|_{\mathcal{L}(H)} \mathbb{E}\left[\left(1+|\tilde{X}(t)|_{E}^{2}\right)\left|\Psi_{\Delta t}\left(X_{k}\right)\right|_{H}\right] d t \\
& \leq \Delta t^{2 \alpha} \int_{k \Delta t}^{(k+1) \Delta t} \frac{C_{2 \alpha}\left(T, \Delta t_{0}\right)\|\varphi\|_{1, \infty}}{(T-t)^{2 \alpha}}\left(1+|x|_{E}^{5}\right) d t,
\end{aligned}
$$

using $\left\|(-A)^{-2 \alpha}\left(I-e^{(t-k \Delta t) A}\right)\right\|_{\mathcal{L}(H)} \leq C_{2 \alpha}(t-k \Delta t)^{2 \alpha} \leq C_{2 \alpha} \Delta t^{2 \alpha}$ when $0 \leq t-k \Delta t \leq \Delta t$.
Treatment of $d_{k}^{3}$. Thanks to Lemma 2.1, for all $z \in \mathbb{R}$, and all $0 \leq \tau \leq \Delta t \leq \Delta t_{0}$,

$$
\begin{aligned}
\left|\Psi_{\Delta t}(z)-\Psi_{\Delta t}\left(\Phi_{\tau}(z)\right)\right| & \leq C\left(\Delta t_{0}\right)\left|z-\Phi_{\tau}(z)\right|\left(1+|z|^{2}\right) \\
& \leq C\left(\Delta t_{0}\right) \tau\left|\Psi_{\tau}(z)\right|\left(1+\mid z^{2}\right) \\
& \leq C\left(\Delta t_{0}\right) \Delta t\left(1+|z|^{4}\right)
\end{aligned}
$$

Thanks to Theorem 4.1, for all $k \in\{0, \ldots, N-1\}$,

$$
\begin{aligned}
\left|d_{k}^{3}\right| & \leq \int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\left|\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), e^{(t-k \Delta t) A}\left(\Psi_{\Delta t}\left(X_{k}\right)-\Psi_{\Delta t}\left(\Phi_{t-k \Delta t}\left(X_{k}\right)\right)\right)\right\rangle\right|\right] d t \\
& \leq \int_{k \Delta t}^{(k+1) \Delta t} C_{0}\left(T, \Delta t_{0}\right)\|\varphi\|_{1, \infty} \mathbb{E}\left[\left|\Psi_{\Delta t}\left(X_{k}\right)-\Psi_{\Delta t}\left(\Phi_{t-k \Delta t}\left(X_{k}\right)\right)\right|_{H}\right] d t \\
& \leq \Delta t \int_{k \Delta t}^{(k+1) \Delta t} C_{0}\left(T, \Delta t_{0}\right)\|\varphi\|_{1, \infty} \mathbb{E}\left[\left(1+\left|X_{k}\right|_{E}^{4}\right)\right] d t \\
& \leq \Delta t^{2} C\left(T, \Delta t_{0}\right)\|\varphi\|_{1, \infty}\left(1+|x|_{E}^{4}\right) .
\end{aligned}
$$

Treatment of $d_{k}^{4}$. Thanks to Theorem 4.1 and Lemma 2.1, for all $k \in\{0, \ldots, N-1\}$,

$$
\begin{aligned}
\left|d_{k}^{4}\right| & \leq \int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\left|\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), e^{(t-k \Delta t) A}\left(\Psi_{\Delta t}\left(\Phi_{t-k \Delta t}\left(X_{k}\right)\right)-\Psi_{0}\left(\Phi_{t-k \Delta t}\left(X_{k}\right)\right)\right)\right\rangle\right|\right] d t \\
& \leq \int_{k \Delta t}^{(k+1) \Delta t} C_{0}\left(T, \Delta t_{0}\right)\|\varphi\|_{1, \infty} \mathbb{E}\left[\left|\Psi_{\Delta t}\left(\Phi_{t-k \Delta t}\left(X_{k}\right)\right)-\Psi_{0}\left(\Phi_{t-k \Delta t}\left(X_{k}\right)\right)\right|_{H}\right] d t \\
& \leq \Delta t \int_{k \Delta t}^{(k+1) \Delta t} C_{0}\left(T, \Delta t_{0}\right)\|\varphi\|_{1, \infty} \mathbb{E}\left[\left(1+\left|X_{k}\right|_{E}^{5}\right)\right] d t \\
& \leq \Delta t^{2} C\left(T, \Delta t_{0}\right)\|\varphi\|_{1, \infty}\left(1+|x|_{E}^{5}\right)
\end{aligned}
$$

Conclusion. In conclusion,

$$
\begin{aligned}
& \mid \mathbb{E}\left[u^{(\Delta t)}(T, x)\right]- \mathbb{E}\left[u^{(\Delta t)}\left(0, X_{N}\right)\right] \mid \leq C\left(T, \Delta t_{0},|x|_{E}\right)\|\varphi\|_{1, \infty} \\
&\left(\Delta t+\Delta t^{\alpha} \sum_{k=1}^{N-1} \int_{k \Delta t}^{(k+1) \Delta t} \frac{C_{\alpha, \epsilon}\left(T, \Delta t_{0}\right)}{(T-t)^{\eta+\frac{\alpha+\epsilon}{2}} t^{2 \alpha+3 \epsilon}} d t\right. \\
&\left.+\Delta t^{2 \alpha} \sum_{k=0}^{N-1} \int_{k \Delta t}^{(k+1) \Delta t} \frac{C_{2 \alpha}\left(T, \Delta t_{0}\right)\|\varphi\|_{1, \infty}}{(T-t)^{2 \alpha}} d t+\Delta t(N \Delta t)\right) \\
& \leq C\left(T, \Delta t_{0},|x|_{E}\right)\|\varphi\|_{1, \infty} \Delta t^{\alpha},
\end{aligned}
$$

with $\alpha<\frac{1}{2}$, and $\epsilon>0$ such that $\alpha+3 \epsilon<\frac{1}{2}$.
Combined with the arguments of Section 3, this concludes the proof of Theorem 3.2.

### 5.3. Proof of Lemmas 5.1, 5.2 and 5.3.

Proof of Lemma 5.1. For any $n \in \mathbb{N}$, and $t \in[n \Delta t,(n+1) \Delta t]$, the definition (32) of $\tilde{X}(t)$ gives

$$
\begin{aligned}
|\tilde{X}(t)|_{E} & \leq\left|\Phi_{t-n \Delta t}\left(X_{n}\right)\right|_{E}+\left|W^{A}(t)-e^{(t-n \Delta t) A} W^{A}(n \Delta t)\right|_{E} \\
& \leq e^{\Delta t}\left|X_{n}\right|_{E}+\left|W^{A}(t)\right|_{E}+\left|W^{A}(n \Delta t)\right|_{E}
\end{aligned}
$$

thanks to Lemma 2.1. Using (9) and Lemma $\underset{16}{2.4}$ then concludes the proof.

Proof of Lemma 5.2. Note that, for all $n \in \mathbb{N}$, such that $n \Delta t \leq T$,

$$
\begin{aligned}
\left(\left.\mathbb{E}\left|(-A)^{\frac{\alpha}{2}} X_{n}\right|_{H}^{M} \right\rvert\,\right)^{\frac{1}{M}} & \leq\left|(-A)^{\frac{\alpha}{2}} e^{n \Delta t A} x\right|_{H}+C(T) \Delta t \sum_{k=0}^{n-1}\left(\mathbb{E}\left|(-A)^{\frac{\alpha}{2}} e^{(n-k) \Delta t} \Psi_{\Delta t}\left(X_{k}\right)\right|_{H}^{M}\right)^{\frac{1}{M}} \\
& \left.+\left(\mathbb{E}\left|(-A)^{\frac{\alpha}{2}} W^{A}(n \Delta t)\right|_{H}^{M}\right)\right)^{\frac{1}{M}} \\
& \leq(n \Delta t)^{-\frac{\alpha}{2}}|x|_{E}+C(T) \Delta t \sum_{k=0}^{n-1} \frac{1}{((n-k) \Delta t)^{\frac{\alpha}{2}}}\left(\mathbb{E}\left|\Psi_{\Delta t}\left(X_{k}\right)\right|_{H}^{M}\right)^{\frac{1}{M}}+C_{\alpha}(T, M),
\end{aligned}
$$

since, for all $t \in[0, T]$,

$$
\begin{aligned}
\mathbb{E}\left|(-A)^{\frac{\alpha}{2}} W^{A}(t)\right|_{H}^{M} & \leq C\left(\int_{0}^{t}\left\|(-A)^{\frac{\alpha}{2}} e^{(t-s) A}\right\|_{\mathcal{L}_{2}(H)}^{2} d s\right)^{\frac{M}{2}} \\
& \leq C\left(\int_{0}^{t}(t-s)^{-\alpha-\frac{1}{2}-\epsilon} d s\right)^{\frac{M}{2}} \\
& \leq C_{\alpha}(T, M)
\end{aligned}
$$

where $\epsilon \in\left(0, \frac{1}{2}-\alpha\right)$. Thanks to Lemma 5.1, then

$$
\left(\left.\mathbb{E}\left|(-A)^{\frac{\alpha}{2}} X_{n}\right|_{H}^{M} \right\rvert\,\right)^{\frac{1}{M}} \leq C_{\alpha}\left(T, \Delta t_{0}, M\right)\left(1+|x|_{E}+(n \Delta t)^{-\frac{\alpha}{2}}|x|_{H}\right)
$$

Proof of Lemma 5.3. For $t \in[n \Delta t,(n+1) \Delta t], t \leq T$,

$$
\tilde{X}(t)-X_{n}=e^{(t-n \Delta t) A} X_{n}-X_{n}+(t-n \Delta t) e^{(t-n \Delta t) A} \Psi_{t-n \Delta t}\left(X_{n}\right)+\int_{n \Delta t}^{t} e^{(t-s) A} d W(s)
$$

First,

$$
\begin{aligned}
\left(\mathbb{E}\left|(-A)^{-\frac{\alpha}{2}}\left(e^{(t-n \Delta t) A}-I\right) X_{n}\right|_{H}^{2}\right)^{\frac{1}{2}} & \leq\left\|(-A)^{-\alpha}\left(e^{(t-n \Delta t) A}-I\right)\right\|_{\mathcal{L}(H)}\left(\mathbb{E}\left|(-A)^{\frac{\alpha}{2}} X_{n}\right|_{H}^{2}\right)^{\frac{1}{2}} \\
& \leq C_{\alpha}\left(T, \Delta t_{0}\right) \Delta t^{\alpha}\left(1+|x|_{E}+(n \Delta t)^{-\alpha}|x|_{H}\right),
\end{aligned}
$$

thanks to Lemma 5.2. Second,

$$
\begin{aligned}
\left(\mathbb{E}\left|(-A)^{-\frac{\alpha}{2}}(t-n \Delta t) e^{(t-n \Delta t) A} \Psi_{t-n \Delta t}\left(X_{n}\right)\right|_{H}^{2}\right)^{\frac{1}{2}} & \leq \Delta t\left(\mathbb{E}\left|\Psi_{t-n \Delta t}\left(X_{n}\right)\right|_{E}^{2}\right)^{\frac{1}{2}} \\
& \leq C\left(T, \Delta t_{0}\right) \Delta t\left(1+|x|_{E}^{3}\right)
\end{aligned}
$$

thanks to Lemma 5.1. Third, by Itô formula, for $\epsilon=\frac{1}{2}-\alpha>0$,

$$
\begin{aligned}
\mathbb{E} \left\lvert\,(-A)^{-\frac{\alpha}{2}} \int_{n \Delta t}^{t} e^{(t-s) A} d W(s)\right. & =\int_{n \Delta t}^{t}\left\|(-A)^{-\frac{\alpha}{2}} e^{(t-s) A}\right\|_{\mathcal{L}_{2}(H)}^{2} d s \\
& \leq C_{\alpha} \int_{n \Delta t}^{t}(t-s)^{-\frac{1}{2}-\epsilon+\alpha} d s \\
& \leq C_{\alpha} \Delta t^{\frac{1}{2}-\epsilon+\alpha}=C_{\alpha} \Delta t^{2 \alpha}
\end{aligned}
$$

This concludes the proof of Lemma 5.3 .

## 6. Proof of Theorem 3.3

The aim of this section is to prove Theorem 3.3. Let the numerical scheme $\left(X_{n}\right)_{n \in \mathbb{N}}$ be given by (13).

The section is organized as follows. An auxiliary process $\tilde{X}$ and an appropriate decomposition of the error are given in Section 6.1. Error terms are estimated in Section 6.2. Auxiliary results are proved in Section 6.3 .

Assume that $\varphi$ satisfies Assumption 3.1, and to simplify notation, without loss of generality, assume that $\|\varphi\|_{2, \infty} \leq 1$.
6.1. Decomposition of the error. As explained in Section 3, the strategy for the weak error analysis requires to apply Itô formula, hence the definition of an appropriate continuoustime process $\tilde{X}$.

Set, for every $n \in \mathbb{N}$, and every $t \in[n \Delta t,(n+1) \Delta t]$,

$$
\begin{equation*}
\tilde{X}(t)=X_{n}+(t-n \Delta t) A S_{\Delta t} X_{n}+(t-n \Delta t) S_{\Delta t} \Psi_{\Delta t}\left(X_{n}\right)+S_{\Delta t}(W(t)-W(n \Delta t)), \tag{33}
\end{equation*}
$$

where we recall that $S_{\Delta t}=(I-\Delta t A)^{-1}$.
By construction, $\tilde{X}(n \Delta t)=X_{n}$ for all $n \in \mathbb{N}$. Moreover,

$$
d \tilde{X}(t)=A S_{\Delta t} X_{n} d t+S_{\Delta t} \Psi_{\Delta t}\left(X_{n}\right) d t+S_{\Delta t} d W(t), \quad t \in[n \Delta t,(n+1) \Delta t], n \in \mathbb{N}
$$

The following result gives moment estimates. Proof is postponed to Section 6.1.
Lemma 6.1. Let $T \in(0, \infty), \Delta t_{0} \in(0,1)$ and $M \in \mathbb{N}$. There exists $C\left(T, \Delta t_{0}, M\right) \in(0, \infty)$ such that, for all $\Delta t \in\left(0, \Delta t_{0}\right]$ and $x \in E$,

$$
\sup _{t \in[0, T]} \mathbb{E}\left[|\tilde{X}(t)|_{E}^{M}\right] \leq C\left(T, \Delta t_{0}, M\right)\left(1+|x|_{E}^{3}\right)^{M}
$$

The error is then decomposed as follows, using Itô formula, and the Kolmogorov equation (11), with $T=N \Delta t$,

$$
\begin{aligned}
\mathbb{E}\left[u^{(\Delta t)}(T, x)\right]- & \mathbb{E} \\
& =\mathbb{u ^ { ( \Delta t ) } ( 0 , X _ { N } ) ]} \\
& \left.+\sum_{k=1}^{(\Delta t)}(T, x)\right]-\mathbb{E}\left[u^{(\Delta t)}\left(T-\Delta t, X_{1}\right)\right] \\
& =\mathbb{E}\left[u^{(\Delta t)}\left((N-k) \Delta t, X_{k}\right)\right]-\mathbb{E}\left[u^{(\Delta t)}\left(\left(N-\Delta t, X^{(\Delta t)}(\Delta t)\right)\right]-\mathbb{E}\left[u^{(\Delta t)}\left(T-\Delta t, X_{1}\right)\right]\right. \\
& +\sum_{k=1}^{N-1}\left(a_{k}+b_{k}+c_{k}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& a_{k}=\int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), A \tilde{X}(t)-A S_{\Delta t} X_{k}\right\rangle d t \\
& b_{k}=\int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), \Psi_{\Delta t}(\tilde{X}(t))-S_{\Delta t} \Psi_{\Delta t}\left(X_{k}\right)\right\rangle d t \\
& c_{k}=\frac{1}{2} \int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\sum_{j \in \mathbb{N}} D^{2} u^{(\Delta t)}(T-t, \tilde{X}(t)) \cdot\left(e_{j}, e_{j}\right)\left(1-\frac{1}{\left(1+\lambda_{j} \Delta t\right)^{2}}\right)\right] d t .
\end{aligned}
$$

Section 6.2 is devoted to the proof of Lemmas 6.2 and 6.3 below. Theorem 3.3 is a straightforward consequence of these results, thanks to the decomposition of the error above.

Lemma 6.2. Let $T \in(0, \infty), \Delta t_{0} \in(0,1]$ and $x \in E$. For all $\alpha \in\left[0, \frac{1}{2}\right)$, there exists $C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right) \in(0, \infty)$ such that, for all $\Delta t \in\left(0, \Delta t_{0}\right)$,

$$
\left|\mathbb{E}\left[u^{(\Delta t)}\left(T-\Delta t, X^{(\Delta t)}(\Delta t)\right)\right]-\mathbb{E}\left[u^{(\Delta t)}\left(T-\Delta t, X_{1}\right)\right]\right| \leq C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t^{2 \alpha} .
$$

Lemma 6.3. Let $T \in(0, \infty), \Delta t_{0} \in(0,1]$ and $x \in E$. For all $\alpha \in\left[0, \frac{1}{2}\right)$, there exists $C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right) \in(0, \infty)$ such that, for all $\Delta t \in\left(0, \Delta t_{0}\right)$,

$$
\sum_{k=1}^{n-1}\left(\left|a_{k}\right|+\left|b_{k}\right|+\left|c_{k}\right|\right) \leq C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t^{\alpha}
$$

Compared with Section 5, there are more error tems, and the analysis is more technical. The proof essentially follows the same strategy as in [13]. In particular, Malliavin calculus techniques are employed. For completeness, details are given.

We emphasize that the most important new result is the estimate on the Malliavin derivative, see Lemma 6.4. This result is non trivial, since $\Psi_{\Delta t}$ is not globally Lipschitz continuous, and it is obtained thanks to the structure of the numerical scheme, based on a splitting approach.

Note that an alternative approach to treat the term $b_{k}$ below, would be to adapt the strategy used in Section 5.2 to treat the term $d_{k}^{1}$, using Lemma 2.2 in particular. Appropriate versions of Lemmas 5.2 and 5.3 would be required. It seems that this alternative approach does not considerably shortens the proof.

We recall the Malliavin calculus duality formula in some Hilbert space $K$. Let $\mathbb{D}^{1,2}$ be the closure of smooth random variables (with respect to Malliavin derivative) for the topology defined by the norm

$$
\|F\|_{\mathbb{D}^{1,2}}=\left(\mathbb{E}\left[|F|_{K}^{2}\right]+\mathbb{E}\left[\int_{0}^{T}\left|\mathcal{D}_{s} F\right|_{K}^{2} d s\right]\right)
$$

where $\mathcal{D}_{s} F$ denotes the Malliavin derivative of $F$. For $F \in \mathbb{D}^{1,2}$ and $\Xi \in L^{2}(\Omega \times[0, T] ; K)$ such that $\Xi(t) \in \mathbb{D}^{1,2}$ for all $t \in[0, T]$ and $\int_{0}^{T} \int_{0}^{T}\left|\mathcal{D}_{s} \Xi(t)\right|^{2} d s d t<+\infty$, we have the integration by part formula:

$$
\mathbb{E}\left[F \int_{0}^{T}\left(\Xi(s), d W_{s}\right)\right]_{19}=\mathbb{E}\left[\int_{0}^{T}\left\langle\mathcal{D}_{s} F, \Xi(s)\right\rangle d s\right] .
$$

In our context, we will use another form of this integration by parts formula: For $u \in \mathcal{C}_{b}^{2}(H)$ and $\Xi \in L^{2}\left(\Omega \times[0, T] ; \mathcal{L}_{2}(H)\right)$ an adapted process

$$
\begin{equation*}
\mathbb{E}\left[\left\langle D u(F), \int_{0}^{T} \Xi(s) d W(s)\right\rangle\right]=\mathbb{E}\left[\sum_{j \in \mathbb{N}} \int_{0}^{T} D^{2} u(F) \cdot\left(\mathcal{D}_{s}^{e_{j}} F, \Xi(s) e_{j}\right) d s\right] . \tag{34}
\end{equation*}
$$

### 6.2. Estimates of error terms.

6.2.1. Proof of Lemma 6.2. For any $\alpha \in\left[0, \frac{1}{2}\right)$, thanks to Theorem 4.1.

$$
\begin{aligned}
&\left|\mathbb{E}\left[u^{(\Delta t)}\left(T-\Delta t, X^{(\Delta t)}(\Delta t)\right)\right]-\mathbb{E}\left[u^{(\Delta t)}\left(T-\Delta t, X_{1}\right)\right]\right| \\
& \leq \frac{C_{\alpha}}{(T-\Delta t)^{2 \alpha}} \mathbb{E}\left|(-A)^{-2 \alpha}\left(X^{(\Delta t)}(\Delta t)-X_{1}\right)\right|_{H}
\end{aligned}
$$

Note that

$$
\begin{aligned}
\mathbb{E} \mid(-A)^{-2 \alpha}( & \left.\left(X^{(\Delta t)}(\Delta t)-X_{1}\right)\right|_{H} \leq\left|(-A)^{-2 \alpha}\left(e^{\Delta t A}-S_{\Delta t}\right) x\right|_{H} \\
& +\int_{0}^{\Delta t} \mathbb{E}\left|(-A)^{-2 \alpha} e^{(\Delta t-t) A} \Psi_{\Delta t}\left(X^{(\Delta t)}(t)\right)\right|_{H} d t+\Delta t\left|(-A)^{-2 \alpha} S_{\Delta t} \Psi_{\Delta t}(x)\right|_{H} \\
& +\mathbb{E}\left|\int_{0}^{\Delta t}(-A)^{-2 \alpha} e^{(\Delta t-t) A} d W(t)\right|_{H}+\mathbb{E}\left|\int_{0}^{\Delta t}(-A)^{-2 \alpha} S_{\Delta t} d W(t)\right|_{H} .
\end{aligned}
$$

First,

$$
\begin{aligned}
\left|(-A)^{-2 \alpha}\left(e^{\Delta t A}-S_{\Delta t}\right) x\right|_{H} & \leq\left(\left\|(-A)^{-2 \alpha}\left(e^{\Delta t A}-I\right)\right\|_{\mathcal{L}(H)}+\left\|(-A)^{-2 \alpha}\left(S_{\Delta t}-I\right)\right\|_{\mathcal{L}(H)}\right)|x|_{H} \\
& \leq C_{\alpha} \Delta t^{2 \alpha}|x|_{H} .
\end{aligned}
$$

Second, since $\left\|(-A)^{-2 \alpha}\right\|_{\mathcal{L}(H)}<\infty$ for $\alpha \geq 0$, then using Lemma 2.3 gives

$$
\mathbb{E}\left|(-A)^{-\alpha} e^{(\Delta t-t) A} \Psi_{\Delta t}\left(X^{(\Delta t)}(t)\right)\right|_{H} \leq \mathbb{E}\left|\Psi_{\Delta t}\left(X^{(\Delta t)}(t)\right)\right|_{H} \leq C\left(1+|x|_{E}^{3}\right)
$$

and

$$
\left|(-A)^{-\alpha} S_{\Delta t} \Psi_{\Delta t}(x)\right|_{H} \leq\left|\Psi_{\Delta t}(x)\right|_{H} \leq C\left(1+|x|_{E}^{3}\right)
$$

Finally, for the stochastic integral terms,

$$
\mathbb{E}\left|\int_{0}^{\Delta t}(-A)^{-2 \alpha} e^{(\Delta t-t) A} d W(t)\right|_{H}^{2}+\mathbb{E}\left|\int_{0}^{\Delta t}(-A)^{-2 \alpha} S_{\Delta t} d W(t)\right|_{H} \leq 2 \Delta t\left\|(-A)^{-2 \alpha}\right\|_{\mathcal{L}_{2}(H)}^{2}
$$

and $\left\|(-A)^{-2 \alpha}\right\|_{\mathcal{L}_{2}(H)}^{2}<\infty$ when $2 \alpha>\frac{1}{4}$.
It is then straightforward to conclude that, for $\alpha \in\left[0, \frac{1}{2}\right)$,

$$
\left|\mathbb{E}\left[u^{(\Delta t)}\left(T-\Delta t, X^{(\Delta t)}(\Delta t)\right)\right]-\mathbb{E}\left[u^{(\Delta t)}\left(T-\Delta t, X_{1}\right)\right]\right| \leq C_{\alpha}\left(T,|x|_{E}\right) \Delta t^{\alpha} .
$$

This concludes the proof of Lemma 6.2.
6.2.2. Proof of Lemma 6.3. Part 1. The aim of this section is to prove, for $\alpha \in\left[0, \frac{1}{2}\right)$, that

$$
\sum_{k=1}^{N-1}\left|a_{k}\right| \leq C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t^{\alpha} .
$$

For that purpose, decompose $a_{k}$ as follows:

$$
a_{k}=a_{k}^{1}+a_{k}^{2},
$$

where

$$
\begin{aligned}
& a_{k}^{1}=\int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), A\left(I-S_{\Delta t}\right) X_{k}\right\rangle\right] d t, \\
& a_{k}^{2}=\int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), A\left(\tilde{X}(t)-X_{k}\right)\right\rangle\right] d t .
\end{aligned}
$$

Using the formulation

$$
X_{k}=S_{\Delta t}^{k} x+\Delta t \sum_{\ell=0}^{k-1} S_{\Delta t}^{k-\ell} \Psi_{\Delta t}\left(X_{\ell}\right)+\sum_{\ell=0}^{k-1} \int_{\ell \Delta t}^{(\ell+1) \Delta t} S_{\Delta t}^{k-\ell} d W(t)
$$

and the identity $I-S_{\Delta t}=-\Delta t S_{\Delta t} A$, the expression $a_{k}^{1}$ is decomposed as

$$
a_{k}^{1}=a_{k}^{1,1}+a_{k}^{1,2}+a_{k}^{1,3},
$$

where

$$
\begin{aligned}
& a_{k}^{1,1}=-\Delta t \int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), A^{2} S_{\Delta t}^{k+1} x\right\rangle\right] d t \\
& a_{k}^{1,2}=-\Delta t \int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), \Delta t \sum_{\ell=0}^{k-1} A^{2} S_{\Delta t}^{k-\ell+1} \Psi_{\Delta t}\left(X_{\ell}\right)\right\rangle\right] d t, \\
& a_{k}^{1,3}=-\Delta t \int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), \sum_{\ell=0}^{k-1} \int_{\ell \Delta t}^{(\ell+1) \Delta t} A^{2} S_{\Delta t}^{k-\ell+1} d W(t)\right\rangle\right] d t .
\end{aligned}
$$

Using (33), the expression $a_{k}^{2}$ is decomposed as

$$
a_{k}^{2}=a_{k}^{2,1}+a_{k}^{2,2}+a_{k}^{2,3}
$$

where

$$
\begin{aligned}
& a_{k}^{2,1}=\int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)),\left(t-t_{k}\right) A^{2} S_{\Delta t} X_{k}\right\rangle\right] d t \\
& a_{k}^{2,2}=\int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)),\left(t-t_{k}\right) A S_{\Delta t} \Psi_{\Delta t}\left(X_{k}\right)\right\rangle\right] d t, \\
& a_{k}^{2,3}=\int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), \int_{k \Delta t}^{t} A S_{\Delta t} d W(s)\right\rangle\right] d t
\end{aligned}
$$

Treatment of $a_{k}^{1,1}$. Let $\alpha \in\left[0, \frac{1}{2}\right)$ and $\epsilon \in(0,1-2 \alpha)$. Thanks to Theorem 4.1 and Lemma 6.1.

$$
\begin{aligned}
\left|a_{k}^{1,1}\right| & \leq C_{2 \alpha+\epsilon}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{2 \alpha+\epsilon}} d t\left|(-A)^{2-2 \alpha-\epsilon} S_{\Delta t}^{k+1} x\right|_{H} \\
& \leq C_{\alpha, \epsilon}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{2 \alpha+\epsilon}} d t\left\|(-A)^{1-\epsilon} S_{\Delta t}^{k}\right\|_{\mathcal{L}(H)}\left\|(-A)^{1-2 \alpha} S_{\Delta t}\right\|_{\mathcal{L}(H)} \\
& \leq C_{\alpha, \epsilon}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t^{2 \alpha} \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(k \Delta t)^{1-\epsilon}(T-t)^{2 \alpha+\epsilon}} d t
\end{aligned}
$$

thanks to the standard inequalities $\left\|(-A)^{1-\epsilon} S_{\Delta t}^{k}\right\|_{\mathcal{L}(H)} \leq C_{\epsilon}(k \Delta t)^{-1+\epsilon}$ and $\left\|(-A)^{1-2 \alpha} S_{\Delta t}\right\|_{\mathcal{L}(H)} \leq$ $C_{\alpha} \Delta t^{2 \alpha-1}$.
Treatment of $a_{k}^{1,2}$. Let $\alpha \in\left[0, \frac{1}{2}\right)$ and $\epsilon \in(0,1-2 \alpha)$. Thanks to Theorem 4.1. Lemma 6.1, and Cauchy-Schwarz inequality,
$\left|a_{k}^{1,2}\right| \leq C_{2 \alpha+\epsilon}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{2 \alpha+\epsilon}} d t \Delta t \sum_{\ell=0}^{k-1}\left(\mathbb{E}\left|(-A)^{2-2 \alpha-\epsilon} S_{\Delta t}^{k-\ell+1} \Psi_{\Delta t}\left(X_{\ell}\right)\right|_{H}^{2}\right)^{\frac{1}{2}} d t$.
Thanks to Lemma 6.1.

$$
\begin{aligned}
& \Delta t \sum_{\ell=0}^{k-1}\left(\mathbb{E}\left|(-A)^{2-2 \alpha-\epsilon} S_{\Delta t}^{k-\ell+1} \Psi_{\Delta t}\left(X_{\ell}\right)\right|_{H}^{2}\right)^{\frac{1}{2}} \\
& \leq \Delta t \sum_{\ell=0}^{k-1}\left\|(-A)^{1-\epsilon} S_{\Delta t}^{k-\ell}\right\|_{\mathcal{L}(H)}\left\|(-A)^{1-2 \alpha} S_{\Delta t}\right\|_{\mathcal{L}(H)}\left(\mathbb{E}\left|\Psi_{\Delta t}\left(X_{\ell}\right)\right|_{H}^{2}\right)^{\frac{1}{2}} \\
& \leq C_{\alpha, \epsilon}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t^{2 \alpha-1}
\end{aligned}
$$

using $\Delta t \sum_{\ell=0}^{k-1} \frac{1}{((k-\ell) \Delta t)^{1-\epsilon}} \leq C_{\epsilon}<\infty$. Thus

$$
\left|a_{k}^{1,2}\right| \leq C_{\alpha, \epsilon}\left(T, \Delta t_{0},|x|_{E}\right) \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{2 \alpha+\epsilon}} d t \Delta t^{2 \alpha}
$$

Treatment of $a_{k}^{1,3}$. Applying the Malliavin calculus duality formula (34) (with $\Xi:=A^{2} S_{\Delta t}^{k-\ell+1}$ and $F(t):=(T-t, \tilde{X}(t)))$, an alternative expression for $a_{k}^{1,3}$ is

$$
\begin{aligned}
a_{k}^{1,3} & =-\Delta t \int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), \sum_{\ell=0}^{k-1} \int_{\ell \Delta t}^{(\ell+1) \Delta t} A^{2} S_{\Delta t}^{k-\ell+1} d W(s)\right\rangle\right] d t \\
& =-\Delta t \int_{k \Delta t}^{(k+1) \Delta t} \sum_{\ell=0}^{k-1} \int_{\ell \Delta t}^{(\ell+1) \Delta t} \sum_{j \in \mathbb{N}} \mathbb{E}\left[D^{2} u^{(\Delta t)}(T-t, \tilde{X}(t)) \cdot\left(\mathcal{D}_{s}^{e_{j}} \tilde{X}(t), A^{2} S_{\Delta t}^{k-\ell+1} e_{j}\right)\right] d s d t
\end{aligned}
$$

Lemma 6.4 below provides the required estimate. Its proof is postponed to Section 6.3.
Lemma 6.4. Let $T \in(0, \infty)$.
For all $k \in \mathbb{N}$, such that $k \Delta t \leq T$, and all $s \in[0, T]$, almost surely,

$$
\left\|\mathcal{D}_{s} X_{k}\right\|_{\mathcal{L}(H)} \leq e^{T}
$$

In addition, $\mathcal{D}_{s} X_{k}=0$ if $k \Delta t \leq s$.

Moreover, for all $0 \leq s<k \Delta t \leq t \leq(k+1) \Delta t \leq T$,

$$
\left\|\mathcal{D}_{s} \tilde{X}(t)\right\|_{\mathcal{L}(H)} \leq\left(3+\Delta t\left|\Psi_{\Delta t}^{\prime}\left(X_{k}\right)\right|_{E}\right) e^{T}
$$

Let $\alpha \in\left[0, \frac{1}{2}\right)$ and let $\epsilon \geq \frac{1}{2}-\alpha>0$, and $\kappa \in\left(\frac{\epsilon}{2}, \epsilon\right)$. Then $2 \alpha+\kappa+\epsilon \leq 1+\kappa-\epsilon<1$ and $\frac{\alpha}{2}+\kappa \geq \frac{1}{4}-\frac{\epsilon}{2}+\kappa>\frac{1}{4}$.

Thanks to Theorem 4.2, Lemma 6.4, and the moment estimates, by Lemma 6.1,

$$
\begin{aligned}
\left|a_{k}^{1,3}\right| & \leq C_{0,2 \alpha+\epsilon+\kappa}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{2 \alpha+\epsilon+\kappa}} d t \sum_{\ell=0}^{k-1} \Delta t \sum_{j \in \mathbb{N}}\left|(-A)^{2-2 \alpha-\epsilon-\kappa} S_{\Delta t}^{k-\ell+1} e_{j}\right|_{H} \\
& \leq C_{\alpha, \epsilon, \kappa}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{2 \alpha+\epsilon+\kappa}} d t \sum_{j \in \mathbb{N}} \frac{\lambda_{j}^{1-2 \alpha-\kappa}}{\left(1+\lambda_{j} \Delta t\right)} \\
& \leq C_{\alpha, \epsilon, \kappa}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{2 \alpha+\epsilon+\kappa}} d t \sum_{j \in \mathbb{N}} \frac{\left(\Delta t \lambda_{j}\right)^{1-\frac{3 \alpha}{2}}}{\left(1+\lambda_{j} \Delta t\right)} \frac{\Delta t^{\frac{3 \alpha}{2}-1}}{\lambda_{j}^{\frac{\alpha}{2}+\kappa}} \\
& \leq C_{\alpha, \epsilon}\left(T, \Delta t_{0},|x|_{E}\right) \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{2 \alpha+\epsilon+\kappa}} d t \Delta t^{\frac{3 \alpha}{2}}
\end{aligned}
$$

using $\Delta t \sum_{\ell=0}^{k-1} \frac{1}{((k-\ell) \Delta t)^{1-\epsilon}} \leq C_{\epsilon}<\infty$, and $\sum_{j \in \mathbb{N}} \frac{1}{\lambda_{j}^{\frac{\alpha}{2}+\kappa}}<\infty$.

Treatment of $a_{k}^{2,1}$. Note that $\left(t-t_{k}\right) A S_{\Delta t}=\frac{\left(t-t_{k}\right)}{\Delta t}\left(S_{\Delta t}-I\right)$. As a consequence, it is sufficient to repeat the treatment of $a_{k}^{1}$ above, and to use $t-t_{k} \leq \Delta t$, to get the required estimate for $a_{k}^{2,1}$ :

$$
\left|a_{k}^{2,2}\right| \leq C_{\alpha, \epsilon}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t^{\frac{3 \alpha}{2}} \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(k \Delta t)^{1-\epsilon}(T-t)^{2 \alpha+2 \epsilon}} d t
$$

Treatment of $a_{k}^{2,2}$. Let $\alpha \in\left[0, \frac{1}{2}\right)$. Thanks to Theorem 4.1 and Lemma 6.1,

$$
\begin{aligned}
\left|a_{k}^{2,2}\right| & \leq C_{2 \alpha}\left(T, \Delta t_{0},|x|_{E}\right) \int_{k \Delta t}^{(k+1) \Delta t} \frac{\left|t-t_{k}\right|}{(T-t)^{2 \alpha}} d t\left(\mathbb{E}\left|(-A)^{1-2 \alpha} S_{\Delta t} \Psi_{\Delta t}\left(X_{k}\right)\right|_{H}^{2}\right)^{\frac{1}{2}} \\
& \leq C_{2 \alpha}\left(T, \Delta t_{0},|x|_{E}\right) \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{2 \alpha}} d t \Delta t^{2 \alpha} .
\end{aligned}
$$

Treatment of $a_{k}^{2,3}$. Using the Malliavin calculus duality formula (34),

$$
\begin{aligned}
a_{k}^{2,3} & =\int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), \int_{k \Delta t}^{t} A S_{\Delta t} d W(s)\right\rangle\right] d t \\
& =\int_{k \Delta t}^{(k+1) \Delta t} \int_{k \Delta t}^{t} \sum_{j \in \mathbb{N}} \mathbb{E}\left[D^{2} u^{(\Delta t)}(T-t, \tilde{X}(t)) \cdot\left(\mathcal{D}_{s}^{e_{j}} \tilde{X}(t), A S_{\Delta t} e_{j}\right)\right] d s d t
\end{aligned}
$$

Observe that $\mathcal{D}_{s} \tilde{X}(t)=S_{\Delta t}$ for $k \Delta t \leq s \leq t \leq(k+1) \Delta t$. Let $\alpha \in\left[0, \frac{1}{2}\right)$, and $\epsilon=\frac{1-2 \alpha}{2}$. Then $2 \alpha+\epsilon<1$ and $\frac{\alpha}{2}+\epsilon>\frac{1}{4}$. Thanks to Theorem 4.2 and Lemma 6.1.

$$
\begin{aligned}
\left|a_{k}^{2,3}\right| & \leq \int_{k \Delta t}^{(k+1) \Delta t} \int_{k \Delta t}^{t} \mathbb{E} \sum_{j=1}^{\infty} \frac{\lambda_{j}}{\left(1+\lambda_{j} \Delta t\right)^{2}}\left|D^{2} u^{(\Delta t)}(T-t, \tilde{X}(t)) \cdot\left(e_{j}, e_{j}\right)\right| d s d t \\
& \leq C_{0,2 \alpha+\epsilon}\left(T, \Delta t_{0},|x|_{E}\right) \sum_{j=1}^{\infty} \frac{\Delta t \lambda_{j}}{\left(1+\lambda_{j} \Delta t\right)^{2} \lambda_{j}^{2 \alpha+\epsilon}} \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{2 \alpha+\epsilon}} d t \\
& \leq C_{\alpha, \epsilon}\left(T, \Delta t_{0},|x|_{E}\right) \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{2 \alpha+\epsilon}} d t \sum_{j \in \mathbb{N}} \frac{\left(\lambda_{j} \Delta t\right)^{1-\frac{3 \alpha}{2}}}{\left(1+\lambda_{j} \Delta t\right)^{2}} \frac{\Delta t^{\frac{3 \alpha}{2}}}{\lambda_{j}^{\frac{\alpha}{2}+\epsilon}} \\
& \leq C_{\alpha, \epsilon}\left(T, \Delta t_{0},|x|_{E}\right) \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{2 \alpha+\epsilon}} d t \Delta t^{\frac{3 \alpha}{2}},
\end{aligned}
$$

$\operatorname{using} \sum_{j \in \mathbb{N}} \frac{1}{\lambda_{j}^{\frac{\alpha}{2}+\epsilon}}<\infty$.

Conclusion. Gathering estimates above, for all $\alpha \in\left[0, \frac{1}{2}\right)$,

$$
\sum_{k=1}^{N-1}\left|a_{k}\right| \leq C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t^{\alpha} \sum_{k=1}^{N-1} \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{t^{\beta_{1}(\alpha)}(T-t)^{\beta_{2}(\alpha)}} d t
$$

with two parameters $\beta_{1}(\alpha), \beta_{2}(\alpha) \in[0,1)$. Therefore

$$
\sum_{k=1}^{N-1} \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{t^{\beta_{1}(\alpha)}(T-t)^{\beta_{2}(\alpha)}} d t \leq \int_{0}^{T} \frac{1}{t^{\beta_{1}(\alpha)}(T-t)^{\beta_{2}(\alpha)}} d t<\infty
$$

This concludes the first part of the proof of Lemma 6.3 .
6.2.3. Proof of Lemma 6.3, Part 2. The aim of this section is to prove, for $\alpha \in\left[0, \frac{1}{2}\right)$, that

$$
\sum_{k=1}^{N-1}\left|b_{k}\right| \leq C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t^{\alpha}
$$

For that purpose, decompose $b_{k}$ as follows:

$$
b_{k}=b_{k}^{1}+b_{k}^{2},
$$

with

$$
\begin{aligned}
& b_{k}^{1}=\int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)),\left(I-S_{\Delta t}\right) \Psi_{\Delta t}\left(X_{k}\right)\right\rangle\right] d t \\
& b_{k}^{2}=\int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), \Psi_{\Delta t}(\tilde{X}(t))-\Psi_{\Delta t}\left(X_{k}\right)\right\rangle\right] d t
\end{aligned}
$$

Introduce real-valued functions $\Psi_{\Delta t}^{j}(\cdot)=\left\langle\Psi_{\Delta t}(\cdot), e_{j}\right\rangle$, for all $j \in \mathbb{N}$. Using Itô formula, for $t \in[k \Delta t,(k+1) \Delta t]$,

$$
\begin{aligned}
\Psi_{\Delta t}^{j}(\tilde{X}(t))-\Psi_{\Delta t}^{j}\left(X_{k}\right) & =\int_{k \Delta t}^{t} \frac{1}{2} \sum_{i \in \mathbb{N}} D^{2} \Psi_{\Delta t}^{j}\left(S_{\Delta t} e_{i}, S_{\Delta t} e_{i}\right) d s \\
& +\int_{k \Delta t}^{t}\left\langle D \Psi_{\Delta t}^{j}(\tilde{X}(s)), S_{\Delta t} A X_{k}\right\rangle d s+\int_{k \Delta t}^{t}\left\langle D \Psi_{\Delta t}^{j}(\tilde{X}(s)), S_{\Delta t} \Psi_{\Delta t}\left(X_{k}\right)\right\rangle d s \\
& +\int_{k \Delta t}^{t}\left\langle D \Psi_{\Delta t}^{j}(\tilde{X}(s)), S_{\Delta t} d W(s)\right\rangle .
\end{aligned}
$$

This expansion gives the decomposition

$$
b_{k}^{2}=b_{k}^{2,1}+b_{k}^{2,2}+b_{k}^{2,3}+b_{k}^{2,4},
$$

with

$$
\begin{aligned}
b_{k}^{2,1} & =\int_{k \Delta t}^{(k+1) \Delta t} \int_{k \Delta t}^{t} \sum_{i \in \mathbb{N}} \frac{1}{\left(1+\lambda_{i} \Delta t\right)^{2}} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), D^{2} \Psi_{\Delta t}(\tilde{X}(s)) \cdot\left(e_{i}, e_{i}\right)\right\rangle\right] d s d t \\
b_{k}^{2,2} & =\int_{k \Delta t}^{(k+1) \Delta t} \int_{k \Delta t}^{t} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), D \Psi_{\Delta t}(\tilde{X}(s)) \cdot\left(S_{\Delta t} A X_{k}\right)\right\rangle\right] d s d t \\
b_{k}^{2,3} & =\int_{k \Delta t}^{(k+1) \Delta t} \int_{k \Delta t}^{t} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), D \Psi_{\Delta t}(\tilde{X}(s)) \cdot\left(S_{\Delta t} \Psi_{\Delta t}\left(X_{k}\right)\right)\right\rangle\right] d s d t, \\
b_{k}^{2,4} & =\int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\sum_{j=1}^{\infty}\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), e_{j}\right\rangle \int_{k \Delta t}^{t}\left\langle D \Psi_{\Delta t}^{j}(\tilde{X}(s)), S_{\Delta t} d W(s)\right\rangle\right] d t .
\end{aligned}
$$

Treatment of $b_{k}^{1}$. Thanks to Theorem 4.1 and Lemma 6.1 .

$$
\begin{aligned}
\left|b_{k}^{1}\right| & \leq C_{2 \alpha}\left(T, \Delta t_{0},\left.x\right|_{E}\right) \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{2 \alpha}} d t\left(\mathbb{E}\left|(-A)^{-2 \alpha}\left(I-S_{\Delta t}\right) \Psi_{\Delta t}\left(X_{k}\right)\right|_{H}^{2}\right)^{\frac{1}{2}} \\
& \leq C_{2 \alpha}\left(T, \Delta t_{0},|x|_{E}\right) \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{2 \alpha}} d t \Delta t^{2 \alpha} .
\end{aligned}
$$

Treatment of $b_{k}^{2,1}$. Let $\alpha \in\left[0, \frac{1}{2}\right.$ ). Thanks to Theorem 4.1 and Lemma 6.1, and to the inequality $\left|D^{2} \Psi_{\Delta t}(x) .\left(e_{i}, e_{i}\right)\right|_{H} \leq C\left(1+|x|_{E}\right)^{M}\left|e_{i}\right|_{E}^{2}$,

$$
\left|b_{k}^{2,1}\right| \leq C_{0}\left(T, \Delta t_{0},|x|_{E}\right) \sum_{i \in \mathbb{N}} \frac{\Delta t^{2}}{\left(1+\Delta t \lambda_{i}\right)^{2}} \leq C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right) \sum_{i \in \mathbb{N}} \frac{1}{\lambda_{i}^{1-\alpha}} \Delta t^{1+\alpha}
$$

Treatment of $b_{k}^{2,2}$. A decomposition $b_{k}^{2,2}=b_{k}^{2,2,1}+b_{k}^{2,2,2}+b_{k}^{2,2,3}$ into three terms is required:
$b_{k}^{2,2,1}=\int_{k \Delta t}^{(k+1) \Delta t} \int_{k \Delta t}^{t} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), D \Psi_{\Delta t}(\tilde{X}(s)) \cdot\left(A S_{\Delta t}^{k+1} x\right)\right\rangle\right] d s d t$,
$b_{k}^{2,2,2}=\int_{k \Delta t}^{(k+1) \Delta t} \int_{k \Delta t}^{t} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), D \Psi_{\Delta t}(\tilde{X}(s))\left(\Delta t \sum_{\ell=0}^{k-1} A S_{\Delta t}^{k-\ell+1} \Psi_{\Delta t}\left(X_{\ell}\right)\right)\right\rangle\right] d s d t$,
$b_{k}^{2,2,3}=\int_{k \Delta t}^{(k+1) \Delta t} \int_{k \Delta t}^{t} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), D \Psi_{\Delta t}(\tilde{X}(s)) \cdot\left(\sum_{\ell=0}^{k-1} \int_{\ell \Delta t}^{(\ell+1) \Delta t} A S_{\Delta t}^{k-\ell+1} d W(r)\right)\right\rangle\right] d s d t$.
Let $\alpha \in\left[0, \frac{1}{2}\right)$. Thanks to Theorem 4.1. Lemma 6.1, and to inequalities already used above, the terms $b_{k}^{2,2,1}$ and $b_{k}^{2,2,2,}$ are treated as follows. First,

$$
\begin{aligned}
\left|b_{k}^{2,2,1}\right| & \leq C_{0}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t^{2}\left\|A^{2 \alpha} S_{\Delta t}^{k}\right\|_{\mathcal{L}(H)}\left\|A^{1-2 \alpha} S_{\Delta t}\right\|_{\mathcal{L}(H)}|x|_{H} \\
& \leq C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t^{1+2 \alpha} \frac{1}{(k \Delta t)^{2 \alpha}}
\end{aligned}
$$

Second,

$$
\begin{aligned}
\left|b_{k}^{2,2,2}\right| & \leq C_{0}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t^{2}\left(\mathbb{E}\left|\Delta t \sum_{\ell=0}^{k-1} A S_{\Delta t}^{k-\ell+1} \Psi_{\Delta t}\left(X_{\ell}\right)\right|_{H}^{2}\right)^{\frac{1}{2}} d s d t \\
& \leq C_{0}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t^{2} \Delta t \sum_{\ell=0}^{k-1}\left\|A^{2 \alpha} S_{\Delta t}^{k}\right\|_{\mathcal{L}(H)}\left\|A^{1-2 \alpha} S_{\Delta t}\right\|_{\mathcal{L}(H)} \\
& \leq C\left(T, \Delta t_{0},|x|_{E}\right) \Delta t^{1+2 \alpha},
\end{aligned}
$$

using that $\Delta t \sum_{\ell=0}^{k-1} \frac{1}{((k-\ell) \Delta t)^{2 \alpha}} \leq C_{\alpha}(T)<\infty$ for $\alpha \in\left[0, \frac{1}{2}\right)$.
It remains to treat $b_{k}^{2,2,3}$. Using the Malliavin calculus duality formula (34) and the chain rule,

$$
\begin{aligned}
b_{k}^{2,2,3} & =\int_{t_{k}}^{t_{k+1}} \int_{t_{k}}^{t} \sum_{\ell=0}^{k-1} \int_{t_{\ell}}^{t_{\ell+1}} \sum_{j \in \mathbb{N}} \mathbb{E}\left[D^{2} u^{(\Delta t)}(T-t, \tilde{X}(t)) \cdot\left(D \Psi_{\Delta t}(\tilde{X}(s)) \cdot\left(A S_{\Delta t}^{k-\ell+1} e_{j}\right), \mathcal{D}_{r}^{e_{j}} \tilde{X}(t)\right)\right] d r d s d t \\
& +\int_{t_{k}}^{t_{k+1}} \int_{t_{k}}^{t} \sum_{\ell=0}^{k-1} \int_{t_{\ell}}^{t_{\ell+1}} \sum_{j \in \mathbb{N}} \mathbb{E}\left[\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), D^{2} \Psi_{\Delta t}(\tilde{X}(s)) \cdot\left(A S_{\Delta t}^{k-\ell+1} e_{j}, \mathcal{D}_{r}^{e_{j}} \tilde{X}(s)\right)\right\rangle\right] d r d s d t .
\end{aligned}
$$

Let $\eta \in\left(\frac{1}{4}, 1\right)$, which allows us to use inequality (2). Thanks to Theorems 4.1 and 4.2 , Lemmas 6.1 and 6.4 .

$$
\begin{aligned}
\left|b_{k}^{2,2,3}\right| & \leq \Delta t^{2} \sum_{\ell=0}^{k-1} \sum_{j \in \mathbb{N}}\left(\Delta t C_{0}\left(T, \Delta t_{0},|x|_{E}\right)+\int_{k \Delta t}^{(k+1) \Delta t} \frac{C_{\eta}\left(T, \Delta t_{0},|x|_{E}\right)}{(T-t)^{\eta}} d t\right)\left|A S_{\Delta t}^{k-\ell+1} e_{j}\right|_{H} \\
& \leq C\left(T, \Delta t_{0},|x|_{E}\right) \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{\eta}} d t \Delta t \sum_{\ell=0}^{k-1}\left\|(-A)^{2 \alpha} S_{\Delta t}^{k-\ell}\right\|_{\mathcal{L}(H)} \sum_{j \in \mathbb{N}} \frac{\lambda_{j}^{1-2 \alpha} \Delta t}{1+\lambda_{j} \Delta t} \\
& \leq C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right) \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{\eta}} d t \Delta t^{\alpha} .
\end{aligned}
$$

Finally,

$$
\left|b_{k}^{2,2}\right| \leq C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right) \int_{k \Delta t}^{(k+1) \Delta t}\left(1+\frac{1}{t^{2 \alpha}}+\frac{1}{(T-t)^{2 \alpha}}\right) d t \Delta t^{\alpha}
$$

Treatment of $b_{k}^{2,3}$. Applying Theorem 4.1 and Lemma 6.1 directly gives

$$
\left|b_{k}^{2,3}\right| \leq C_{0}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t^{2}
$$

Treatment of $b_{k}^{2,4}$. Using the Malliavin calculus duality formula (34) and the chain rule,

$$
\begin{aligned}
b_{k}^{2,4} & =\int_{k \Delta t}^{(k+1) \Delta t} \mathbb{E}\left[\sum_{j \in \mathbb{N}}\left\langle D u^{(\Delta t)}(T-t, \tilde{X}(t)), e_{j}\right\rangle \int_{k \Delta t}^{t}\left\langle D \Psi_{\Delta t}^{j}(\tilde{X}(s)), S_{\Delta t} d W(s)\right\rangle\right] d t \\
& =\int_{k \Delta t}^{{ }^{(k+1) \Delta t}} \int_{k \Delta t}^{t} \sum_{i, j \in \mathbb{N}} \mathbb{E}\left[D^{2} u^{(\Delta t)}(T-t, \tilde{X}(t)) \cdot\left(e_{j}, \mathcal{D}_{s}^{e_{i}} \tilde{X}(t)\right)\left\langle D \Psi_{\Delta t}^{j}(\tilde{X}(s)), S_{\Delta t} e_{i}\right\rangle\right] d s d t \\
& =\int_{k \Delta t}^{(k+1) \Delta t} \int_{k \Delta t}^{t} \sum_{i \in \mathbb{N}} \mathbb{E}\left[D^{2} u^{(\Delta t)}(T-t, \tilde{X}(t)) \cdot\left(D \Psi_{\Delta t}(\tilde{X}(s)) S_{\Delta t} e_{i}, \mathcal{D}_{s}^{e_{i}} \tilde{X}(t)\right)\right] d s d t \\
& =\int_{k \Delta t}^{(k+1) \Delta t} \int_{k \Delta t}^{t} \sum_{i \in \mathbb{N}} \mathbb{E}\left[D^{2} u^{(\Delta t)}(T-t, \tilde{X}(t)) \cdot\left(D \Psi_{\Delta t}(\tilde{X}(s)) S_{\Delta t} e_{i}, S_{\Delta t} e_{i}\right)\right] d s d t
\end{aligned}
$$

indeed $\mathcal{D}_{s} \tilde{X}(t)=S_{\Delta t}$ for $k \Delta t \leq s \leq t \leq(k+1) \Delta t$.
Let $\alpha \in\left(0, \frac{1}{2}\right)$. Thanks to Theorem 4.2 and Lemma 6.1.

$$
\begin{aligned}
\left|b_{k}^{4}\right| & \leq C_{0, \alpha}\left(T,|x|_{E}\right) \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{\alpha}} d t \sum_{i \in \mathbb{N}} \frac{\Delta t}{\lambda_{i}^{\alpha}\left(1+\lambda_{i} \Delta t\right)^{2}} \\
& \leq C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right) \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{\alpha}} d t \sum_{i=1}^{\infty} \frac{1}{\lambda_{i}^{1-\alpha}} \Delta t^{2 \alpha}
\end{aligned}
$$

Conclusion. Gathering estimates above, for all $\alpha \in\left[0, \frac{1}{2}\right)$,

$$
\sum_{k=1}^{N-1}\left|b_{k}\right| \leq C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t^{\alpha} \sum_{k=1}^{N-1} \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{t^{\beta_{1}(\alpha)}(T-t)^{\beta_{2}(\alpha)}} d t
$$

with two parameters $\beta_{1}(\alpha), \beta_{2}(\alpha) \in[0,1)$. Therefore

$$
\sum_{k=1}^{N-1} \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{t^{\beta_{1}(\alpha)}(T-t)^{\beta_{2}(\alpha)}} d t \leq \int_{0}^{T} \frac{1}{t^{\beta_{1}(\alpha)}(T-t)^{\beta_{2}(\alpha)}} d t<\infty
$$

This concludes the second part of the proof of Lemma 6.3.
6.2.4. Proof of Lemma 6.3, Part 3. It remains to treat $\sum_{k=1}^{N-1}\left|c_{k}\right|$.

Thanks to Theorem 4.2, and to Lemma 6.1, for $\epsilon \in(0,1-2 \alpha)$, using $(-A)^{-\beta} e_{j}=\lambda_{j}^{-\beta} e_{j}$,

$$
\begin{aligned}
\left|c_{k}\right| & \leq C_{2 \alpha+\epsilon}\left(T, \Delta t_{0},|x|_{E}\right) \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{2 \alpha+\epsilon}} d t \sum_{j \in \mathbb{N}} \frac{\lambda_{j}^{-2 \alpha-\epsilon}\left(\lambda_{j} \Delta t\right)^{2}}{\left(1+\lambda_{j} \Delta t\right)^{2}} \\
& \leq C_{2 \alpha+\epsilon}\left(T, \Delta t_{0},|x|_{E}\right) \int_{k \Delta t}^{(k+1) \Delta t} \frac{1}{(T-t)^{2 \alpha+\epsilon}} d t \sum_{j \in \mathbb{N}} \frac{\Delta t^{\frac{3 \alpha}{2}}}{\lambda_{j}^{\frac{\alpha}{2}+\epsilon}} .
\end{aligned}
$$

Since $\sum_{j \in \mathbb{N}} \frac{1}{\lambda_{j}^{\frac{\alpha}{2}+\epsilon}}<\infty$, this gives, for all $\alpha \in\left[0, \frac{1}{2}\right)$,

$$
\sum_{k=1}^{N-1}\left|c_{k}\right| \leq C_{\alpha}\left(T, \Delta t_{0},|x|_{E}\right) \Delta t^{\alpha}
$$

6.2.5. Conclusion. Gathering the estimates on $\sum_{k=1}^{N-1}\left|a_{k}\right|, \sum_{k=1}^{N-1}\left|b_{k}\right|$ and $\sum_{k=1}^{N-1}\left|c_{k}\right|$, concludes the proof of Lemma 6.3.

### 6.3. Proof of Lemmas 6.1 and 6.4.

Proof of Lemma 6.1. Let $\left(\omega_{n}\right)_{n \in \mathbb{N}}$ be given by

$$
\omega_{n}=\sum_{k=0}^{n-1} S_{\Delta t}^{n-k-1}(W((k+1) \Delta t)-W(k \Delta t))
$$

which solves $\omega_{n+1}=S_{\Delta t} \omega_{n}+S_{\Delta t}(W((n+1) \Delta t)-W(n \Delta t))$.
Then (see [8]), there exists $C\left(T, \Delta t_{0}, M\right) \in(0, \infty)$ such that

$$
\mathbb{E}\left[\sup _{0 \leq n \leq N}\left|X_{n}\right|_{E}^{M}+\sup _{0 \leq n \leq N}\left|\omega_{n}\right|_{E}^{M}\right] \leq C\left(T, \Delta t_{0}, M\right)\left(1+|x|_{E}\right)^{M}
$$

Recall that $A S_{\Delta t}=\frac{S_{\Delta t}-I}{\Delta t}$, and that $\left\|S_{\Delta t}\right\|_{\mathcal{L}(E)} \leq 1$.
For $n \Delta t \leq t \leq(n+1) \Delta t \leq T$, using (33),

$$
\begin{aligned}
\left(\mathbb{E}|\tilde{X}(t)|_{E}^{M}\right)^{\frac{1}{M}} & \leq\left(\mathbb{E}\left|X_{n}\right|_{E}^{M}\right)^{\frac{1}{M}}+2 \frac{t-n \Delta t}{\Delta t}\left(\mathbb{E}\left|X_{n}\right|_{E}^{M}\right)^{\frac{1}{M}}+(t-n \Delta t)\left(\mathbb{E}\left|\Psi_{\Delta t}\left(X_{n}\right)\right|_{E}\right)^{\frac{1}{M}} \\
& +\left(\mathbb{E} \left\lvert\, S_{\Delta t}\left(W(t)-\left.W(n \Delta t)\right|_{E} ^{M}\right)^{\frac{1}{M}}\right.\right. \\
& \leq C\left(1+|x|_{E}+|x|_{E}^{3}\right)+\frac{(t-n \Delta t)^{\frac{1}{2}}}{\Delta t^{\frac{1}{2}}}\left(\mathbb{E} \left\lvert\, S_{\Delta t}\left(W((n+1) \Delta t)-\left.W(n \Delta t)\right|_{E} ^{M}\right)^{\frac{1}{M}}\right.\right.
\end{aligned}
$$

and it remains to observe that $S_{\Delta t}\left(W((n+1) \Delta t)-W(n \Delta t)=\omega_{n+1}-S_{\Delta t} \omega_{n}\right.$, and to use the estimate above.

This concludes the proof of Lemma 6.1.
Proof of Lemma 6.4. Introduce the following notation: for every $s \in[0, T], \ell_{s}=\left\lfloor\frac{s}{\Delta t}\right\rfloor \in$ $\{0, \ldots, N\}$.

If $\ell_{s} \geq k$, then $s \geq k \Delta t$, and by definition of the Malliavin derivative, $\mathcal{D}_{s} X_{k}=0$.
Note that $X_{\ell_{s}+1}=S_{\Delta t} \Phi_{\Delta t}\left(X_{\ell_{s}}\right)+S_{\Delta t}\left(W\left(\left(\ell_{s}+1\right) \Delta t\right)-W\left(\ell_{s} \Delta t\right)\right)$, thus $\mathcal{D}_{s} X_{\ell_{s}+1}=S_{\Delta t}$.
Finally, if $k \geq \ell_{s}+1$, using the chain rule, for all $h \in H$,

$$
\mathcal{D}_{s}^{h} X_{k+1}=\mathcal{D}_{s}^{h}\left(\Phi_{\Delta t}\left(X_{k}\right)\right)=\Phi_{\Delta t}^{\prime}\left(X_{k}\right) \mathcal{D}_{s}^{h} X_{k},
$$

and since $\Phi_{\Delta t}^{\prime}$ is globally Lipschitz continuous, thanks to Lemma 2.1,

$$
\left|\mathcal{D}_{s}^{h}\left(X_{k+1}\right)\right|_{H} \leq e^{\Delta t}\left|\mathcal{D}_{s}^{h} X_{k}\right| \leq e^{T}\left|\mathcal{D}_{s}^{h} X_{\ell_{s}+1}\right|_{H} \leq e^{T}|h|_{H} .
$$

Finally, for $0 \leq s<k \Delta t \leq t \leq(k+1) \Delta t \leq T$, and $h \in H$, using the chain rule and (33),

$$
\begin{aligned}
\left|\mathcal{D}_{s}^{h} \tilde{X}(t)\right|_{H} & \leq\left|\mathcal{D}_{s}^{h} \tilde{X}(t)\right|_{H}+(t-n \Delta t)\left|A S_{\Delta t} \mathcal{D}_{s}^{h} \tilde{X}(t)\right|_{H} \\
& +(t-n \Delta t)\left|S_{\Delta t} \Psi_{\Delta t}^{\prime}\left(X_{k}\right) \mathcal{D}_{s}^{h} X_{k}\right|_{H} \\
& \leq\left(3+\Delta t\left|\Psi_{\Delta t}^{\prime}\left(X_{k}\right)\right|_{E}\right)\left|\mathcal{D}_{s}^{h} X_{k}\right|_{H}
\end{aligned}
$$

and using the estimate above concludes the proof of Lemma 6.4 .
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