open science

# Automated Security Proof for Symmetric Encryption Modes 

Martin Gagné, Pascal Lafourcade, Yassine Lakhnech, Reihaneh Safavi-Naini

## To cite this version:

Martin Gagné, Pascal Lafourcade, Yassine Lakhnech, Reihaneh Safavi-Naini. Automated Security Proof for Symmetric Encryption Modes. Advances in Computer Science - ASIAN 2009. Information Security and Privacy, 13th Asian Computing Science Conference,, Dec 2009, Séoul, South Korea. hal-01759935

HAL Id: hal-01759935

## https://hal.science/hal-01759935

Submitted on 5 Apr 2018

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d'enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

# Automated Security Proof for Symmetric Encryption Modes. * 

Martin Gagné ${ }^{2}$, Pascal Lafourcade ${ }^{1}$, Yassine Lakhnech ${ }^{1}$, and Reihaneh Safavi-Naini ${ }^{2}$<br>${ }^{1}$ Université Grenoble 1, CNRS,Verimag, FRANCE<br>${ }^{2}$ Department of Computer Science, University of Calgary, Canada


#### Abstract

We presents a compositional Hoare logic for proving semantic security of modes of operation for symmetric key block ciphers. We propose a simple programming language to specify encryption modes and an assertion language that allows to state invariants and axioms and rules to establish such invariants. The assertion language consists of few atomic predicates. We were able to use our method to verify semantic security of several encryption modes including Cipher Block Chaining (CBC), Cipher Feedback mode (CFB), Output Feedback (OFB), and Counter mode (CTR).


## 1 Introduction

A block cipher algorithm (e.g. AES, Blowfish, DES, Serpent and Twofish) is a symmetric key algorithm that takes a fixed size input message block and produces a fixed size output block. A mode of operation is a method of using a block cipher on an arbitrary length message. Important modes of operation are Electronic Code Book (ECB), Cipher Block Chaining (CBC), Cipher FeedBack mode (CFB), Output FeedBack (OFB), and Counter mode (CTR). Modes of operations have different applications and provide different levels of security and efficiency. An important question when a mode of operation is used for encryption is the level of security that the mode provides, assuming the underlying block cipher is secure. The answer to this question is not straightforward. For example if one uses the naive ECB mode with a "secure" block cipher, then the encryption scheme obtained is not even IND-CPA secure. Others, like CBC or CTR, will provide confidentiality only if the initial vector (IV) is chosen adequately.

Recent years have seen an explosion of new modes of operation for block cipher (IACBC, IAPM [19], XCB [23], TMAC [18, 20], HCTR [5], HCH [7], EMU [15], EMU* [12], PEP [6], OMAC [16, 17], TET [13], CMC [14], GCM [24], EAX [4], XEX [25], TAE, TCH, TBC [22, 28] to name only a few). These new modes of operation often offer improved security guarantees, or additional security features. They also tend to be more complex than the traditional modes of operations, and arguments for proving their security can similarly become much

[^0]more complicated - sometimes so complicated that flaws in the security proofs could go unnoticed for years.

Proofs generated by automated verification tools can provide us with an independent argument for the security of modes of operation, thereby increasing our confidence in the security of cryptographic protocols. While the rules used by the prover must also be proven by humans, and are therefore also susceptible to error, they tend to be much simpler than the protocols they will be used to check, which ensures that mistakes are far less likely to go unnoticed. In this paper, we take a first step towards building an automated prover for modes of operation, and show how to automatically generate proofs for many traditional block cipher modes of operation.

Contributions: We propose a compositional Hoare logic for proving semantic security of modes of operation for symmetric key block ciphers. We notice that many modes use a small set of operations such as xor, concatenation, and selection of random values. We introduce a simple programming language to specify encryption modes and an assertion language that allows to state invariants and axioms and rules to establish such invariants. The assertion language requires only four predicates: one that allows us to express that the value of a variable is indistinguishable from a random value when given the values of a set of variables, one that states that an expression has not been yet submitted to the block cipher, and two bookkeeping predicates that allow us to keep track of 'fresh' random values and counters. Transforming the Hoare logic into an (incomplete) automated verification procedure is quite standard. Indeed, we can interpret the logic as a set of rules that tell us how to propagate the invariants backwards. Using our method, an automated prover could verify semantic security of several encryption modes including CBC, CFB, CTR and OFB. Of course our system does not prove ECB mode, because ECB is not semantically secure.

Related Work: Security of symmetric encryption modes have been studied for a long time by the cryptographers. In [1] the authors presented different concrete security notions for symmetric encryption in a concrete security framework. For instance, they give a security analysis of CBC mode. In [2] a security analysis of the encryption mode CBC-MAC [21]. In [26] they propose a new encryption mode called OCB for efficient authenticated encryption and provide a security analysis of this new mode. Many other works present proofs of encryption modes.

Other works try to encode security of symmetric encryption modes as a non-interference property for programs with deterministic encryption. For example, [9] presents a computationally sound type system with exact security bounds for such programs. This type system has been applied to verify some symmetric encryption modes. The logic presented in this paper can be used to give a more structured soundness proof for the proposed type system. Moreover, we believe that our logic is more expressive and can be more easily adapted to more encryption modes.

A first important feature of our method is that it is not based on a global reasoning and global program transformation as it is the case for the game-based approach [3, 27].

In [8], the authors proposed an automatic method for proving semantic security for asymmetric generic encryption schemes. Our work continues that line of work. We extend the input language and axioms of the Hoare logic of [8] in order to capture symmetric encryption modes.

Outline: In Section 2 we introduce the material for describing the encryption modes. In Section 3, we present our Hoare Logic for analyzing the semantic security of encryption modes described with the grammar given in the previous section. Finally before concluding in the last section, we apply our method to some examples in Section 4.

## 2 Definitions

### 2.1 Notation and Conventions

For simplicity, over this paper, we assume that all variables range over large domains, whose cardinality is exponential in the security parameter $\eta$. We also assume that all programs have length polynomial in $\eta$.

A block cipher is a function $\mathcal{E}:\{0,1\}^{k} \times\{0,1\}^{\eta} \rightarrow\{0,1\}^{\eta}$ such that for each $K \in\{0,1\}^{k}, \mathcal{E}(K, \cdot)$ is a permutation. It takes as input a $k$-bit key and an $\eta$-bit message block, and returns an $\eta$-bit string. We often denote by $\mathcal{E}(x)$ the application of the block cipher to the message block $x$. We omit the key used every time to simplify the notation, but it is understood that a key was selected at random at the beginning of the experiment and remains the same throughout.

For a mode of operation $M$, we denote by $\mathcal{E}_{M}$ the encryption function described by $M$ using block cipher $\mathcal{E}$.

For a probability distribution $\mathcal{D}$, we denote by $x \stackrel{\$}{\leftrightarrows}$ the operation of sampling a value $x$ according to distribution $\mathcal{D}$. If $S$ is a finite set, we denote by $x \stackrel{\$}{\leftarrow} S$ the operation of sampling $x$ uniformly at random among the values in $S$.

Given two distribution ensembles $X=\left\{X_{\eta}\right\}_{\eta \in \mathbb{N}}$ and $X^{\prime}=\left\{X_{\eta}^{\prime}\right\}_{\eta \in \mathbb{N}}$, an algorithm $\mathcal{A}$ and $\eta \in \mathbb{N}$, we define the advantage of $\mathcal{A}$ in distinguishing $X_{\eta}$ and $X_{\eta}^{\prime}$ as the following quantity:

$$
\operatorname{Adv}\left(\mathcal{A}, \eta, X, X^{\prime}\right)=\operatorname{Pr}\left[x \stackrel{\$}{\leftarrow} X_{\eta}: \mathcal{A}(x)=1\right]-\operatorname{Pr}\left[x \stackrel{\$}{\leftarrow} X_{\eta}^{\prime}: \mathcal{A}(x)=1\right]
$$

Two distribution ensembles $X$ and $X^{\prime}$ are called indistinguishable, denoted by $X \sim X^{\prime}$, if $\operatorname{Adv}\left(\mathcal{A}, \eta, X, X^{\prime}\right)$ is negligible as a function of $\eta$ for every probabilistic polynomial-time algorithm $\mathcal{A}$.

### 2.2 Grammar

We introduce our language for defining a generic encryption mode. The commands are given by the grammar of Figure 1, where:

$$
-x \stackrel{\$}{\leftarrow} \mathcal{U} \text { denotes uniform sampling of a value and assigning it to } x
$$

$-x:=\mathcal{E}(y)$ denotes application of the block cipher $\mathcal{E}$ to the value of $y$ and assigning the result to $x$.

- Similarly for $x:=\mathcal{E}^{-1}(y)$, where $\mathcal{E}^{-1}$ denotes the inverse function of $\mathcal{E}$.
$-x:=y \oplus z$ denotes application of the exclusive-or operator to the values of $y$ and $z$ and assigning the result to $x$.
$-x:=y \| z$ represents the concatenation of the values of $y$ and $z$.
$-x:=y[n, m]$ assigns to $x$ the bits at positions between $n$ and $m$ in the bit-string value of $y$. I.e., for a bit-string $b s=b_{1} \ldots b_{k}$, where the $b_{i}$ 's are bits, $b s[n, m]$ denotes the bits-string $b_{n} \ldots b_{m}{ }^{1}$. Then, $x:=y[n, m]$ assigns $b s[n, m]$ to $x$, where $b s$ is the value of $y$. Here, $n$ and $m$ are polynomials in the security parameter $\eta$.
$-x:=y+1$ increments by one the value of $y$ and assigns the result to $x$. The operation is carried modulo $2^{\eta}$.
$-c_{1} ; c_{2}$ is the sequential composition of $c_{1}$ and $c_{2}$.

$$
\begin{aligned}
\mathrm{c}::= & x \stackrel{\$}{\leftarrow} \mathcal{U}|x:=\mathcal{E}(y)| x:=\mathcal{E}^{-1}(y)|x:=y \oplus z| x:=y \| z|x:=y[n, m]| \\
& |x:=y+1| c_{1} ; c_{2}
\end{aligned}
$$

Fig. 1. Language grammar

### 2.3 Generic Encryption Mode

We can now formally define a mode of encryption.
Definition 1 (Generic Encryption Mode). A generic encryption mode $M$ is represented by $\mathcal{E}_{M}\left(m_{1}|\ldots| m_{i}, c_{0}|\ldots| c_{i}\right)$ : var $\boldsymbol{x}_{\boldsymbol{i}} ; c_{i}$, where $\boldsymbol{x}_{\boldsymbol{i}}$ is the set of variables used in $c_{i}$, all commands of $c_{i}$ are built using the grammar described in Figure 1, each $m_{j}$ is a message blocks, and each $c_{j}$ is a cipher block, both of size $n$ according to the input length of the block cipher $\mathcal{E}$.

We add the additional block $c_{0}$ to the ciphertext because encryption modes are usually generate ciphertexts longer than the message. In all examples in this paper, $c_{0}$ will be the initialization vector (IV). The definition can easily be extended for encryption modes that also add one or more blocks at the end.

In Figure 2, we present the famous encryption mode $\mathcal{E}_{C B C}$ for a message of three blocks.

### 2.4 Semantics

In addition to the variables in Var, ${ }^{2}$ we consider a variable $\mathcal{T}_{E}$ that records the values on which $\mathcal{E}$ was computed and cannot be accessed by the adversary.

[^1]\[

$$
\begin{aligned}
& \mathcal{E}_{C B C}\left(m_{1}\left|m_{2}\right| m_{3}, I V\left|c_{1}\right| c_{2} \mid c_{3}\right): \\
& \operatorname{var} z_{1}, z_{2}, z_{3} ; \\
& I V \stackrel{\&}{\leftarrow} \mathcal{U} \\
& z_{1}:=I V \oplus m_{1} ; \\
& c_{1}:=\mathcal{E}\left(z_{1}\right) \\
& z_{2}:=c_{1} \oplus m_{2} ; \\
& c_{2}:=\mathcal{E}\left(z_{2}\right) \\
& z_{3}:=c_{2} \oplus m_{3} \\
& c_{3}:=\mathcal{E}\left(z_{3}\right)
\end{aligned}
$$
\]

Fig. 2. Description of $\mathcal{E}_{C B C}$

Thus, we consider states that assign bit-strings to the variables in Var and lists of pairs of bit-strings to $\mathcal{T}_{E}$. Given a state $S, S\left(\mathcal{T}_{E}\right)$.dom and $S\left(\mathcal{T}_{E}\right)$.res denote the lists obtained by projecting each pair in $S\left(\mathcal{T}_{E}\right)$ to its first and second element respectively.

The state also contains two sets of variables, F and C, which are used for bookkeeping purposes. The set $F$ contains the variables with values that were sampled at random or obtained as a result of the computation of the block cipher, and have not yet been operated on. Those values are called fresh random values. The set C contains the variables whose value are the most recent increment of a counter that started at a fresh random value.

A program takes as input a configuration $(S, \mathcal{E})$ and yields a distribution on configurations. A configuration is composed of a state $S$, a block cipher $\mathcal{E}$. Let $\Gamma_{\mathcal{E}}$ denote the set of configurations and $\operatorname{Dist}\left(\Gamma_{\mathcal{E}}\right)$ the set of distributions on configurations. The semantics is given in Table 1. In the table, $\delta(x)$ denotes the Dirac measure, i.e. $\operatorname{Pr}[x]=1$ and $\mathcal{T}_{E} \mapsto S\left(\mathcal{T}_{E}\right) \cdot(x, y)$ denotes the addition of element $(x, y)$ to $\mathcal{T}_{E}$. Notice that the semantic function of commands can be lifted in the usual way to a function from $\operatorname{Dist}\left(\Gamma_{\mathcal{E}}\right)$ to $\operatorname{Dist}\left(\Gamma_{\mathcal{E}}\right)$. That is, let $\phi: \Gamma_{\mathcal{E}} \rightarrow \operatorname{DIST}\left(\Gamma_{\mathcal{E}}\right)$ be a function. Then, $\phi$ defines a unique function $\phi^{*}$ : $\operatorname{Dist}\left(\Gamma_{\mathcal{E}}\right) \rightarrow \operatorname{DIST}\left(\Gamma_{\mathcal{E}}\right)$ obtained by point-wise application of $\phi$. By abuse of notation we also denote the lifted semantics by $\llbracket c \rrbracket$.
$A$ notational convention. It is easy to see that commands never alter $\mathcal{E}$. Therefore, we can, without ambiguity, write $S^{\prime} \stackrel{\$}{\leftarrow} c \rrbracket(S, \mathcal{E})$ instead of $\left(S^{\prime}, \mathcal{E}\right) \stackrel{\$}{\leftarrow}$ $\llbracket c \rrbracket(S, \mathcal{E})$.

Here, we are only interested in distributions that can be constructed in polynomial time. We denote their set by $\operatorname{Dist}(\Gamma, \mathcal{F})$, where $\mathcal{F}$ is a family of block ciphers, and is defined as the set of distributions of the form:

$$
\left[\mathcal{E} \stackrel{\$}{\leftarrow} \mathcal{F}\left(1^{\eta}\right) ; S \stackrel{\$}{\leftarrow} \llbracket p \rrbracket(I, \mathcal{E}):(S, \mathcal{E})\right]
$$

where $p$ is a program with a polynomial number of commands, and $I$ is the "initial" state, in which all variables are undefined and all lists and sets are empty.

$$
\begin{aligned}
& \llbracket x \stackrel{\oiint}{\leftrightarrows} \mathcal{U} \rrbracket(S, \mathcal{E})=[u \stackrel{\oiint}{\leftarrow} \mathcal{U}:(S\{x \mapsto u, \mathrm{~F} \mapsto \mathrm{~F} \cup\{x\}, \mathrm{C} \mapsto \mathrm{C} \backslash\{x\}\}, \mathcal{E})] \\
& \llbracket x:=\mathcal{E}(y) \rrbracket(S, \mathcal{E})= \\
& \int \delta(S\{x \mapsto v, F \mapsto F \cup\{x\} \backslash\{y\}, \mathrm{C} \mapsto \mathrm{C} \backslash\{x\}\}, \mathcal{E}) \text { if }(S(y), v) \in S\left(\mathcal{T}_{E}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \llbracket x:=\mathcal{E}^{-1}(y) \rrbracket(S, \mathcal{E})=\delta\left(S\left\{x \mapsto \mathcal{E}^{-1}(S(y)), F \mapsto F \backslash\{x, y\}, \mathrm{C} \mapsto \mathrm{C} \backslash\{x\}\right\}, \mathcal{E}\right) \\
& \llbracket x:=y \oplus z \rrbracket(S, \mathcal{E})=\delta(S\{x \mapsto S(y) \oplus S(z), F \mapsto F \backslash\{x, y, z\}, \mathrm{C} \mapsto \mathrm{C} \backslash\{x\}\}, \mathcal{E}) \\
& \llbracket x:=y \| z \rrbracket(S, \mathcal{E})=\delta(S\{x \mapsto S(y) \| S(z), F \mapsto F \backslash\{x, y, z\}, \mathrm{C} \mapsto \mathrm{C} \backslash\{x\}\}, \mathcal{E}) \\
& \llbracket x:=y[n, m] \rrbracket(S, \mathcal{E})=\delta(S\{x \mapsto S(y)[n, m], F \mapsto F \backslash\{x, y\}, \mathrm{C} \mapsto \mathrm{C} \backslash\{x\}\}, \mathcal{E}) \\
& \llbracket x:=y+1 \rrbracket(S, \mathcal{E})= \\
& \{\delta(S\{x \mapsto S(y)+1, C \mapsto C \cup\{x\} \backslash\{y\}, F \mapsto F \backslash\{x, y\}\}, \mathcal{E}) \text { if } y \in S(F) \text { or } y \in S(C) \\
& \{\delta(S\{x \mapsto S(y)+1, F \mapsto F \backslash\{x, y\}, \mathrm{C} \mapsto \mathrm{C} \backslash\{x\}\}, \mathcal{E}) \text { otherwise } \\
& \llbracket c_{1} ; c_{2} \rrbracket=\llbracket c_{2} \rrbracket \circ \llbracket c_{1} \rrbracket
\end{aligned}
$$

Table 1. The semantics of the programming language

### 2.5 Security Model

## Ideal Cipher Model

We prove the modes of encryption secure in the ideal cipher model. That is, we assume that the block cipher is a pseudo-random function. ${ }^{3}$ This is a standard assumption for proving the security of any block-cipher-based scheme.

The advantage of an algorithm $\mathcal{A}$ against a family of pseudo-random function is defined as follows.

Definition 2. Let $P:\{0,1\}^{k} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ be a family of functions and let $\mathcal{A}$ be an algorithm that takes an oracle and returns a bit. The prf-advantage of $\mathcal{A}$ is defined as follows.

$$
A d v_{\mathcal{A}, P}^{p r f}=\operatorname{Pr}\left[K \stackrel{\$}{\leftarrow}\{0,1\}^{k} ; \mathcal{A}^{P(K, \cdot)}=1\right]-\operatorname{Pr}\left[R \stackrel{\$}{\leftarrow} \Phi_{n} ; \mathcal{A}^{R(\cdot)}=1\right]
$$

where $\Phi_{n}$ is the set of all functions from $\{0,1\}^{n}$ to $\{0,1\}^{n}$.
The security of a symmetric mode of operation is usually proven by first showing that the mode of operation would be secure if $\mathcal{E}$ was a random function in $\Phi_{n}$. As a result, an adversary $\mathcal{A}$ against the encryption scheme can be transformed into an adversary $\mathcal{B}$ against the block cipher (as a pseudo-random function) with a similar running time, such that $\mathcal{B}$ 's prf-advantage is similar to $\mathcal{A}$ 's advantage in breaking the encryption scheme.

## Encryption Security

Semantic security for a mode of encryption is defined as follows.

[^2]Definition 3. Let $\mathcal{E}_{M}\left(m_{1}|\ldots| m_{i}, c_{0}|\ldots| c_{i}\right): \operatorname{var} \boldsymbol{x}_{\boldsymbol{i}} ; c_{i}$ be a generic encryption mode. $A=\left(A_{1}, A_{2}\right)$ be an adversary and $X \in \operatorname{Dist}(\Gamma, \mathcal{E})$. For $\eta \in \mathbb{N}$, let

$$
\begin{aligned}
\operatorname{Adv}_{A, M}^{i n d-C P A} & (\eta, X) \\
= & 2 * \operatorname{Pr}[(S, \mathcal{E}) \stackrel{\oiint}{\leftarrow} X ; \\
& \left(x_{0}, x_{1}, p, s\right) \stackrel{\$}{\leftarrow} A_{1}^{\mathcal{O}_{1}}(\eta) ; b \stackrel{\$}{\leftarrow}\{0,1\} ; \\
& S^{\prime} \leftrightarrows \llbracket c_{p} \rrbracket\left(S\left\{m_{1}|\ldots| m_{p} \mapsto x_{b}\right\}, \mathcal{E}\right): \\
& \left.A_{2}^{\mathcal{O}_{2}}\left(x_{0}, x_{1}, s, S^{\prime}\left(c_{0}|\ldots| c_{p}\right)\right)=b\right]-1
\end{aligned}
$$

where $\mathcal{O}_{1}=\mathcal{O}_{2}$ are oracles that take a pair $(m, j)$ as input, where $m$ is a string and $j$ is the block length of $m$, and answers using the $j^{\text {th }}$ algorithm in $\mathcal{E}_{M} . A_{1}$ outputs $x_{0}, x_{1}$ such that $\left|x_{0}\right|=\left|x_{1}\right|$ and are composed of $p$ blocks. The mode of operation $M$ is semantically (IND-CPA) secure if $\operatorname{Adv}_{A, M}^{i n d-C P A}(\eta, X)$ is negligible for any constructible distribution ensemble $X$ and polynomial-time adversary $A$.

It is important to note that in this definition, an adversary against the scheme is only given oracle access to the encryption mode $\mathcal{E}_{M}$, and not to the block cipher $\mathcal{E}$ itself.

Our method verifies the security of an encryption scheme by proving that the ciphertext is indistinguishable from random bits. It is a classical result that this implies semantic security.

## 3 Proving Semantic Security

In this section, we present our Hoare logic for proving semantic (IND-CPA) security for generic encryption mode defined with our language. We prove that our logic is sound although not complete. Our logic can be used to annotate each command of our programming language with a set of invariants that hold at each point of the program for any execution.

### 3.1 Assertion Language

We consider new predicates in order to consider properties of symmetric encryption modes. We use a Hoare Logic based on the following invariants:

$$
\begin{aligned}
& \varphi::=\operatorname{true}|\varphi \wedge \varphi| \psi \\
& \psi::=\operatorname{Indis}(\nu x ; V)|F(x)| \mathrm{E}(\mathcal{E}, e) \mid \text { Rcounter }(e),
\end{aligned}
$$

where $V \subseteq$ Var and $e$ is an expression constructible out of the variables used in the program and the grammar presented in Section 2. Intuitively:

Indis $(\nu x ; V)$ : means that any adversary has negligible probability to distinguish whether he is given results of computations performed using the value of $x$ or a random value, when he is given the values of the variables in $V$.
$\mathbf{E}(\mathcal{E}, e)$ : means that the probability that the value $\mathcal{E}(e)$ has already been computed is negligible.
$F(e)$ : means $e$ is a fresh random value.
$R C$ ounter $(e)$ : means that $e$ is the most recent value of a counter that started at a fresh random value.

More formally, for each invariant $\psi$, we define that a distribution $X$ satisfies $\psi$, denoted $X \models \psi$ as follows:
$-X \models$ true.
$-X \models \varphi \wedge \varphi^{\prime}$ iff $X \models \varphi$ and $X \models \varphi^{\prime}$.
$-X \models \operatorname{Indis}(\nu x ; V)$ iff $[(S, \mathcal{E}) \stackrel{\$}{\leftarrow} X:(S(x, V), \mathcal{E})] \sim\left[(S, \mathcal{E}) \stackrel{\$}{\leftarrow} X ; u \stackrel{\$}{\leftarrow} \mathcal{U} ; S^{\prime}=\right.$ $\left.S\{x \mapsto u\}:\left(S^{\prime}(x, V), \mathcal{E}\right)\right]$
$-X \models \mathrm{E}(\mathcal{E}, e)$ iff $\operatorname{Pr}\left[(S, \mathcal{E}) \stackrel{\$}{\leftarrow} X: S(e) \in S\left(\mathcal{T}_{E}\right)\right.$.dom] is negligible.
$-X \models F(e)$ iff $\operatorname{Pr}[(S, E) \stackrel{\$}{\leftarrow} X: e \in S(\mathrm{~F})]=1$.
$-X \models R$ Counter $(e)$ iff $\operatorname{Pr}[(S, E) \stackrel{\$}{\leftrightarrows} X: e \in S(\mathrm{C})]=1$.

### 3.2 Hoare Logic Rules

We present a set of rules of the form $\{\varphi\} \subset\left\{\varphi^{\prime}\right\}$, meaning that execution of command c in any distribution that satisfies $\varphi$ leads to a distribution that satisfies $\varphi^{\prime}$. Using Hoare logic terminology, this means that the triple $\{\varphi\} \subset\left\{\varphi^{\prime}\right\}$ is valid. We group rules together according to their corresponding commands. We do not provide rules for the commands $x:=\mathcal{E}^{-1}(y)$ or $x:=y[n, m]$ since those commands are only used during decryption.

Notation: For a set $V$, we write $V, x$ as a shorthand for $V \cup\{x\}, V-x$ as a shorthand for $V \backslash\{x\}$, and $\operatorname{Indis}(\nu x)$ as a shorthand for Indis( $\nu x ; \operatorname{Var})$.

## Random Assignment:

$-(\mathrm{R} 1)\{$ true $\} x \stackrel{\$}{\leftarrow} \mathcal{U}\{F(x) \wedge \operatorname{Indis}(\nu x) \wedge \mathrm{E}(\mathcal{E}, x)\}$

- (R2) $\{\operatorname{Indis}(\nu y ; V)\} x \stackrel{\$}{\leftarrow} \mathcal{U}\{\operatorname{Indis}(\nu y ; V, x)\}$


## Increment:

- (I1) $\{F(y)\} x:=y+1\{$ RCounter $(x) \wedge \mathrm{E}(\mathcal{E}, x)\}$
- (I2) $\{$ RCounter $(y)\} x:=y+1\{$ RCounter $(x) \wedge \mathrm{E}(E, x)\}$
- (I3) $\{\operatorname{Indis}(\nu z ; V)\} x:=y+1\{\operatorname{Indis}(\nu z ; V-x)\}$ if $z \neq x, y$ and $y \notin V$


## Xor operator:

- (X1) $\{\operatorname{Indis}(\nu y ; V, y, z)\} x:=y \oplus z\{\operatorname{Indis}(\nu x ; V, x, z)\}$ where $x, y, z \notin V$,
- (X2) $\{\operatorname{Indis}(\nu y ; V, x)\} x:=y \oplus z\{\operatorname{Indis}(\nu y ; V)\}$ where $x \notin V$,
- (X3) $\{\operatorname{Indis}(\nu t ; V, y, z)\} x:=y \oplus z\{\operatorname{Indis}(\nu t ; V, x, y, z)\}$ if $t \neq x, y, z$ and $x, y, z \notin V$
- (X4) $\{F(y)\} x:=y \oplus z\{\mathrm{E}(\mathcal{E}, x)\}$ if $y \neq z$


## Concatenation:

$-(\mathrm{C} 1)\{\operatorname{Indis}(\nu y ; V, y, z)\} \wedge\{\operatorname{Indis}(\nu z ; V, y, z)\} x:=y \| z\{\operatorname{Indis}(\nu x ; V, x)\}$ if $y, z \notin V$
$-(\mathrm{C} 2)\{\operatorname{Indis}(\nu t ; V, y, z)\} x:=y \| z\{\operatorname{Indis}(\nu t ; V, x, y, z)\}$ if $t \neq x, y, z$

## Block cipher:

$-(\mathrm{B} 1)\{\mathrm{E}(\mathcal{E}, y)\} x:=\mathcal{E}(y)\{F(x) \wedge \operatorname{Indis}(\nu x) \wedge \mathrm{E}(\mathcal{E}, x)\}$
$-(\mathrm{B} 2)\{\mathrm{E}(\mathcal{E}, y) \wedge \operatorname{Indis}(\nu z ; V)\} x:=\mathcal{E}(y)\{\operatorname{Indis}(\nu z ; V)\}$ provided $z \neq x$
$-(\mathrm{B} 3)\{\mathrm{E}(\mathcal{E}, y) \wedge$ Rcounter $(z)\} x:=\mathcal{E}(z)\{$ Rcounter $(z)\}$ provided $z \neq x$

- (B4) $\{\mathrm{E}(\mathcal{E}, y) \wedge \mathrm{E}(\mathcal{E}, z)\} x:=\mathcal{E}(y)\{\mathrm{E}(\mathcal{E}, z)\}$ provided $z \neq x, y$
$-(\mathrm{B} 5)\{\mathrm{E}(\mathcal{E}, y) \wedge F(z)\} x:=\mathcal{E}(y)\{F(z)\}$ provided $z \neq x, y$

Finally, we add a few rules whose purpose is to preserve invariants that are unaffected by the command.

## Generic preservation rules:

Assume that $z \neq x, w, v$ and c is either $x \stackrel{\$}{\leftarrow} \mathcal{U}, x:=w \| v, x:=w \oplus v$, or $x:=w+1$ :
$-(\mathrm{G} 1)\{\operatorname{Indis}(\nu z ; V)\} \mathrm{c}\{\operatorname{Indis}(\nu z ; V)\}$ provided $w, v \in V$

- (G2) $\{\mathrm{E}(\mathcal{E}, z)\}$ с $\{\mathrm{E}(\mathcal{E}, z)\}$
- (G3) $\{$ RCounter $(z)\}$ с $\{$ RCounter $(z)\}$
- (G4) $\{F(z)\}$ с $\{F(z)\}$


### 3.3 Proof Sketches

Due to space restrictions, we cannot present formal proofs of all our rules here. We present quick sketches instead to give the reader some intuition as to why each rule holds. The complete proofs are available in our full manuscript [11].

## Rules for random assignment.

In rule (R1), $F(x)$ simply follows from the definition of $F(\cdot)$, and Indis $(\nu x)$ should be obvious since $x$ has just been sampled at random, independently of all other values. Also, since the block cipher has been computed only on a polynomial number of values, out of an exponential domain, the probability that $x$ has been queried to the block cipher is clearly negligible. Rule (R2) is easily proven using the fact that, at this point, $x$ is independent from all other values in the program.

## Rules for increment.

For rules (I1) and (I2) the behavior of RCounter (•) easily follows from its definition. Note that since we have either $F(y)$ or $R C o u n t e r(y), y$ (and $x$ ) were obtained by repeatedly applying +1 to a random value $r$, i.e. $x=r+k$ for some number $k$. Since $\mathcal{E}$ was computed only on a polynomial number of values, the probability of being less than $k$ away from one of those values is negligible, therefore the probability that $x$ has been queried to the block cipher is negligible. In (I3), if $\operatorname{Indis}(\nu z ; V)$ holds, then clearly $\operatorname{Indis}(\nu z ; V-x)$ holds as well, and the values in $V-x$ are unchanged by the command.

## Rules for Xor.

Rules (X1) and (X2) are proven by considering $y$ as a one-time pad applied to $z$. As a result, one of $x$ or $y$ will be indistinguishable from random provided that the other is not known. For (X3), one simply notes that $x$ is easy to construct from $y$ and $z$, so if $t$ is indistinguishable from random given $y$ and $z$, then it is also indistinguishable from random given $x, y$ and $z$. For rule (X4), since $y$ is fresh, it is still independent from all other values, from $z$ in particular. It then follows that $x$ has the same distribution as $y$ and is independent from all values except $y$ and therefore, the probability that it has been queried to $\mathcal{E}$ is negligible for the same reason that $y$ is.

## Rules for concatenation.

Rules (C1) and (C2) follow simply from the observation that the concatenation of two independent random strings is a random string.

## Rules for block cipher.

To prove (B1), in the Ideal Cipher Model, $\mathcal{E}$ is sampled at random among all possible functions $\{0,1\}^{\eta} \rightarrow\{0,1\}^{\eta}$. Since $y$ has never been queried to the block cipher, $x:=\mathcal{E}(y)$ is indistinguishable from an independent random value, and so possess the same invariants as if $x \stackrel{\$}{\leftarrow} \mathcal{U}$ had been executed. Rules (B2) to (B5) simply preserve invariants that are unaffected by the computation of the block cipher on a value that has never been queried before.

## Generic preservation rules.

The conditions for applying those rules, particularly $z \neq x, w, v$ were designed specifically so that the command would have no effect on the invariant. The invariant is therefore preserved.

As a result of all this, we have the following:
Proposition 1. In the Ideal Cipher Model, the Hoare triples given in the previous rules are valid.

As a result, our method can be used to prove the semantic security of an encryption mode by proving that, from the adversary's point of view, the ciphertexts are indistinguishable from random bits.

Proposition 2. Let $\mathcal{E}_{M}\left(m_{1}|\ldots| m_{i}, c_{0}|\ldots| c_{i}\right): \operatorname{var} \boldsymbol{x}_{\boldsymbol{i}} ; c_{i}$ be a generic encryption mode describe with our language, and let $I O=\left\{m_{1}, \ldots, m_{i}, c_{0}, \ldots, c_{i}\right\}$. If $\{\operatorname{true}\} c_{i} \bigwedge_{k=0}^{i}\left\{\operatorname{Indis}\left(\nu c_{k} ; I O\right)\right\}$ is valid for every $i$, then $\mathcal{E}_{M}$ is IND-CPA secure in the Ideal Cipher Model.

We conclude with the following, which states that our method of proving security of encryption modes is sound in the standard model.

Proposition 3. Let $\mathcal{E}_{M}$ be an encryption mode proven secure in the Ideal Cipher Model using the method of Proposition 2. If there exists a standard model algorithm $A$ such that $\operatorname{Adv}_{A, M}^{i n d-C P A}(\eta, X)$ is non-negligible, then there exists an algorithm $B$ such that $A d v_{B, \mathcal{E}}^{p r f}$ is non-negligible.

## 4 Examples

In this section we apply our method to the traditional encryption modes (CBC), (CFB), (OFB) and (CTR) in respectively Figure 3, 4, 5 and 6. For simplicity, we consider messages consisting of only 3 blocks. The reader can easily be convinced that the same invariant propagation holds for any finite number of blocks. In order to prove IND-CPA security of these encryption schemes we have to prove that $c_{0}=I V, c_{1}, c_{2}, c_{3}$ are indistinguishable from random bitstrings when given $m_{1}, m_{2}, m_{3}, c_{0}, c_{1}, c_{2}$ and $c_{3}$. Of course our method fails in analyzing ECB encryption mode and the "counter" version of CBC, which are two insecure operation modes.
$C B C \mathcal{G} C F B$ : In Figure 3 and 4, we describe the application of our set of rules on CBC and CFB examples. The analysis of these two encryption modes are similar.
$O F B$ : The order of the commands in our description of OFB may seem strange, but it is not without reason. The variable $z_{i+1}$ must be computed before $c_{i}$ because no rule can preserve the invariant $\mathrm{E}\left(\mathcal{E}, z_{i}\right)$ through the computation of $c_{i}$.
$C T R$ : This scheme is the only one of the four encryption modes we have studied that uses the increment command. The analysis is presented in Figure 6. We can see how the RCounter invariant is used for proving the IND-CPA security of this mode.

## 5 Conclusion

We proposed an automatic method for proving the semantic security of symmetric encryption modes. We introduced a small programming language in order to describe these modes. We construct a Hoare logic to make assertions about variables and propagate the assertions with the execution of the commands in the language. If the program which represents an encryption mode satisfies some invariants at the end of our automatic analysis then we conclude that the encryption mode is IND-CPA secure.

Future work: An obvious extension to our work would be to add a loop construct to our grammar. This would remove the necessity of having a different program for each message length within a mode of operation. We are also considering an extension of our work to prove CCA security of encryption modes using approaches such as the one proposed in [10] or the method proposed in [8]. Another more complex and challenging direction is to propose an extended version of our Hoare Logic in order to be able to analyze "modern" encryption modes which use more complex mathematical operation or primitives, or to try to use our method to prove security properties of other block-cipher based construction, such as unforgeability for block-cipher based MACs, or collision-resistance for block-cipher based hash functions.
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Fig. 3. Analysis of CBC encryption mode
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Fig. 4. Analysis of CFB encryption mode
```

$\mathcal{E}_{O F B}\left(m_{1}\left|m_{2}\right| m_{3}, I V\left|c_{1}\right| c_{2} \mid c_{3}\right)$
$\operatorname{var} I V, z_{1}, z_{2}, z_{3}$;
$I V \stackrel{\$}{\leftrightarrows} \mathcal{U} ; \quad\{\operatorname{Indis}(\nu I V ; \operatorname{Var}) \wedge F(I V) \wedge \mathrm{E}(\mathcal{E}, I V)\}$
(R1)
$z_{1}:=\mathcal{E}(I V) ; \quad\left\{\operatorname{Indis}(\nu I V ; \operatorname{Var}) \wedge\left\{F\left(z_{1}\right) \wedge \mathrm{E}\left(\mathcal{E}, z_{1}\right) \wedge \operatorname{Indis}\left(\nu z_{1} ; \operatorname{Var}\right)\right\}(\mathrm{B} 1)(\mathrm{B} 2)\right.$
$z_{2}:=\mathcal{E}\left(z_{1}\right) ; \quad\left\{\operatorname{Indis}(\nu I V ; \operatorname{Var}) \wedge \operatorname{Indis}\left(\nu z_{1} ; \operatorname{Var}\right) \wedge \mathrm{E}\left(\mathcal{E}, z_{2}\right) \quad\right.$ (B1)(B2)
$\left.\wedge F\left(z_{2}\right) \wedge \operatorname{Indis}\left(\nu z_{2} ; \operatorname{Var}\right)\right\}$
$c_{1}:=m_{1} \oplus z_{1} ; \quad\left\{\operatorname{Indis}(\nu I V ; \operatorname{Var}) \wedge \operatorname{Indis}\left(\nu c_{1} ; \operatorname{Var}-z_{1}\right) \wedge \mathrm{E}\left(\mathcal{E}, z_{2}\right) \quad(\mathrm{G} 1)(\mathrm{G} 2)(\mathrm{X} 1)\right.$
$\left.\left.\wedge F\left(z_{2}\right) \wedge \operatorname{Indis}\left(\nu z_{2} ; \operatorname{Var}\right)\right\}\right\}$
$z_{3}:=\mathcal{E}\left(z_{2}\right) ; \quad\left\{\operatorname{Indis}(\nu I V ; \operatorname{Var}) \wedge \operatorname{Indis}\left(\nu c_{1} ; \operatorname{Var}-z_{1}\right) \wedge \mathrm{E}\left(\mathcal{E}, z_{3}\right) \quad\right.$ (B1)(B2)
$\left.\wedge \operatorname{Indis}\left(\nu z_{2} ; \operatorname{Var}\right) \wedge F\left(z_{3}\right) \wedge \operatorname{Indis}\left(\nu z_{3} ; \operatorname{Var}\right)\right\}$
$c_{2}:=m_{2} \oplus z_{2} ; \quad\left\{\operatorname{Indis}(\nu I V ; \operatorname{Var}) \wedge \operatorname{Indis}\left(\nu c_{1} ; \operatorname{Var}-z_{1}\right)\right\}$
(G1)
$\wedge \operatorname{Indis}\left(\nu c_{2} ; \operatorname{Var}-z_{2}\right) \wedge \operatorname{Indis}\left(\nu z_{3} ; \operatorname{Var}\right)$
(X1)
$c_{3}:=m_{3} \oplus z_{3} ; \quad\left\{\operatorname{Indis}(\nu I V ; \operatorname{Var}) \wedge \operatorname{Indis}\left(\nu c_{1} ; \operatorname{Var}-z_{1}\right)\right\}$
(G1)
$\wedge \operatorname{Indis}\left(\nu c_{2} ; \operatorname{Var}-z_{2}\right) \wedge \operatorname{Indis}\left(\nu c_{3} ; \operatorname{Var}-z_{3}\right)$
(X1)

```

Fig. 5. Analysis of OFB encryption mode
```

\mathcal{E}CTR
var}IV,\mp@subsup{z}{1}{},\mp@subsup{z}{2}{},\mp@subsup{z}{3}{}
IV \&}\mathcal{\&}\mathcal{U};\quad{\operatorname{Indis}(\nuIV;\operatorname{Var})\wedgeF(IV)\wedge\textrm{E}(\mathcal{E},IV)}\quad(\textrm{R}1
ctr 1 := IV + 1; {Indis(\nuIV;Var - ctr1)
Rcounter (ctr 1) ^ E (\mathcal{E},ctr 1)}
(I3)
z
\wedge F(z)
c}1:=\mp@subsup{m}{1}{}\oplus\mp@subsup{z}{1}{};\quad{\operatorname{Indis}(\nuIV;Var - ctr1)^Rcounter(ctr1) (G1)(G3
\Indis(\nu\mp@subsup{c}{1}{};\operatorname{Var}-\mp@subsup{z}{1}{})} (X1)
ctr 2 :=ctr 1 + 1; {Indis(\nuIV;Var - ctr 1 - ctr 2) (I3)
\ Indis(\nuc⿱亠⿻⿰丿亅八⿱㇒木;
^Rcounter(ctr2)^E(\mathcal{E},ctr2)}
z}2:=\mathcal{E}(ctr2);\quad{\operatorname{Indis}(\nuIV;\operatorname{Var}-ctr1-ctr2) (B2
\Indis}(\nu\mp@subsup{c}{1}{};\textrm{Var}-\mp@subsup{z}{1}{})\wedge Rcounter(ctr2) (B1)
\wedgeF(z2)^E(\mathcal{E},\mp@subsup{z}{2}{})\wedge\operatorname{Indis}(\nu\mp@subsup{z}{2}{};\textrm{Var})}
c
(G1)
\ Indis}(\nu\mp@subsup{c}{1}{};\mathrm{ Var - z
\ Indis(\nu\mp@subsup{c}{2}{};\textrm{Var}-\mp@subsup{z}{2}{})}\quad(X1)
ctr 3:=ctr 2 + ; { {ndis(\nuIV;Var - ctr 1 - ctr 2-ctr 3) (I3)
\ Indis}(\nu\mp@subsup{c}{1}{};\operatorname{Var}-\mp@subsup{z}{1}{})\wedge\textrm{E}(\mathcal{E},\operatorname{ctr}3
\Indis(\nuc2;Var - z_ )}\wedge \ Rcounter(ctr3)} (G1)
z3}:=\mathcal{E}(ctr3);\quad{\operatorname{Indis}(\nuIV;Var-ctr 1-ctr2-ctr 3) (B2)
\Indis(\nuc
(B1)
(B3)
\Indis(\nuc2;Var - z2 ) ^ Rcounter(ctr3)
\wedgeF(z3)^\textrm{E}(\mathcal{E},\mp@subsup{z}{3}{})\wedge\operatorname{Indis}(\nu\mp@subsup{z}{3}{};\operatorname{Var})}

```


```

    Indis}(\nu\mp@subsup{c}{2}{};\operatorname{Var}-\mp@subsup{z}{2}{}
    \Indis}(\nu\mp@subsup{c}{3}{};\operatorname{Var}-\mp@subsup{z}{3}{})
    ```
（R1）
（I3）
（I1）
\(\{\) Indis（ \(\nu 1 V, \operatorname{Var}-c t r 1) \wedge\) Rcounter（ctr1）（B2）（B3）
\(c_{1}:=m_{1} \oplus z_{1} ; \quad\{\operatorname{Indis}(\nu I V ; \operatorname{Var}-c t r 1) \wedge \operatorname{Rcounter}(\operatorname{ctr} 1)(\mathrm{G} 1)(\mathrm{G} 3)\)
\(\left.\wedge \operatorname{Indis}\left(\nu c_{1} ; \operatorname{Var}-z_{1}\right)\right\} \quad\)（X1）
\(c t r 2:=c t r 1+1 ;\{\operatorname{Indis}(\nu I V ; \operatorname{Var}-c t r 1-c t r 2)\)
\(\wedge \operatorname{Indis}\left(\nu c_{1} ; \operatorname{Var}-z_{1}\right) \quad\)（G1）
\(\wedge\) Rcounter \((\) ctr 2\() \wedge \mathrm{E}(\mathcal{E}, c t r 2)\}\)
\(z_{2}:=\mathcal{E}(c t r 2) ; \quad\{\operatorname{Indis}(\nu I V ; \operatorname{Var}-\operatorname{ctr} 1-c t r 2) \quad\)（B2）
\(\wedge \operatorname{Indis}\left(\nu c_{1} ; \operatorname{Var}-z_{1}\right) \wedge\) Rcounter（ctr2）（B1）
\(\left.\wedge F\left(z_{2}\right) \wedge \mathrm{E}\left(\mathcal{E}, z_{2}\right) \wedge \operatorname{Indis}\left(\nu z_{2} ; \operatorname{Var}\right)\right\} \quad\)（B3）
\(c_{2}:=m_{2} \oplus z_{2} ; \quad\{\operatorname{Indis}(\nu I V ; \operatorname{Var}-\operatorname{ctr} 1-c t r 2) \quad\)（G1）
\(\wedge \operatorname{Indis}\left(\nu c_{1} ; \operatorname{Var}-z_{1}\right) \wedge\) Rcounter \((\operatorname{ctr} 2) \quad\)（G3）
\(\left.\wedge \operatorname{Indis}\left(\nu c_{2} ; \operatorname{Var}-z_{2}\right)\right\} \quad\)（X1）
\(c t r 3:=c t r 2+1 ;\{\operatorname{Indis}(\nu I V ; \mathrm{Var}-c t r 1-c t r 2-c t r 3)\)
\(\wedge \operatorname{Indis}\left(\nu c_{1} ; \operatorname{Var}-z_{1}\right) \wedge \mathrm{E}(\mathcal{E}, \operatorname{ctr} 3)\)
\(\begin{array}{ll}\left.\wedge \operatorname{Indis}\left(\nu c_{2} ; \operatorname{Var}-z_{2}\right) \wedge \text { Rcounter }(\text { ctr } 3)\right\} & \text {（G1）} \\ \{\operatorname{Indis}(\nu I V ; \operatorname{Var}-c t r 1-c t r 2-c t r 3) & \text {（B2）}\end{array}\)
\(\wedge \operatorname{Indis}\left(\nu c_{1} ; \operatorname{Var}-z_{1}\right)\)
（X1）

Fig．6．Analysis of CTR encryption mode
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[^1]:    ${ }^{1}$ Notice that $b s[n, m]=\epsilon$, when $m<n$ and $b s[n, m]=b s[n, k]$, when $m>k$
    ${ }^{2}$ We denote by Var the complete set of variables in the program, whereas var denotes the set of variables in the program that are not input or output variables.

[^2]:    ${ }^{3}$ While block ciphers are really families of permutations, it is well known that pseudorandom permutations are indistinguishable from pseudo-random functions if the block size is large enough.

