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A fully analytical description of the allowed 8 spectrum shape is given in view of on-
going and planned measurements. Its study forms an invaluable tool in the search for
physics beyond the standard electroweak model and the weak magnetism recoil term.
Contributions stemming from finite size corrections, mass effects, and radiative cor-
rections are reviewed. A particular focus is placed on atomic and chemical effects,
where the existing description is extended and analytically provided. The effects of
QCD-induced recoil terms are discussed, and cross-checks were performed for different
theoretical formalisms. Special attention was given to a comparison of the treatment
of nuclear structure effects in different formalisms. Corrections were derived for both
Fermi and Gamow-Teller transitions, and methods of analytical evaluation thoroughly
discussed. In its integrated form, calculated f values were in agreement with the most
precise numerical results within the aimed for precision. We stress the need for an ac-
curate evaluation of weak magnetism contributions, and note the possible significance
of the oft-neglected induced pseudoscalar interaction. Together with improved atomic
corrections, we then present an analytical description of the allowed S spectrum shape
accurate to a few parts in 104 down to 1keV for low to medium Z nuclei, thereby
extending the work by previous authors by nearly an order of magnitude.
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I. INTRODUCTION

The study of 8 decay played a pivotal role in uncover-
ing the nature of the left-handed ‘V-A’ weak interaction
- and by extension the electroweak sector of the Standard
Model (SM) (Weinberg, 2009) - half a century ago. Over
the following decades, the continuous development of new
experimental techniques has kept research on 8 decay at

the forefront of revealing the structure of the SM and its
inner workings (Severijns et al., 2006; Vos et al., 2015).
Probing an array of different observables, e.g., correla-
tion coefficients or the Ft value, allows for a sensitive
investigation of several Beyond Standard Model (BSM)
influences. Deviations from pure V-A theory can occur as
manifestations of exotic interactions, such as e.g., right-
handed currents involving new heavy particles. Through
investigation of sidereal variations of experimental ob-
servables it additionally allows for a study of Lorentz
invariance violation (Noordmans et al., 2013).

In the LHC era, competitive results can be extracted
from pp — e+ MET + X reaction channels (Khacha-
tryan et al. (CMS Collaboration), 2015). In the past
decade, the development of so-called Effective Field The-
ories (EFT) has seen a tremendous amount of work and
interest where, through inclusion of a new physics scale
Agsm > Apuc, both high- and low energy experimental
results can be interpreted in the same theoretical frame-
work (Bhattacharya et al., 2012; Cirigliano et al., 2013Db).
The Lee-Yang Hamiltonian (Lee and Yang, 1956) is gen-
eralized to a form where couplings with higher dimen-
sional combinations of SM field operators are catego-
rized according to their transformation properties; see
e.g. the work by Bhattacharya et al. (2012). Several
comparative reviews have been presented in the past
few years (Cirigliano et al., 2013a; Holstein, 2014a,b;
Naviliat-Cuncic and Gonzélez-Alonso, 2013; Severijns,
2014).

Recently, renewed interest has arisen in the beta spec-
trum (e.g., (Dawson et al., 2009; George et al., 2014;
Huyan et al., 2016; Kuzminov and Osetrova, 2000; Loidl
et al., 2010; Mougeot, 2015; Mougeot and Bisch, 2014;
Severijns, 2014; Severin et al., 2014; Towner and Hardy,
2005)) as a tool for precision measurements searching for
exotic currents beyond the standard electroweak model
and investigating QCD-induced form factors. The latter
are related to the fact that the quark involved in beta
decay is not a free particle but is embedded in a nucleon.
Beyond Standard Model scalar and tensor coupling con-
stants appear in the mathematical description of the beta
spectrum shape via the so-called Fierz interference term
(Jackson et al., 1957)
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with the upper(lower) sign for electron(positron) decay,
respectively, and Cg)T are the coupling constants for pos-
sible scalar or tensor type weak interactions. Further,
C"(,/?A are the coupling constants for the SM vector and
axial-vector interactions and p = % is the ratio of
the Gamow-Teller and Fermi fractions in the S decay,
with Mo and Mg being the respective nuclear matrix



elements. For pure Fermi and Gamow-Teller transitions
this reduces to, respectively,

/
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i.e., searches for non-Standard Model currents become
independent (to first order) of the nuclear matrix ele-
ments. In order to improve existing limits on these scalar
or tensor coupling constants (Holstein, 2014a; Severijns
and Naviliat-Cuncic, 2011; Vos et al., 2015) a precision of
typically 0.5% is required when determining bgjer, (Sev-
erijns and Naviliat-Cuncic, 2013).

As the required experimental precision increases,
QCD-induced form factors have to be taken into ac-
count in order not to limit the sensitivity to BSM
physics (Fenker, 2016; Pitcairn et al., 2009; Severijns and
Naviliat-Cuncic, 2013; Soti et al., 2014; Sternberg et al.,
2015; Wauters et al., 2009, 2010). These form factors are
part of the SM and are dominated by the so-called weak
magnetism term, byy,. Its inclusion is typically sufficient
to be accurate below the 1073 level, while higher order
terms can be incorporated should the need arise. Con-
versely, similar experimental precision has to be reached
in order to test these corrections.

The Fierz and weak magnetism terms modify the shape
of the § spectrum as follows

NW)dW o« pW (W, — W)?

M 4W
1 —b ierz + 77bwm dVV7 3
X( Ty PR = 3y ) ®)

with p, W and W, the 8 particle momentum, its total
energy and total energy at the spectrum endpoint, re-
spectively. Additionally, v = 1/1 — («Z)? with « the fine
structure constant, Z the atomic number of the daugh-
ter nucleus, and m, and M the rest mass of the electron
and the average mass of the mother and daughter nuclei,
respectively. It is clear that, in order to search for new
physics or when trying to establish the effect of weak
magnetism, the § spectrum has to be sufficiently well
understood theoretically in order to avoid other SM ef-
fects mimicking a non-zero Fierz term or behaving like
a weak magnetism contribution. A description of the S
spectrum reliable at the 10™% level is then required.

In the past a detailed description of the § spectrum
has been provided by Behrens and collaborators (Behrens
and Buhring, 1971; Behrens and Biihring, 1982; Behrens
et al., 1978; Behrens and Janecke, 1969; Biihring, 1963,
1965; Biihring and Schiilke, 1965) - based on the for-
malism by Stech and Schiilke (Schiilke, 1964; Stech and
Schiilke, 1964) - by Holstein (Holstein, 1971a,b, 1972a,b,
1974a,d; Holstein and S. B. Treiman, 1971; Holstein et al.,
1972) and more recently by Wilkinson (1982, 1989, 1990,

1993a,b,c, 1995a,b, 1997). The work by Behrens et al.,
while rigorous and complete, relies on numerical solutions
of the Dirac equation for the outgoing leptons, whereas
that by Wilkinson provided analytical parametrisations
of the dominant effects.

In this work special attention has been given to
improve the analytical description of atomic effects.
The theoretical work performed by Biihring concern-
ing screening effects was combined with high precision
atomic potentials to guarantee good behavior for all Z
values. An analytical fit is proposed for the atomic ex-
change effect, based on state-of-the-art numerical calcu-
lations. Its contribution can easily exceed 20% in the
lowest energy regions for higher Z, and so is not to be
neglected. The effects of shake-up and shake-off have
been reviewed, as well as their influence on the afore-
mentioned atomic effects. Due to the aimed for precision
in this work, molecular effects have been explored and
discussed. Limited analytical work is presented which
can act as a guideline for estimating the error associated
with a neglect of these influences.

The effects of nuclear structure and spatial variations
of the final state wave functions inside the nuclear volume
have been reviewed and we propose a new correction com-
bining the transparency of the Holstein formalism with
the rigor of the Behrens-Biihring formalism. Bundling all
this information, the analytical atomic 3 spectrum shape
presented here is expected to be accurate at the few parts
in 10* level down to 1keV for low to medium Z nuclei.

In the following, the B spectrum shape is discussed
by first providing an overview of the full description in
section Sec. II. Several sections treat the different electro-
magnetic and kinematic corrections, discussing the Fermi
function (Sec. III), followed by the effects of the finite size
and mass of the nucleus (Sec. IV), radiative corrections
(Sec. V) and finally different atomic and chemical effects
(Sec. VII). Another important part deals with corrections
related to nuclear structure (Sec. (VI)), where consider-
able attention has been given to its correct evaluation.
To this end a comparison was made between different
approaches. It is here the weak magnetism contribution
is reviewed and complete expressions are given for both
Fermi and Gamow-Teller decays. Significant attention
was given to the correct evaluation of the matrix ele-
ments in the nuclear structure dependent terms. Finally,
the precision required to search for scalar and tensor weak
interactions, and to study the effect of weak magnetism
will be discussed. In the appendices a comparison is given
between the electromagnetic corrections in the Behrens-
Biihring and Holstein formalisms, and further elaborated
on the correct evaluation of nuclear structure dependent
effects.
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N(W)dW =

Il. COMPLETE EXPRESSION

Apart from the electromagnetic corrections to the
spectrum shape, several other smaller corrections are to
be included when a precision at the 10~* level is required.
The detailed description of the allowed 3 spectrum shape,
including these smaller corrections, is given by

Fo(Z,W) Lo(Z,W) U(Z,W) Dys(Z,W, 32) R(W,Wy) Ry (W, Wy, M)

X Q(Z,W) S(Z,W) X(Z,W) r(Z,W) C(Z,W) Dc(Z, W, Bs) pW (Wy — W)2 dW

@
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Here, Z is the proton number of the daughter nucleus,
W = E/m.c?+1 is the total 3 particle energy in units of
the electron rest mass, Wy is the total energy at the spec-
trum endpoint, p = v/W?2 — 1 the 8 particle momentum
in units of mec, Gy the vector coupling strength in nu-
clei, and V2, = cos? O, with 6 the Cabibbo-angle, is the
square of the up-down matrix element of the Cabibbo-
Kobayashi-Maskawa quark-mixing matrix.

The factor Fy(Z, W) is the point charge Fermi function
that takes into account the Coulomb interaction between
the 8 particle and the daughter nucleus. The product
Lo(Z,W)U(Z,W) Drs(Z,W, B2)) describes the required
corrections to this Fermi function after evaluation at the
origin, which depend on the size and shape of the daugh-
ter nucleus (Sec. IV). Whereas previous effects are elec-
trostatic in origin, R(W, W) takes into account radiative
corrections calculated using QED (Sec. V). Moving from
an infinitely massive nucleus to one of finite mass intro-
duces further kinematical corrections described by Ry
and Q. All these factors are combined into the factor
K(Z,W, Wy, M). The nuclear decay occurs in an atomic
environment, meaning additional atomic corrections have
to be taken into account. Here, S(Z, W) is the screen-
ing correction (Sec. VIL.A), X (Z, W) takes into account
the so-called atomic exchange effect (Sec. VIL.B) while
r(Z,W) accounts for the atomic mismatch (Sec. VIL.D).
These effects are combined into A(Z, W). Finally, the nu-
clear structure sensitive effects are written as C(Z, W),
with D¢ its corresponding nuclear deformation correc-
tion. These are extensively discussed in Sec. (VI).

We comment here on the different effects encompassed
by the name ‘finite size effects’ used by different authors.
For this, we must first realize the Fermi function comes
about by extracting the electron amplitude at either the
origin or the nuclear radius from the transition ampli-
tude. We will perform the former in this work. As the
nucleus is an object of finite size and the electron wave

K(Z,W, Wy, M) A(Z,W) C'(Z, W) pW (Wo — W)2 dW. (4)

(

function is not a constant within this surface, this extrac-
tion requires corrections from convoluting its wave func-
tion with that of initial and final states. As the extracted
Fermi function is typically written down in analytical
form for a point charge through Fj, this too requires
corrections stemming from the finite size and shape of
the daughter nucleus. We will call these effects ‘electro-
static finite size’ corrections in order to clearly distinguish
their origin, and describe them mathematically through
Ly, U, and Dys. This amounts simply to the extraction
of a more correct electron wave function evaluated at the
origin. We still require a convolution of the correct wave
function through the nuclear volume via initial and final
nuclear states contributing to the decay. This involves
a convolution with all relevant operators contributing to
the decay, which we do not artificially separate but write
completely as C'. As this depends on the electron wave
function behavior inside the nucleus, Coulomb effects are
present in the calculation thereof. In the approach by
Calaprice and Holstein (1976), Holstein (1974b) and oth-
ers these are artificially separated into nuclear structure
and Coulomb sensitive factors when describing the spec-
tral functions. Together with the ‘electrostatic finite size’
effects defined above, these are collectively called ‘finite
size’ corrections. In the works inspired by Behrens and
Biihring (1982), on the other hand, only the part in-
volving the leptonic convolution is typically referred to
as the ‘finite size’ correction. Others still refer to only
our ‘electrostatic finite size’ effects. By specifiying the
electrostatic origin of these corrections, we hope to put
these confusions to rest. As the nuclear structure sensi-
tive correction, C, is obviously non-zero even for point
nuclei, we refrain from calling these ‘finite size’ effects
altogether even though we recognize the finite nuclear
wave function clearly influences these results. Appendix
E in particular aims to further discuss the overlap and
differences in the different formalisms commonly found



in the literature.

In the entire treatment natural units suited for 3 de-
cay are used, i.e., ¢ = h = m, = 1. In all formulae
presented below we define Z as a positive quantity, and
distinguish between B8~ and 31 explicitly unless men-
tioned otherwise. When estimates of the magnitude of
different corrections are given, it represents the relative
change in the phase space integral after inclusion of the
effect unless mentioned otherwise. As the detailed de-
scription of 8 decay was developed over a period of sev-
eral decades with several different formalisms being used,
we also attempt here to relate different theoretical results
and trace their origin, in order to avoid double counting
issues. The appendices further elaborate on this idea.

Finally, all formulae presented in the work below have
been implemented in a custom C++ program (Hayen
and Severijns, TBP). Based on simple configuration files
describing the decay parameters and basic nuclear prop-
erties, the allowed 8 spectrum shape and corresponding
(anti)neutrino spectrum can be automatically calculated.
This includes the nuclear structure-sensitive terms, al-
lowing for its evaluation in the extreme single particle
approximation as well as through connections with shell
model of mean field software packages. The former ap-
proach is shown here to work very well once one moves
to a properly deformed potential rather than a spherical
harmonic oscillator potential. Results specific to nuclear
structure related parameters utilizing this code are dis-
cussed elsewhere (Severijns et al., TBP).

11l. FERMI FUNCTION

The Hamiltonian that governs all types of 8 decay
must include not only the weak interaction responsible
for the actual decay, but also the electromagnetic inter-
action of the § particle with its surroundings. As the
latter is much stronger than the former, it cannot be
treated in perturbation theory (Halpern, 1970; Holstein,
1979). Writing down the transition matrix element to
first order in the weak Hamiltonian we find

My; = —2mis(Ep — E;){(f|T [exp (—i /OOO dtHZ(t)ﬂ
X Hs(0)T {exp (—i /_ OOO aH? (t))} W ()

with T ensuring a time-ordered product and Z’ (Z) the
charge of the mother (daughter). The typical approxi-
mation made in dealing with 8 decay equates initial and
final Coulomb interactions, replacing it instead with only
the final. This is then corrected for by including radiative
corrections and atomic final state influences discussed be-
low. We choose to follow this approach, such that Eq.
(5) corresponds to using the solution of the Dirac equa-
tion with an electrostatic potential rather than a plane

wave for the electron (Roman, 1965). It is this change
which requires the introduction of the so-called Fermi
function. Denoted by F(Z, W), it takes into account the
distortion of the electron radial wave function by the nu-
clear charge, i.e., the Coulomb interaction between the
B particle and the daughter nucleus. Many authors (e.g.
(Behrens and Jénecke, 1969; Konopinski and Uhlenbeck,
1941)) start from the point charge Fermi function intro-
duced by Fermi (1934)*

T 1 2
Fo(Z,W) = 4(2pR)20—Demy L0 X W

. (6
(C(1+2y))° ©

with

3= VI~ 2P,

Here, R is the cut-off radius in the evaluation of the Dirac
equation for the electron or positron necessitated by its
slight divergence at the origin for a fictitious point charge.
This cut-off radius is taken to represent the radius of the
daughter nucleus, although it has in fact no real physical
significance.

Throughout the vast literature of 8 decay many dif-
ferent definitions of the Fermi function have appeared.
We attempt to provide a short overview of the most fre-
quently used, and stress that no formulation is in itself
superior. Each requires additional corrections stemming
from, e.g., the finite size of the nucleus and its precise
shape. These have been estimated to various orders of
precision and are discussed in the next sections. This is
not to say the Fermi function as written, for example,
in Eq. (6) carries no merit. It absorbs most of the Z
and W dependence of the tree-order Coulomb interac-
tion, whereas additional corrections are typically limited
to at most a few percent.

Before we summarize the different Fermi functions, we
briefly discuss the relativistic solution of an electron in-
side a spherical Coulomb potential. The seminal work
by Rose (1961) elaborates on a fully analytical solution
of the Dirac equation for an electron in a hydrogenic ap-
proximation. In general the solution can be written as

v - ( sign(gi)(ig(gl%{%xﬁn ) 7

with x# the traditional spin-angular functions, and « the
eigenvalue of the operator? K = 3(o L + 1). For allowed
decay all states with j = 1/2 contribute, meaning k =

y=taZW/p. (7)

(8)

LAn English summary of the Fermi theory was presented by, e.g.,
Konopinski (1943) and Konopinski and Uhlenbeck (1935).

2Here 1 is a 4x4 unit matrix, & stands for the Pauli matrices in four
dimensions, L is the orbital angular momentum operator, and S is
the equal to the 9 Dirac matrix. For s orbitals this evaluates to
k=1



—1 for sy, and k = 1 for p; /o orbitals. All Coulombic
information is then encoded in the radial wave functions
fx(r) and g, (r). When calculating the transition matrix
element, one typically extracts the dominant terms of
the square of the electron wave function throughout the
nucleus, evaluated at some radius r, to define!
fi(r) +g2.(r)

F(Z,W,r) = o7 . 9)
Historically, this has been evaluated either at the origin
or at the nuclear radius. Using the analytical solutions
of the Dirac equation in a central Coulomb potential,
one finds the factor 4 in Eq. (6) replaced by (1 +)/2.
This was noted by Konopinski and Uhlenbeck (1941),
and has since been adopted by several authors Blatt and
Weisskopf (1952); Fano (1952); Konopinski (1966); and
Wilkinson (1989). Others (Dismuke et al., 1952; Greul-
ing, 1942), including the seminal text books of Schopper
(1966) and Behrens and Biihring (1982), adhere to the
formulation of Eq. (6). The factor (1 4+ v)/2 is then ab-
sorbed into an Lg correction, which is also responsible for
modifications due to the finite nuclear size. To remain
consistent with the latter works, we have opted to do the
same and use Eq. (6) as our Fermi function, and discuss,
among others, the Ly correction factor in the following
sections.

Additional definitions of the Fermi function have at-
tempted to extend Eq. (6) by either including finite size
corrections, through evaluation at the origin or both?. A
frequent formulation that performs both of these is that
by Behrens and Janecke (1969)

1
Fp (2, W)= Fy(Z,W) (1;1‘;’aZWR+...), (10)

discussed, for example, by Calaprice and Holstein (1976).
The additional term can easily be traced from the power

expansion of f; and ¢g_; inside the nucleus by Huffaker
and Laird (1967)

CHNTE S ETE)
xaZWR — é(pr)Q} (11)

and understood as a rough electrostatic finite size cor-
rection. The additional correction stemming from the

L Additional corrections stemming from the ‘small’ terms f_1 and
g1 can be written as a multiplication of Eq. (9) and some power
expansion in (pr) and aZ, and are included in the convolution finite
size correction discussed in Sec. VI.

2Tabulations by Bhalla (1964) and Bhalla and Rose (1961) have
been shown to contain errors for St decay and have issues with
double counting (Huffaker and Laird, 1967), thereby requiring a
large correction (Calaprice and Holstein, 1976). We therefore do
not consider the Bhalla-Rose Fermi function.

convolution of the leptonic wave functions with the weak
charge distribution then brings about nuclear structure-
sensitive (r?) terms. Calaprice and Holstein (1976) has
treated this with slightly higher accuracy. Since the ex-
pansion performed by Huffaker and Laird (1967) neglects
terms of order (aZ)?, the aforementioned factor (1++)/2
is absent. The error introduced by this is of the order of
0.5% for Z = 20.

As mentioned above, we split up all corrections in the
current work. The ‘finite size’ corrections are split up into
an electrostatic finite size correction, stemming from the
electric potential difference, and a convolution finite size
correction from an integration over the nuclear volume,
and sensitive to nuclear structure. A discussion of the
latter is postponed until Sec. VL.

In order to facilitate the discussion of the correction
terms on Eq. (6), we take Eq. (9) one step further.
The results obtained by Fermi (1934) and Konopinski
and Uhlenbeck (1941) used analytical solutions of the
Dirac equation in a simple Coulomb potential for a point
charge. Once we move away from this simple picture
to include the finite nuclear size or atomic screening, no
such analytical solutions are available. Even when this is
impossible, however, the behavior of the electron radial
wave functions can be developed in a power expansion
close to the origin (Behrens and Buhring, 1971)

{ 0} =tz - =2y
x nf%{ Z:: }7"", (12)

where the electrostatic information is now contained in
the so-called ‘Coulomb amplitudes’ a,;, and a,p, by are
iteratively defined parameters. In this picture, we are
not any more hampered in evaluating the electron wave
function at the origin and write instead (Behrens and
Biihring, 1982)

(13)

This result is valid, regardless of the charge distribution
of the nucleus even though only a point charge solution
is analytically solvable.

IV. FINITE MASS AND ELECTROSTATIC FINITE SIZE
EFFECTS

Attributing a finite mass to the nuclear opens up the
decay kinematics from a two-body to three-body process.
This has consequences for both the outgoing energy of the
lepton fields, as well as the electromagnetic corrections
where one considered the nuclear Coulomb potential as
static. Giving the nucleus now also a finite size intro-
duces several more corrections on the S matrix as its



nuclear volume is not any more a simple delta function.
As discussed in the previous section the traditional Fermi
function is calculated based on an infinitely heavy point-
charge model of the nucleus. As a consequence the elec-
tron radial wave functions diverge slightly at the origin
and are instead evaluated at the nuclear radius R. This
requires several corrections, stemming from the finite size
of the nucleus. We stress again the ambiguity in available
literature when discussing the so-called finite size correc-
tions. For this reason, we have explicitly separated this
into an electrostatic and convolution part. The former
originates from a difference in the electrostatic potential
when moving to a more realistic nuclear shape, whereas
the latter takes into account the integration of the lep-
tonic wave functions throughout the nuclear volume and
includes the ‘small’” Coulomb terms f_i, g1. We focus
here on the electrostatic finite size corrections, and leave
the convolution part for Sec. VI.

A. Lo(Z,W), U(Z,W) and Dgs(Z,W, B2): Electrostatic
finite nuclear size corrections

The deviation from a point charge distribution inher-
ently changes the electron density inside the nucleus, and
as such introduces additional electromagnetic corrections
to the Fermi function. We discuss the consequence on Eq.
(13) from moving to a uniformly charged sphere through
Ly, and go even further to a Fermi distribution in U.
Wilkinson (1990, 1993b) has discussed the former effects
in detail and provided analytical expressions for each of
them. Finally, we discuss the electrostatic effect of nu-
clear deformation, Dps.

1. Lo(Z, W)

When considering instead of a point nucleus one of fi-
nite size, the electron and positron wave functions be-
come finite at the center of the nucleus. Any other
description but a point charge is, however, not analyt-
ically solvable, and so an approximate correction factor,
Lo(Z,W), is introduced to be used in combination with
the analytical Fermi function. In order to remain con-
sistent with the formulation of the original Fermi func-
tion in Eq. (6), the nucleus is presented by a uniformly
charged sphere of radius R that is adjusted to give the
experimental (r2)1/2 of the daughter nucleus, i.e.

R= /57304

According to Eq. (13), Lg is defined as embracing all in-
formation that is not contained in the Fermi function of
Eq. (6) when evaluating the dominant electron compo-
nents at the origin. As discussed in the previous section,
this entails that even when considering a point charge,
Ly differs from unity since Ly ~ (1 4+ v)/2. Analogous

(14)

to the expansion of f; and g1 in Eq. (11), Behrens and
Biihring (1982) performed an expansion to higher order
(see Egs. (12) and (13)) and find after a straightforward
calculation

1+ 7 . 1 aZR
Ly ~ 5 quaZWRer(aZ) 57T W
13 laZR
~1FaZWR+ —(aZ?) — =22 (15)

60 2w

for Z sufficiently low. Here 1 — v was approximated as
%(aZ 2) and ~ as unity. More precise numerical calcula-
tions were tabulated by Behrens and Janecke (1969) us-
ing R = 1.20A4'/2 fm close to the valley of stability. This
was extended by Wilkinson (1990) to cover all isotopes
between the proton and neutron drip lines for Z < 60.
Together with a slight generalization of the prefactors in
Eq. (15) (keeping terms proportional to v alive rather
than approximate them to unity), numerical results were
fitted after inclusion of simple power expansions. The
result was presented in analytical form as

B 13 aZWR(41 — 26+)
Lo(ZW) =1+ (aZ)® F 5@, 1)
aZRy(17 — 27)
[30W(2y —1)]

5
R n
+ aflw + ngio an(WR)
+ 0.41(R — 0.0164)(aZ)*® | (16)

for electrons, while for positrons the 0.41 in the last term
of this equation is to be replaced by 0.22. The a,-values

(n=-1,0,1...5) are given by the parametrisation
6
an =Y bpn(aZ)", (17)
=1

with b, ,, (x = 1...6) being listed in the Tables 1 and 2 of
Ref. Wilkinson (1990) for electrons and positrons, respec-
tively, and reproduced here in Tables I and IT* (Note that
in Table II the number 0.066483 under by was replaced by
0.066463 and the number 2.83606 under b4 was replaced
by 2.63606 (Wilkinson, 1993b)). These parametrizations
yield Lo(Z,W) accurately to 1 part in 10* for p < 45
and for |Z| < 60. The effect of Lo(Z, W) ranges from
a few 0.1% up to several % and so is everywhere highly
significant.

INote that the signs of odd powers of Z have been flipped for
positrons to remain consistent with our initial notation. Specifi-
cally, Z is always defined as a positive quantity, with the upper
(lower) sign for 3~ (B371) decay.



Table I Coefficients for the parametrization of Lo(Z, W) for electrons. Reproduction of Table I in (Wilkinson, 1990).
bl b2 b3 b4 bs bG

a—1 0.115 -1.8123 8.2498 -11.223 -14.854 32.086
ao -0.00062 0.007165 0.01841 -0.53736 1.2691 -1.5467
a1 0.02482 -0.5975 4.84199 -15.3374 23.9774 -12.6534
az -0.14038 3.64953 -38.8143 172.1368 -346.708 288.7873
as 0.008152 -1.15664 49.9663 -273.711 657.6292 -603.7033
a4 1.2145 -23.9931 149.9718 -471.2985 662.1909 -305.6804
as -1.5632 33.4192 -255.1333 938.5297 -1641.2845 1095.358

Table IT Coefficients for the parametrization of Lo(Z, W) for positrons. Reproduction of Table I in (Wilkinson, 1990), with
small modifications as discussed in the text. The signs used in odd powers of Z have been flipped to agree with the convention

used in this work.

b1 b2 b3 b4 b5 bG

a_1 0.0701 -2.572 27.5971 -128.658 272.264 -214.925
ag -0.002308 0.066463 -0.6407 2.63606 -5.6317 4.0011
a 0.07936 -2.09284 18.45462 -80.9375 160.8384 -124.8927
az -0.93832 22.02513 -197.00221 807.1878 -1566.6077 1156.3287
as 4.276181 -96.82411 835.26505 -3355.8441 6411.3255 -4681.573
aq -8.2135 179.0862 -1492.1295 5872.5362 -11038.7299 7963.4701
as 5.4583 -115.8922 940.8305 -3633.9181 6727.6296 -4795.0481

2. U(Z,W) Here A is a free parameter. The second is a basic Fermi

In the previous section we have reported on the finite
size correction when the nuclear shape was assumed to be
uniformly spherical with a fixed radius R. In reality the
nuclear charge distribution is smeared out over a certain
distance. This in turn introduces an additional, smaller,
correction term from replacing the uniform spherical
charge distribution that defines Ly(Z, W) with a more re-
alistic one having the same (r2)'/? (Behrens and Biihring,
1970; Behrens and Buhring, 1972). Throughout the
times several different distributions have been proposed,
ranging from a simple Yukawa form to Fermi functions
and even Gudermannian combinations (Asai and Ogata,
1974; Ogata and Asai, 1974). An extensive overview of
oft-encountered charge distributions in nuclear physics is
given by Andrae (2000), together with some basic proper-
ties. We will explicitly consider here the modified Gaus-
sian and Fermi potentials. The first is given by

pmc(r) = No {1 +A (2)2} e/’ (18)

where

8
a3 —1/2

T 2134 (19)

No

is a normalization constant and a is constrained by (r?) =

3/5R? to find

—1/2

a=R |22 +54)/(2+34)

5 (20)

distribution

pr(r) ~ {1 +exp[(r—c)/a} ™. (21)

The former agrees well with charge distributions of low p-
shell and sd-shell nuclei, while the latter more accurately
resembles the shape of heavier nuclei.

We can now provide an analytical approximation of
the induced effect by calculating the Ly correction for
different charge distributions for low Z. The calculation
is analogous to that required to obtain Eq. (15). Can-
celling common normalization factors and constants, we

find

Ly _of +a% (22)
Lo oz% + a2_1

B2+ B}

B{“+B7]

where we have neglected terms of order O(W R?), and
primes stand for the more advanced charge distribution.

Now Bi)l is given by

B(i,)l = +f1,(R)go2(R) — g4, (R) fo2 (R).

Here the superscript I denotes the wave functions inside
the nucleus, and fj2 and gg2 are radial Coulomb functions
that depend on the sign of k. The functions inside the
nucleus can be found through a series expansion of the
solution according to Eq. (12) and matching powers in
the Dirac equation. This gives a recursive relationship
for a, and b,. The last quantity needed depends on the

(24)



order of the potential. In the case of a uniformly charged
sphere, i.e. a second order dependence, the large wave
functions must be expanded up to n = 6. In general
this is n = 2(m + 1), where m is the largest, relevant
radial order of the potential. The radial expansion of
the Coulomb functions fp and ggs is known and can
be plugged in. Expanding results up to order O(aZR),
O((WR)?) and O((aZ)?), we find after a tedious but
straightforward calculation

~1+ aZWRA, + %QZRAQ

+ (aZ)?As — (WR)?*Ay (25)
where
4 17 25
A ==-A —A —A 2
1= 3 vo + 30 V2 + 63 U4, (26a)
2 7 11
Ay ==-A —A —A 2
2= 3 vo + 12 vg + 63 U4, (26b)
Ag=ta+ Lazy Lazyia
3T 32N T s T ggat T Rt
1 1 1 1
+ §AU4U0 + %A’qug + 5A’l}2 + ?Awl, (260)
4 4 4
A4 = gA'UO + EA'UQ + ?AU4, (26d)

taking into account even-r potentials up to fourth order,
and defining Av,, = v}, — v,,. Here we define v,, through

Vir)= i Vor™ = i (—];il) opr".
n=0

n=0

(27)

As an example, the electrostatic potential of the modified
Gaussian distribution of Eq. (18) is

- erf(r/a) 24 2
V(r)=—-aZ { PR C Iy exp(—(r/a) )]

where erf is the error function. Expanding all terms we
find

/541 + A)(2+54)1/2

0= \/; V(2 + 3A)/2 (282)
B 4 52+ 54)\*/?

2T T3BA2) T (2(2 ¥ 3A)> (28b)
274 (5(2454)\?

T 5BAL 2V (2(2+3A)) (28¢)

compared to vg = 3/2, v = —1/2 and vq = 0 for the
uniformly charged sphere. For sufficiently low Z, Eq.
(25) can be employed for any charge distribution.

For higher Z the contributions from higher order terms
neglected in Eq. (25) cannot be any more ignored, and
computational methods must be employed. Wilkinson

(1993b) has done this for the Fermi distribution of Eq.
(21) with a ~ 0.55 fm as it agrees quite well with Hartree-
Fock calculations and experimental data. The correction
is then written as
2
U(ZW) =1+ anp", (29)

n=0

where

ap=—5.6x10"°F4.94x 107°Z +6.23 x 107822,
a1 =5.17x 107542517 x 10752 4+ 2.00 x 107822,

g =—917x 1078 +5.53 x 107927 + 1.25 x 1071072
(30)

in natural units. The effect of U(Z, W) amounts to
some 0.1% for medium-high masses and so cannot be
neglected. As the precise shape of the nucleus remains
model-dependent, some uncertainty remains. Experi-
mental electron scattering data have, however, been fit-
ted and tabulated by De Vries et al. (1987), allowing one
to make a very good estimate. Much work in mean-field
theories has also been presented over the years (Anni and
Co’, 1995; Anni et al., 1995; Méller et al., 2016).

Interesting to note is the applicability of Eq. (25)
when used in combination with Eq. (29), for exam-
ple, in describing the correction due to the oft-used
three-parameter Fermi function, also known as the ‘wine-
bottle’ distribution (Andrae, 2000; Towner and Hardy,
2015)

p(r) = po(1 +w(r/c)’) {1 +exp((r —c)/a)} " (31)

where w describes the central depression. As this dis-
tribution closely resembles that of the normal Fermi dis-
tribution for small w, Eq. (29) can be used as a first
approximation, after which Eq. (25) describes the differ-
ence in two Fermi distributions. As the difference in v,
will be small, Eq. (25) remains relevant even for higher
Z.

3. Drs(Z, W, 32)

Just as in the previous section wherein we considered
the change in the Fermi function due to a more realistic,
though still spherically symmetric, charge distribution,
we must account for a possible nuclear deformation. We
limit ourselves here to axially symmetric deformations,
writing the surface of our ellipsoid as!

IThis is merely an approximation, as our factor unity should be
replaced by ap = 1 — 53/471* to conserve the total volume of the
undistorted sphere to second order. This effect is negligible, how-
ever, and we continue with Eq. (32).



with B the traditional measure of quadrupole deforma-
tion (Davidson, 1968; Eisenberg and Greiner, 1975). In
the case B3 > 0, the nucleus has a prolate shape while
it is oblate for By < 0. This deformation gives rise to a
non-zero intrinsic electric quadrupole moment typically
parametrized as

Qo = 3\/31%%2/32(1 +0.1662) (33)

in our natural units. This implies experimental (o val-
ues can be obtained from measured electric quadrupole
measurements, or from theoretical models such as the
work by Moller et al. (2015). Following the approach
of Wilkinson (1994), we define a and b to be the axes
perpendicular and along the symmetry axis, respectively,
such that b/a > 1 for prolate deformations. Combining
Eq. (33) with Eq. (25) from Wilkinson (1994) we find

b [ 1+C
o \1=C)2 (34)

C- g\/im(uo.wﬂg). (35)

Together with the requirement that

with

%) = (7 + 20°), (36)

a and b are uniquely determined. Defining an angle-
averaged charge distribution as

00 for 0<r<a
_ 1/2
"= no <1—? E= ) for a<r<b O
where
3 Z
= —— 38
po A1 a2b’ (38)

we have transitioned from a deformed to a spherically
symmetric charge distribution with which we can con-
tinue!. We define py such that the total charge is equal
to Z. Due to the expected smallness of the correction,
we continue in an analytical fashion and consider the
charge distribution as a continuous superposition of uni-
form spheres of radius r and density dp/dr. We write
then a modified finite size correction

4
Lo(Z, W, B2)" = g”RZ(lﬂ)

X / r3—pL0(Z, W,r)r20=Vdr  (39)
0 dr

!Equation (37) is valid for prolate deformations. For an oblate nu-
cleus, one simply interchanges a and b in the r ranges, and reverses
the signs in the square brackets. We assume prolate deformations
unless otherwise specified.
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where Lo(Z,W,r) denotes the use of Eq. (16) with R
replaced by the continuous variable. In the case of a uni-
formly charged sphere we have dp/dr = 3/(47R3)6(R)
with §(x) the Dirac delta function, trivially satisfying Eq.
(39). The ratio

Lo(Z, W, B2)"

DFS(Z’VVvﬂ): Lo(Z W)

(40)
then constitutes the deformed nuclear shape correction
to the Fermi function. Figure 1 shows the magnitude of
the effect for different Z at several momenta for a rea-
sonably large deformation 2 = 0.2. Important to note is
that this has to be combined with the other deformation-
dependent effects, discussed in the nuclear structure Sec.
VLF. This decreases the overall effect, and cannot be
neglected.

1.0020
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D[:S(Z,W,ﬁz)

1.0000
0.9995

1.0030
1.0025
1.0020
1.0015
1.0010
1.0005
1.0000

Drps(Z,W, B)

0 10 20 30 40 50 60

Figure 1 Shown are several examples of Drg for different mo-
menta, using B2 = 0.2. Interesting to note is the reversal
of the energy dependence when switching between 8~ (pos-
itive) and B (negative) decay. Important to note is that
even though Dpg can grow to several parts per 10%, it has to
be combined with D¢ from Sec. VI.F, which decreases the
overall effect.

B. Rny(W, Wy, M) and Q(Z, W, M): Finite nuclear mass
corrections

Up to now we have approximated 8 decay as a two-
body phase space, whereas it should in fact be a three-
body phase space opened up by the recoil of the nucleus.
It was thus previously tacitly assumed that the nucleus
is infinitely massive. The deviation from an infinitely
massive nucleus introduces a kinematic recoil correction,



Ry, and a subsequent small electromagnetic correction,
Q. We briefly discuss both in part.

1. Ry (W, Wo, M)

The effect of the recoil after 8 decay of a nucleus of
finite mass M (M = AMyucleon — B, with Myucieon =
1837.4 the mass of the nucleon in units of m.c?, and B
the binding energy) is to multiply the phase space by
a factor! Ry (W, Wy, M) (Horowitz et al., 1948; Kofoed-
Hansen, 1948; Shekhter, 1959; Wilkinson, 1982, 1990)

Ry(W,Wo, M) =1+7rg+711/W +1sW +715/W? | (41)
where for vector decay (Fermi transitions)

ry = W5 /(2M?) = 11/(6M?),
r{ = Wo/(8M?),

ry = 2/M — 4Wy/(3M?), (42¢
ry =16/(3M?) ,

and, for axial decay (Gamow-Teller transitions)

it = —2Wo/(3M) — W2 /(6M?) — 77/(18M?), (43a)
rt = —2/(3M) + TW, /(9M?), (43b)
g = 10/(3M) — 28Wy/(9M?), (43c)
i = 88/(9M?) . (43d)

This is a small effect of order 107° to 1072 at most (see
Fig. 1 by Wilkinson (1990)). For mixed transitions these
corrections can simply be added together with the ap-
propriate weighting factors

1 1
14 p? 1+4p72

(44)

for Fermi and Gamow-Teller transitions, respectively and

with p = %‘VAJ/\[;;FT as defined before.

2. Q(Z,W, M)

A final consequence of the finite nuclear mass and con-
sequent recoil is a change in the Coulomb field in which
the departing electron or positron moves. It is not fixed
in space but is itself recoiling against the combined lepton
momenta so that the field experienced by the 3 particle
differs with time from what it would have been if the nu-
cleus would not be recoiling, as is assumed for the Fermi
function in Eq. (6). Wilkinson (1982, 1993b) calculated

INote that we have added the subscript N’ to this factor originally
defined as R(W, Wy, M) in Wilkinson (1989) to differentiate it from
the radiative corrections.
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the effect of this retreat of the source of the Coulomb
field from the combined lepton momenta for a pure vec-
tor (Fermi) transition. This can be generalized for mixed
Fermi/Gamow-Teller transitions to (Wilkinson, 1982):

TaZ 1 Wo -W

a(z W) =13 <1+a - ) . ()
with a the B-v correlation coefficient, a = (1 —
p?/3)/(1 + p?) (Jackson et al., 1957). For pure vector
transitions one has a = 1, while for pure Gamow-Teller
transitions we find @ = —1/3 (Jackson et al., 1957). The
size of this correction amounts at most to a few percent
of the typical error in the phase space factor f due to the
uncertainty in the Q gco-value, and so is typically negligi-
ble, although Wilkinson retained it in the calculation of

f-values for the superallowed Fermi transitions (Wilkin-
son, 1993b).

V. RADIATIVE CORRECTIONS

We started this work with a discussion concerning the
Fermi function, a consequence of the electrostatic inter-
action of the daughter nucleus with the departing 8 par-
ticle. Within the context of quantum electrodynamics
(QED), the continuous exchange of photons is not the
only radiative process occurring after the decay. These
radiative corrections to the 8 spectrum shape have a long
history (Berman, 1958; Kéllén, 1967), and took a leap
forwards with the work by Sirlin (1967). A distinction
was made between ‘inner’ and ‘outer’ radiative correc-
tions, where the former is sensitive to the actual under-
lying weak interaction whereas the latter carries some
nuclear dependence. The inner corrections can be calcu-
lated to high precision with standard electroweak meth-
ods, and are typically incorporated into effective coupling
constants. The outer corrections, on the other hand, in-
clude energy-dependent terms and is our main concern
here. Writing the uncorrected 8 spectrum as dl'g/dW
we have then

drr dr
= ng(l +AYNA+6r(W, W) (46)
V/A .

where AR and 0r(W,W)) stand for inner and outer
radiative corrections, respectively. The former has played
an important role in establishing the universality of the
electroweak interaction through comparison of the decay
strength of muon decay (Sirlin and Ferroglia, 2013). Its
calculation was addressed twice by Marciano and Sirlin
(Marciano and Sirlin, 1986, 2006), the second time with
improved precision, leading to the value AY, = (2.361 +
0.038)%. For the axial vector case the inner radiative
correction is simply incorporated into the experimental
value of g4 from neutron decay.



As mentioned above, we will only concern us here with
the outer radiative corrections, seeing as to how they
are both energy- and nucleus-dependent. These correc-
tions, contributing on top of those already included in the
Fermi function, typically amount to a few percent and
clearly cannot be neglected. Contributions are treated in
a Feynman-driagram fashion, and concern both virtual
photon exchange as well as one or more real photons in
the final state. Seeing as to how these are experimentally
relevant due to their possible detection, we briefly elab-
orate on the so-called inner bremsstrahlung. As this sec-
tion contains no new results, we limit ourselves to listing
the results obtained through decades of intensive study
by a series of different authors. Excellent reviews have
been provided by Wilkinson (1995b, 1997), Towner and
Hardy (2008) and Sirlin and Ferroglia (2013). For com-
pleteness, we briefly comment on the radiative correc-
tions for the neutrino due to its relevance in the reactor
neutrino oscillation studies.

A. Total spectral influence

We discuss here the energy-dependent part of the outer
radiative correction to various orders in Z™a™. Outside
of the terms for which m = n which are already con-
tained in the Fermi function, it was found that m must
always be larger than n (Bég et al., 1972). This is a cru-
cial result, as, for example, Z?« terms can easily exceed
unity and overthrow the conserved vector current (CVC)
hypothesis. Great attention has been given to the three
lowest m = n + 1 terms, each written as d,,. The outer
radiative correction is typically expressed as

R(W, W()) =1 +5R(W, Wo) (47)
Previously (Hardy and Towner, 2005a,b; Towner and
Hardy, 2002; Wilkinson, 1982, 1997), ¢}, was simply the
sum of 41,02 and d3. Recently, however, significant im-
provements have been made by Czarnecki et al. (2004)
and Marciano and Sirlin (1986) where the leading order
contributions O(a™ In"(My/2Wy)) have been summed
via renormalisation group analysis. This allows one to
write (Sirlin and Ferroglia, 2013; Towner and Hardy,

2008)
Mp
QWO] }

«
2

1+5R_{1+ [g(Wo,W)?)ln

12

X {L(2WO, mp) + 67 + 53} s (48)
where m,, is the proton mass and
2« a
L(2Wy, m;,) = 1.026725 {1 ~ 3. In 2WO} , (49)

and g(Wo, W) is described below. We discuss each of the
0., separately below.
1. Order « correction

The lowest order radiative correction corresponds to
one (virtual)-photon Feynman diagrams. This includes
a renormalisation of the the weak vertex, electron and
proton propagators but also internal brehmsstrahlung,
discussed below. The relevant Feynman diagrams are

e e

e

e e

mt\
=

p p

Figure 2 Feynman diagrams for the order « corrections. The
bottom row displays the inner bremsstrahlung corrections,
discussed separately below (Sec. V.C). This entails that when
the final state photon goes undetected or can be distinguished
from the (8 particle, the spectrum of the latter is appropriately
corrected for.

shown in Fig. 2. Due to the zero photon mass, both
the renormalization and inner bremsstrahlung processes
individually create an infrared divergence which is can-
celled when both contributions are added. Usually &1
is noted with the well-known g(Wy, W) function (Sirlin,
1967; Sirlin and Ferroglia, 2013)

-1
ﬁmmngmmw—i+;h<fia+40“%‘?4>F@%W—§+mpm@—Wﬂ
-1
unf;%8{2(14—62)%—(M%5;£?32——4tanh_1ﬁ}. (50)



with tanh ™! the inverse hyperbolic tangent function, My
the nucleon mass, § = p/W and

k=00
“In(l—t¢ z* :
L, :/O %dt: -3 G =-Li(@),  (51)

the Spence function, also known as the dilogarithm. Its
large Wy-limit is (Wilkinson, 1995b)

2
g(Wy — oo, W) = {3111 (MN) L

el I 2
oW, ) " 10 3} (52)

which is dominated by the first term. Equation (50) is
universal in the sense that is the same for both electrons
and positrons, and Fermi and Gamow-Teller decays inde-
pendent of the nucleus. It is exact except for small terms
of order O(a(W/M)In(M/W)) and O(ag/M), where g
is the momentum transferred to the (anti)neutrino.

Finally, we comment on a peculiar logarithmic diver-
gence for W = Wy in Eq. (50). In the integration over
the phase space this is clearly not a problem, but it points
to a possible shortcoming in the analysis. It was shown
that it is related to the emission of soft real photons
(Repko and Wu, 1983). Two possibilities have been pro-
posed to remove this divergence due to its relevance in
the endpoint-sensitive tritium S-decay. The first (Repko
and Wu, 1983) proposes to sum these soft real photon
contributions to all orders of perturbation theory, lead-
ing to the replacement

t(B) In(Wo — W) — (Wo — W)H® —1 (53)

where

)—%‘[mnhlﬁ_q. (54)

p) = = | =

The change in the tritium g spectrum shape is negligible
due to its low endpoint, however for higher energies the
change in the ft value can become several parts in 10
and so cannot always be neglected. The second possi-
bility of resolving the divergence takes into account the
finite detector resolution (Gardner et al., 2004). In the
treatment by Sirlin, the outgoing S particle and v are
always distinguishable, which is equivalent to an energy
resolution of zero. If we instead consider a finite en-
ergy resolution, the distinguishability of the real photon
depends on its energy, implying the same conclusion to
the B spectrum correction. This assumes an absorption
of the v particle, however, an effect which is completely
negligible in most experimental set-ups. We thus use Eq.
(53) in our current description.

2. Order Za? correction

Spurred on by the high precision measurements of su-
perallowed Fermi decays, two pioneering papers were
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published by Jaus and Rasche (1970) and Jaus (1972)
discussing the higher order radiative corrections. In sub-
sequent years some tension arose between numerical and
analytical methods (Sirlin and Zucchini, 1986), until fi-
nally both approaches agreed after a correction in the
former (Jaus and Rasche, 1987). Using the notation of

£

" ® ve " @ ve

p p

Figure 3 Dominant Feynman diagrams for the order Zo?
corrections. The first of these already contains a correction
present in the product Fpd1, and has to be explicitly sub-
tracted. Three more diagrams contribute to the order O(Za?)
correction, but are non-dominant. These can be found, for ex-
ample, in Sirlin and Zucchini (1986), and discuss the vacuum
polarization of the brehmsstrahlung photon, and the two pos-
sibilities for the renormalization of the electron propagator.

the latter one writes
4
82(Z, W) = Za® Y " Ay(W) . (55)
i=1

The first three terms in the sum concern the graphs
shown in Fig. 3, with A3 coming specifically from the ax-
ial vector component. All of these depend on the nucleus
considered, as was to be expected from any correction in-
volving interaction with the nucleus. The explicit weak
interaction dynamics is, however, contained in the inner
radiative correction, and the terms in Eq. (55) depend
only on the shape and radius of the charge distribution.
The Feynman diagrams for the fourth term, on the other
hand, are not explicitly shown, as they are non-leading
and present the interaction of the photon with only the
electron through vacuum polarization and renormaliza-
tion of the [ particle propagator.

The terms of leading order in the nucleon mass, My,
called Za?A; in Eq. (55) are difficult to evaluate and
depend on the nuclear form factor F(g?). Using the
trivial identity ' = 1 + (F — 1), A; was split up into
A; = AY + AF where the first term is now energy-
dependent but nucleus-independent and vice versa for
the second. The first is then typically combined with that
other ‘purely QED’ term, A4. Expressions have been de-
rived for AY both in the non-relativistic (assuming zero 3
particle momentum) and extreme-relativistic approxima-
tion (neglecting terms of O(W/M)) so that (Sirlin and
Zucchini, 1986)

2 2
AV A, "B My 3 n@W) + % + % ~6In2



FRA 1 My — §1n(2W) + % (56)
Results based on the extreme-relativistic approximation
were compared to the numerical results of Jaus and
Rasche (1987) by Sirlin (1987) and a general good agree-
ment was found. Differences in the decay rate for Z = 26
were found to be on the few 10=* level. For higher
Z, then, we expect a better agreement using a proper
interpolation between the non-relativistic and extreme-
relativistic results should this be needed. The remaining
terms have been evaluated using different models for the
charge distribution p(r). We list here the integral forms
together with their evaluation for a uniformly charged
sphere. Normalizing p as [ p(r)r?dr = 1, we find (Sirlin,
1987)

A =1 —qp - 471'/ p(r)r? In(Myr)dr — (8/My)
0

X /00 p(r)r[l + v + In(Myr)]dr (57)
0
8o = (@atx) [ty [1 - A;TNT] (59)
0= [t [ w0t -5+ 5
(59)

The other A; have been evaluated using different mod-
els for the charge distribution p(r). For the uniformly

(2(2))"? = V/I0/A, one

charged sphere of radius R =
has (Sirlin, 1987)

3 A

A
Af =In |:M:| — K9 —

B+7E+ln\ﬁ+ln[ﬂij\’” (60)

3 A T A
Ap=—o = 1 = 61
> 7 9y10r My { 2v/10 MN:| (61
3 A
Az = — —14+Inv10
3 \/ﬁ ga QMMN [’YE
MN Y A :|
+1n7 + 62

with k2 = yg — 5 + 1nm = 0.395, ga = 1.270,
gy = 4.706, vg ~ 0.5772. Further, A = v/6/,/(r2) with
the rms nuclear charge radius (r?) in natural units, with
A ranging from about 400 at A = 10 to about 160 at
A = 250.

For the modified Gaussian model for the charge distri-
bution p(r) (Sirlin, 1987) more extended expressions are
obtained. Both models give, however, very similar re-
sults for the superallowed Fermi transitions ranging from
140 to ®*Co corresponding to differences in the averages
(62(E)) over the energy spectrum of less than 10~* (Sir-
lin, 1987). Using a Fermi distribution for heavier nuclei,
the difference can then be expected to be even smaller.
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3. Order Z2%a? correction

The reasoning for the Z2a® corrections is analogous
to that discussed above, with the relevant Feynman dia-
grams shown in Fig. 4. Technically its evaluation is ex-
tremely challenging, however, and Sirlin (1987) has only
proposed a so-called ‘heuristic’ correction. This is writ-

Y v
| l Y Y
n ® Ve M Ve M ® Ve
p p p

Figure 4 Dominant Feynman diagrams for the order Z2a?
corrections.

ten as
ohe =72a3 [a In <£/) +b f(W)

+4§ g(W) —0.649 1n(2WO)} , (63)

where
azg 23 (Ref. 10 of Ref. Sirlin (1987)), (64)
= (o)
f(W) =In(2W) - 5/6, (66)
% [In*(R) — In*(2W)] + gln(2RW). (67)

4. Higher order corrections

Due to the computational complexity, little is known
about the higher order corrections of the type Zma™*!.
Based on the leading order behavior of the previously
discussed terms, Wilkinson (1997) has put forward a very
approximate estimate

Ognam = 2™ Kppmln™ ™" A
o nm W b
and suggested for K, an average value of 0.50 from the

above results. If K, is given a fixed value the summed
effect of all the higher-order terms is (Wilkinson, 1997)

(68)

n=oo

ghigher ~ Z SZ”a”+1 = SZ3a4/(1 - ZO&), (69)
n=3

with dz3,4 evaluated using Eq. (68). It is clear these
corrections become relevant for higher Z.



B. Neutrino radiative corrections

Even though the outgoing (anti)neutrino has no direct
interaction with the surrounding electric field, it is in-
directly influenced through virtual photon exchange and
energy conservation from inner brehmsstrahlung. Due to
the recent interest in the proper conversion of the cumu-
lative 8 spectrum emerging from a nuclear reactor, these
have been treated explicitly by Sirlin (2011). The former
case is essentially unchanged relative to the et spectrum,
after substitution of W, — Wy —W,, in all relevant quan-
tities. The treatment of the internal bremsstrahlung dif-
fers, however, and the subsequent total O(«) radiative
correction is much smaller. One finds

2
RV(Z,W,WO)_HO‘{?A( ) 3
2T

1
_§L12< 2/§A>+8<tanh & 1>ln<2W5>
B 1+ 8

tanh ™' 3 [7+352 ]

+4

5 3 (70)

where analogous to the electron we have
W=Wo Wy p=y/W2-m f=- (T

with T, the energy of the outgoing (anti)neutrino.

C. Radiative 5 decay - Internal bremsstrahlung

The radiative corrections discussed above include the
effects of inner bremsstrahlung, otherwise known as ra-
diative beta decay where an additional photon is created
in the final state

n—p+t+e + 0.+, (72)

where the energy of the 7 ray follows a continuous spec-
trum thereby reducing the g particle energy. This is typi-
cally understood as a two-step process, where an electron
is first ejected with energy W', and subsequently emits
a photon with energy w. Classically, this can simply be
understood from the sudden acceleration of the beta par-
ticle during which it emits radiation. This effect has been
extensively described by Bloch (1936) and Knipp and Uh-
lenbeck (1936), and is commonly referred to as the KUB
theory. Using results from classical electrodynamics one
can write the photon ejection probability as (Schopper,
1966)

B(W,w) =

ap {W2 + W2

7 In(W + p) — 2} . (73)

Twp’

with W = W —w and p’ = vW’2 —1 its correspond-
ingly redefined momentum. In order to find the photon
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spectrum we must average over all intermediate virtual
states to find

Wo
NW" W'
14w

S(w) = w)dW’, (74)

where w is the final photon energy and N(W') is the
B spectrum. Equations (74) and (73) immediately re-
veal the dependence on the endpoint energy of the beta
transition and its rapid fall-off towards higher photon en-
ergies.

In this initial approach Coulomb effects with the
daughter nucleus were neglected, however, and all re-
sults were evaluated using plane waves. Nilsson (1956),
Lewis and Ford (1957) and Spruch and Gold (1959) all in-
troduced this correction and obtained expressions for its
energy spectrum and angular correlation. This roughly
translates to introducing the Fermi function into Eq.
(74). Felsner (1963) has produced more rigorous work
on this, and shows a much improved agreement with ex-
perimental data. Very recent theoretical work has been
performed by Ivanov et al. (2014) describing the QED
tree-level contributions to the internal bremsstrahlung
spectrum of 3°S. This amounts to changing Eq. (73) by
Eq. (16) in the aforementioned work, where additional
terms of order O(w/W), O(a?Z?%/W?) and O(W/M) are
introduced. Further research was performed specifically
for the neutron to investigate the influence of recoil order
terms and weak magnetism (Ivanov et al., 2017, 2013).
Even though its inclusion shows up stronger in the inter-
nal brehmsstrahlung compared to the regular branching
ratio, its magnitude is still far below the currently avail-
able experimental precision.

Detection of this radiation reveals underlying weak in-
teraction physics, and is both correlated with the outgo-
ing lepton momenta and carries a degree of circular po-
larization (Batkin and Churakova, 1992; Berman, 1958;
Cutkosky, 1954; Kinoshita and Sirlin, 1959; Mao et al.,
2011). Consequently, its experimental detection has been
an interesting observable for several decades (Basavaraju,
1983; Boehm and Wu, 1954; Budick et al., 1992; Gold-
haber et al., 1957; Khalil, 2011a,b; Singh and Dhaliwal,
2014, 2015). Recent experimental branching ratios for
the neutron find BRg, ~ 31073 (Bales et al., 2016),
and also for higher Z significant branching ratios were
found such as for 32P at 2 - 1072 (Berenyi and Varga,
1969). It has been studied intensively following electron
capture, reviewed extensively by Bambynek et al. (1977).
Its relevance in the analysis of the tritium beta spectrum
measurements has been theoretically discussed by Gard-
ner et al. (2004), and continues to garner interest through
the study of correlation parameters (Gardner and He,
2012, 2013) looking for T' and C'P violation.



VI. NUCLEAR STRUCTURE EFFECTS - THE SHAPE
FACTOR

In the foregoing, nuclear structure effects have been
ignored and we focused instead on electromagnetic cor-
rections and kinematics. When considering the nucleus
as a non-trivial system with a finite size, nuclear struc-
ture and spatial variations of leptonic wave functions be-
come deeply intertwined. The exact treatment of this
fact has undergone careful study by several authors and
different formalisms over several decades (Behrens and
Biihring, 1970, 1982; Behrens et al., 1978; Behrens and
Janecke, 1969; Blin-Stoyle, 1973; Biihring, 1963, 1965;
Biihring and Schiilke, 1965; Calaprice et al., 1977a; Hol-
stein, 1974a,c,d; Huffaker and Greuling, 1963; Huffaker
and Laird, 1967; Kleppinger et al., 1977; Konopinski,
1966; Konopinski and Uhlenbeck, 1941; Morita, 1973;
Rose and Osborn, 1954a; Schopper, 1966; Schiilke, 1964;
Weidenmiiller, 1961). In essence, we have finally arrived
at the heart of nuclear B decay. Our starting point lies
in the elementary particle approach, and from this we
branch out into the Behrens-Biihring and Holstein for-
malisms. We utilize the accurate calculational machin-
ery of the former and transform our results to the clean
notation of the latter.

A. Introduction

The 8 decay Hamiltonian is traditionally constructed
as a current-current interaction

_ Gcostco

where f¢ is the Cabibbo angle and J,(x) and L*(z) are
the nuclear and lepton currents, respectively. This is
plugged into the S matrix of Eq. (5) as a first order
perturbation. As we discussed in Sec. III, the introduc-
tion of electromagnetism requires a change in the lepton
current L* exchanging the g particle wave function. So
the strong interaction requires a change in the nuclear
current from its pure V-A shape. We have then the gen-
eralizations

[J} ()L () + H.c)] (75)

Th(@) = (fIVau(@) + Apu(2)]i) (76)
LM (@) = ige(x)y" (1 +75)vu(2), (77)

where ¢, is the solution of the £ particle wave function
in a Coulomb potential. The transition matrix element
(TME) constructed from this Hamiltonian is constrained
by angular momentum coupling rules for the spin tran-
sition J[* — J;7, allowing decays of different multipole
orders K within the vector triangle (J;, J;, K). It is nat-
ural then to write the TME as a sum over all possible K
with complementary projection operators acting on both
lepton and nuclear spaces. This approach allows for the
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definition of form factors Fi that absorb all the nuclear
structure information. These form factors are a func-
tion of ¢*> = (py — p;)?, the only Lorentz invariant scalar
available. With form factors the treatment can continue
without any model dependence, which is also known as
the elementary particle approach practiced by many au-
thors (Armstrong and Kim, 1972b; Behrens and Biihring,
1982; Holstein, 1974a; Kim and Primakoff, 1965). Specif-
ically this translates into an expression of the following
type (Schopper, 1966; Schiilke, 1964)

(FIVi = Auliyoc Y- Y ()M (gt

KM s,L=K—1

I K,
><\/47n/2Ji+1(_Mf N Mj)

L
X (Q(Lq‘R_;)l)”FKLs(QQ%

(78)
where K corresponds to the multipole order of the tran-
sition and K, L and s have to form a vector triangle. The
form factors Fxrs(q?) contain the actual nuclear infor-
mation and can be expanded as a function of (¢R)?. Since
for 8 decay this quantity is very small, the expansion can
typically be stopped after the first order. A very simi-
lar expression is obtained, for example, in the Holstein
formalism (see Holstein (1974a) for a discussion and com-
parison). In case of a non-trivial lepton current, a similar
expansion' is made such that the TME can be written
down to different orders of precision. In the aforemen-
tioned formalisms, all information other than the phase
space factor and Fermi function are typically grouped in
a so-called shape factor C(Z, W)

NW)AW o pW (Wy — W)2F(Z,W)C(Z,W). (79)
In some formalisms the Fermi function and/or the fi-
nite size effect is also included in C(Z,W). Here we
will however adhere to the notation in Eq. (79). Now
C(Z,W) includes effectively a combination of two effects:
The first is the spatial variation of the leptonic and nu-
clear wave functions inside the finite nuclear volume, the
second is the effect of raw nuclear structure. It should
be understood that all additional corrections discussed
in the previous sections are not included in this original
formulation, and can be considered higher order correc-
tions. Before we continue with an analytical description,
we discuss the nature and evaluation of the form factors
Frrs(q?).

INon-trivial here meaning Coulomb corrected wave functions rather
than simple free Dirac spinors. In this case an expansion can be
made in terms of r, (aZ), (meR) and (WeR). This is discussed in
the next section.



B. Form factors

1. Introduction

The form factors describe rather generally the nuclear
structure and allow for a model independent analysis of
B decay observables. These can then be deduced from
experimental measurement, and in theory we could stop
the discussion. Using the impulse approximation we can
however continue and express these form factors in terms
of nuclear matrix elements. This entails that we treat the
nucleus as an assembly of non-interacting nucleons that
all couple to the S decay Hamiltonian as if they were free
particles. Generally speaking, we have then a collection
of one body operators Ok s that can be written as

Oxrs = Y _(alOkrs|B)alag, (80)
a,B

where a], creates a nucleon in state o, and ag annihilates
a nucleon in state 8. We have then

(flOKLsli) = > (alOkrs|B)(flalasli) .
o8

(81)

The last factors in this equation are called the one body
density matrix elements which can be calculated by e.g.
the shell model. In special cases this formulation can
be further simplified and allow for immediate analytical

J
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evaluation. An example will be given below. After the
brief discussion of the impulse approximation, we are able
to explicitly write the form factors in terms of nuclear ma-
trix elements (see Sec. 6.2 in Behrens and Biihring (1982)
for a more thorough discussion). As an example, consider
Table III where the correspondence between form factor
coefficients! and nuclear matrix elements is shown, as
well as the possible spin changes and ‘forbidden’ transi-
tions for which the form factor coefficient is identically
zero. For the sake of simplicity, induced currents (see
Sec. VI.B.2) have been neglected here. A more extensive

overview of F' I((nL)s with selection rules can, for example,
be found in Behrens and Jénecke (1969).

2. Induced currents

Before we continue with the explicit calculation of the
shape factor C(Z, W), we address the issue of induced
currents. Because the decaying nucleon sits inside a nu-
clear potential, influences from QCD seep into the weak
vertex. Assuming the weak interaction to be purely
V — A, several Lorentz invariant terms can be added that
transform in the same way. For the simple neutron de-
cay this is written in the Behrens-Biihring (BB) (Behrens
and Biihring, 1982) and Holstein (HS) (Holstein, 1974b)
formalisms as?

) Ca )
J2P = i(up|Cvyy — frouwd” +ifsqu — C, s frowvsq” +ifpysdulun), (82)
L gm — gv.
‘]fs = Z<up|gv7u - oM /LVq + Z?M Qu + gAV5 YV — 2M O'IWPYISQ +1 2M’Y5qu|un>, (83)

where® 0, = —%[y,,7,] and all C and g are functions
of ¢2. Tt is here the elementary particle treatment shines,
as the entire formulation in terms of form factors can be

IThese are related to the more general form factors via the expansion
Frrs(@®) = 3, An, L)(qR)Q”FI(gLL)S, where A(n, L) is a trivial

pre-factor. As FI((Oz and FI(G)J are typically of similar magnitude,

it is clear that F1s(q?) is dominated by the former.

2Here q = —i(Vy — V;) when written in operator form. In the
presence of an electromagnetic field gauge invariance requires g, —
% — % —ieA, where A, = (A,i¢) is the potential of the
electromagnetic field. See Refs. Behrens and Buhring (1971) and
(Holstein, 1974a).
3The original results by Holstein are written using the conventions
by Bjorken and Drell (1964), which differs both in the metric used,
as well as the sign of g. We have written Eq. (83) in the metric
and notation by Behrens and Biihring (1982) to show the corre-
spondence in the definition of the constants.

(

retained simply by redefining them and including these
induced currents (Biihring, 1965). The two approaches,
while inherently different, are completely equivalent?,
and the redefinitions of the different Fl({n L)S can be found in
Refs. Behrens and Buhring (1971); Behrens and Biihring
(1982); and Biihring and Schiilke (1965). As an example

0
VE©® now becomes

fs
Y Fooo =V Migo = 1 (WoR + aZ> VM, (84)

where Mg s are the actual nuclear matrix elements as
written in the second column of Table III. When ne-
glecting induced currents it is clear that both notations

4This can be seen from Egs. (7-8) in Holstein (1974d) and is thor-
oughly discussed in Sec. 9.2 in Behrens and Biihring (1982).
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Table III Definitions of the nuclear matrix elements (from Behrens et al. (1978)) for allowed transitions. Here the form factors

are written in their symbolic integral notation.

The possible spin changes are shown explicitly, together with ‘forbidden’

transitions for which the form factor coefficient is automatically zero. Here a is constructed with the Pauli matrices, o on its
off-diagonal elements. We have neglected second-class contributions and terms of order O(gas/(Mn R)?).

Form Factor (BB) Cartesian Form AJ Forbidden Type
VF(SS()) +ov [1 0 B Allowed
“Fio) Fgafo 0,1 0-0
Y Faab +ov [ (5)° 0 -
Apl(éi Tga [0 (%) + Mﬁ [o 0,1 0—0 Main correction terms
AF ) Fgady [T 4 api g 0,1 0-0
YED bav % : -
VFl(i)i —gv \/%f axr _ 9213\1/11\]91‘{/ ff o 0,1 0—0 Relativistic correction terms
AR9) tgaV3 [ 15 & G0 [WoR+ SaZ] [0 0,1 0-0
coincide. Just as the work of Behrens and collabora- 3. Validity of the impulse approximation

tors continues with the more general formulation using
VIAFk1s(q?), so intruduces Holstein general form fac-
tors. Here, the total TME is expanded into a combina-
tion of form factors labelled a,b,c,d,e, f,h,g and ja 3,
all of which have some non-trivial ¢*> dependence! (Hol-
stein, 1971a,b, 1974d). These are now the Fermi (a),
weak magnetism (b), Gamow-Teller (c¢), induced tensor
(d), induced scalar (e) and further higher order correc-
tions, respectively. When expanding in terms of ¢? the
influence of higher order terms can be neglected however,
except for the leading Fermi and Gamow-Teller form fac-
tors written as

a(@®) = a1 +axg® + ... (85)
(P =c1+c®+... (86)

Each of these form factors is a combination of the BB
form factors discussed above, with the additional advan-
tage that unlike the BB form factors, these are manifestly
covariant and more clearly reveal underlying symmetries.

Table IV lists these form factors in terms of the nuclear
matrix elements which are listed in Table V, as predicted
by the impulse approximation. These again have to be
provided by the shell model unless we can treat them
approximately as is explained in Sec. VL.D.

LA careful distinction must be made as the form factors are ex-
panded as a function of 3-momentum q? in the BB formalism,
while it is performed with the 4-momentum ¢? = VVO2 — g2 in that
of Holstein.

In the previous section we have discussed the possi-
bility of transforming the model-independent form fac-
tors to one-body matrix elements using the impulse ap-
proximation. The latter assumes that all nucleons in the
nucleus interact with the weak vertex as if they were
free, thereby neglecting many-body effects such as me-
son exchange and core-polarization. It has been shown
(Armstrong and Kim, 1972a) that meson exchange need
not even be invoked to show the breakdown using only
PCAC. It comes then as no surprise that the impulse
approximation breaks down once sufficient accuracy is
required. For the vector matrix element ¥ Fypo the im-
pulse approximation is a valid approach, as the current
is conserved. Below, we will discuss the divergence of
the axial current and its relation to the pion field, for
which we have to calculate QCD matrix elements. Cor-
rections to the simple shell model methods are histori-
cally split up into two categories: meson exchange effects
and ‘nuclear’ effects, the latter of which comprises core-
polarization, relativistic effects and configuration mix-
ing stemming from an insufficient knowledge of the nu-
clear wave functions. The distinction is artificial, how-
ever, as the nuclear potential relies on an incorporation
of mesonic degrees of freedom. This fact was emphasized
by Wilkinson (1974). The study of mesonic contributions
has a long history, and includes pioneering works by Blin-
Stoyle et al. (1959); Chemtob and Rho (1971); Delorme
and Rho (1971); and Rho (1974), but falls outside of the
scope of this work. Reviews can be found in the excellent
papers by Blin-Stoyle (1978); Ejiri and Fujita (1978); and
Towner (1987). Effects of core-polarization on the other
hand, result from a truncation of the set of basis states



19

Table IV Summary of the a, e, b, c1, c2, d and h form factors and their relation to the nuclear matrix elements defined
in Table V. Here CVC and SCC refers to conserved vector current hypothesis and second class currents (see Sec. VI.C),
respectively. In this table the impulse approximation is only given to first order, and the relativistic matrix elements are

neglected as is done in (Holstein, 1974d).

Form factor Formula in impulse approx. Remark Type
a a=gyMp gv =1 (CVC) (Ademollo and Gatto, 1964)
e e gy (Mp £ Ags) e =0 (CVC, SCC) Vector
b A(guMear + gvMy) gm =2 4.706
1 1 = gaMar ga — gaesr = 1 (Towner, 1987)
C2 c2 = GQA [Mw2 + FMly:l co ~ R?
d d = A(gaMor £ griMar) grr ~ gr 20 (SCQO) Axial vector
=d +d'! d' = 0 (analog states)
h h = \;T%M29AM1y — A’gpMar P free N —229 = gpeg = 7

Table V Definitions of the nuclear matrix elements by
Calaprice et al. (1977b). Here 7 denotes the typical isospin
ladder operator, and an explicit sum over all nucleons is in-
cluded. Note that the BB matrix elements from Table III are
dimensionless due to appropriate powers of R, unlike those of
Holstein presented here.

Matrix element Operator form
Mp (BIZT" )
Meaer <5||27i? [|ex)
My (/BHZTi Uilla)
Mg, (BIZr= T ir?a)
Mot (BIErEids x l i)
Mg, (12) 2 (BISrEr2Om oYy (7))

by considering the nucleus as an inert core with some
valence nucleons (Shimizu et al., 1974). In many cases
this is not an appropriate approximation, and significant
corrections occur from allowing particle-hole excitations
across shell gaps (Barroso and Blin-Stoyle, 1975; Koshi-
giri et al., 1981). This is a complicated matter, however,
as severe cancellations occur between core-polarization
and meson exchange effects, while remaining careful for
double counting (Towner and Khanna, 1979). Individual
effects can easily range to 40%, but due to cancellations
in allowed decays these largely correspond to the impulse
approximation results (Morita, 1985). For forbidden de-
cays, however, this cancellation is much less pronounced
and significant deviations are encountered when using the
impulse approximation (Baumann et al., 1998).

For allowed decays then, one typically remedies the
situation in an ad hoc way by renormalising the cou-
pling constants to produce effective couplings (Towner,
1992; Warburton and Towner, 1992; Wilkinson, 1973a,b,
1974). Based on the above reasoning, we expect the

effective coupling constant to decrease for increasingly
heavy nuclei. This is the case for the sd-shell, where g4
is set to 1.1 and to unity in fp-shell nuclei (Martinez-
Pinedo et al., 1996). New experimental measurements
of highly forbidden decays push this value even further
downwards to g4 ~ 0.9 (Haaranen et al., 2017). Statisti-
cal methods have been applied by Deppisch and Suhonen
(2016), where a nice overview of the quenching of g4 is
provided for different methods in different mass regions.
Because of the g% dependence of the Ov343 cross section,
its study has received renewed appreciation (Kostensalo
et al., 2017). Interesting to note here is the use of the
B spectrum as the prime means of deducing g4 as its
shape depends only on the relative values of the involved
nuclear matrix elements.

Less known is the subsequent renormalisation of the
induced pseudoscalar coupling, for which the original in-
teraction is typically seen as an exchange of a virtual
pion (Ericson et al., 1973). The subsequent interaction
then depends on the pion propagator, which is however
modified by its interaction with the surrounding nuclear
matter. This is a delicate matter, and contains severe
model dependence (Delorme et al., 1976). In an ex-
treme case the pseudoscalar coupling constant can be
quenched by as much as 80%, which is significantly larger
than the connected quenching of g4. Great care is then
required when evaluating matrix elements containing a
pseudoscalar component.

Finally, we stress the model-dependence of the quench-
ing of the coupling constants, as it originates from a fail-
ure to directly take into account many-body effects and
correlations. This can, for example, clearly be seen from
a difference in effective g4 when using the shell model
or the interacting boson model (Haaranen et al., 2017).
Ab initio methods, such as Green’s function Monte Carlo
provide a more systematic framework and circumvent the
need for quenching by taking into account many-body



correlations (Brida et al., 2011). This falls outside of the
scope of this text, however, and the reader is referred
to excellent reviews by Pieper and Wiringa (2001) and
Carlson et al. (2015).

C. Symmetries

In dealing with allowed S decay, one finds that results
are significantly constrained and simplified through the
application of symmetries. The first we discuss here is the
conserved vector current (CVC) hypothesis (Feynman
and Gell-Mann, 1958), after which we briefly comment
on second class currents. Discussions on 7T-invariance
and partially conserved axial current can be found, for
example, in works by Holstein (1974b) and Behrens and
Biihring (1982).

1. Conserved vector current

As with the electromagnetic interaction, the conser-
vation of the vector current allows us to derive simple
relations for different form factors. In the most trivial
example one finds

(Jr My |Vo(0)|J;M;) = Y Fooo(a*)6.,.5, 00,0,
(T T3 4| T |TiT3i)07,.0, 00, 01,
= /(T; £ T3;)(T; ¥ T3 + 1)

X 07,000, M; (87)

with V4 the temporal part of the vector current and T3
the third component of the isospin vector, meaning

VFOOO = \/(Tz + sz)(Tz F T3 + 1) = VM(()%)O (88)

Comparing this to Eq. (84), we find that CVC excludes
any induced scalar currents.

Further, this can be used to find relationships between
different vector form factors, as discussed, for example,
by Behrens and Buhring (1971). A relationship relevant
to our further discussion is the following!

—2NVENTY = (Wo F (ma — my))RY ER

+:i:ozZ{/ (%)w U(r)YOO}. (89)

Here m,, and m, stand for the neutron and proton
masses, respectively, and the integration is performed
with the nuclear wave functions which were omitted for
notational convenience. Further, U(r) is defined via

D'This formula is a simplication of the general form factor coefficient
VFé\{fl(ke,m,n, p) which can be found in Behrens and Buhring
(1971).
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V(r) = —aZ/RU(r) with V(r) the electronic potential,
and Yy is the constant spherical harmonic function com-
ing from the expansion of the lepton current.

Through its likeness with the electromagnetism, a
deeper connection can be constructed between weak and
electromagnetic observables. As both divergenceless cur-
rents behave quasi-identically, matrix elements can be
interrelated. Behrens and Biihring (1982) discuss this
in our adopted form factor formalism, and show that
VFrko(q?) and V Frx1(q?) are related to elastic elec-
tron scattering reduced transition strengths for electric
and magnetic types, respectively. This entails that we
can evaluate these matrix elements using the charge dis-
tribution rather than the weak charge distribution.

The weak magnetism form factor, mentioned in the
previous section, provides the largest contribution of the
form factors induced by the strong interaction. Its main
contribution comes from the V' Fy11(¢?) form factor which
is related to a magnetic matrix element, hence the name.
In the general nuclear current decomposition as written
by Holstein (1974b), this is now written as b(q?) rather
than gp;. For [ transitions between analog states the
CVC hypothesis relates this form factor to electromag-
netic properties of the 8 transition, allowing one to cal-
culate b on the basis of experimental data. Thus, for the
so-called mirror § transitions between isospin T = 1/2
mirror nuclei we write (Calaprice and Holstein, 1976)

p¥ =F(u — p2) (90)

where A is the mass number, J the angular momentum,
and p; and po are the magnetic moments of the mother
and daughter nuclei, respectively.

Further, for the pure Gamow-Teller transitions within
isospin triplet states the CVC hypothesis allows calcu-
lating the weak magnetism form factor from the width,

iso, of the analog isovector part of the v transition with
M1 multipolarity, via (Calaprice and Holstein, 1976)

Tise, M2

b2 =n6 ,
v Ef;’oz

(91)

with E., the energy of the v transition, M the average nu-
clear mass of mother and daughter, a the fine-structure
constant, and 7 a constant. The latter is unity if the
final states of A% and ~ processes are equal, while it be-
comes (2J; +1)/(2J} + 1) when reversed to correct for
the proper degeneracy in the phase space of the M1 tran-
sition.

A new compilation of experimental data and subse-
quent discussion on weak magnetism behavior through-
out the mass range was performed by Severijns et al.
(TBP).



2. Partially conserved axial current

The application of partially conserved axial current
typically results in the Goldberger-Treiman relation
(Goldberger and Treiman, 1958), relating the pion-
nucleon coupling to g4. This is generally not of much
use unless one knows the pion matrix element. This re-
lation can however be translated into a condition for gp

(2M,,)?

2 2°
maz —4q

gp(a*) = —g4(0) (92)
Simply using experimental results for nucleon and pion
masses at ¢> = 0 one obtains gp(0) ~ —229. This expres-
sion is however only valid assuming isospin invariance,
and much work has been done by several authors (see the
works by Gorringe and Fearing (2004) and Bhattacharya
et al. (2012) and references therein) to provide higher
order corrections to this result. These corrections are
small, however, and change gp on the 5% level. Exper-
imentally measurements have been performed for muon
capture, for which ¢ = 0.88mi, and so can be roughly
translated using Eq. (92). Currently, however, the most
accurate results from chiral perturbation theory are in
sufficient agreement with experimental results to warrant
using the PCAC results (Gorringe and Fearing, 2004).
We point again to the importance of the quenching of gp
due the meson exchange effects in the nuclear medium.
Thus, Eq. (92) is valid only for the free nucleon, and sig-
nificant care must be taken when evaluating pseudoscalar
currents for nuclear decays.

3. Second class currents

We can classify terms in the expansion of the nuclear
current following their transformation properties under
the G-parity operation, G = Ce™Tv, i.e. the product
of a charge conjugation operation, C', and a rotation by
7 around the y-axis in isospin space (Weinberg, 1958).
Ounly two terms in Eq. (83) transform differently com-
pared to their main vector or axial vector analogues.
These are called second class currents, as opposed to their
first class counterparts. The first is the induced scalar in-
teraction, which was already eliminated because of CVC.
The second is the induced tensor interaction, for which
no similar constraint is available. As can be seen from
Table IV the axial tensor form factor, d, contains both a
so-called first class term, i.e. d!, and a second class term,
d'!. If both the vector and axial-vector weak nucleon cur-
rents, V,, and A,, have a definite G-parity the induced
terms (and thus also the one related to the d form factor)
are expected to hold the G-symmetry, that is, the decay
of a proton and a neutron in a nucleus should be sym-
metric. Experimentally no indication for the existence
of second-class currents has been found as yet (see e.g.
(Grenacs, 1985; Minamisono et al., 2001, 2011; Shiomi,
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1996; Sumikama et al., 2011; Wilkinson, 2000)), so that
second-class currents can be ignored, i.e. d’f =0. The d
form factor then reduces to its first class part, i.e. d = df,
which is only non-zero for transitions between non-analog
states (i.e. belonging to a different isotopic multiplet), as
the matrix element M, , in d! can be shown to vanish for
transitions between analog states (Holstein, 1974a).

D. Analytical matrix elements

In the introduction (Sec. VI.B.1) we mentioned the
decomposition of a general operator O s into its single-
particle constituents. Using the form factor formalism,
this now has a more concrete meaning, and using the
impulse approximation we can build on this foundation.
Following the work of De-Shalit and Talmi (1963) and
its discussion by Behrens and Biihring (1982), we can
write many-particle matrix elements in terms of single-
particle matrix elements by introducing a factor C'(K)
that absorbs all many-particle effects and which depends
only on the tensor rank K. For a simple configuration
with two nucleons in initial and final states in an orbital
with total angular momentum j one finds

(@G>, TrTiTsp)l| > {Okrat-}, |6(5% JiTiT5:))
n=1,2

= C(K){Jl|0kLs|l5) (93)

where C'(K) is a simple combination of spin and isospin
variables. For a non-trivial system of an actual nucleus,
we typically employ the shell model and consider the in-
teracting nucleons to be in different orbitals outside a
fixed core. Writing the total wave function for a nucleus
with spin J, isospin 7" and N active particles as

U(NJT) =Y ar¢i(NJT) (94)
k

with ¢ (NJT') anti-symmetric single particle wave func-
tions, we find Eq. (93) generalises directly to

(Vs (NJfTy)||Orrs| Vi (N JiT;))
= Zakazckz(K)<Jl||OKLs|Ukz), (95)
ol

where C}; describes the coefficients of fractional parent-
age relevant for kl configuration (De-Shalit and Talmi,
1963). Comparing this to Eq. (81) we identify the pref-
actors as the one body density matrix elements. In the
following discussion we are however not concerned with
the absolute calculation of matrix elements, but rather in
the ratio between two different ones. When taking a ratio
of two many-particle matrix elements of rank K, we see
the complex many body dynamics described by C(K) in
Eq. (93) drops out if both operators are of the same rank
K. If the shell model state of Eq. (94) is dominated by a



single configuration this result holds approximately. We
will extensively use this fact in the analytical calculation
of the shape factor C'(Z, W) below.

It remains then to write down the shape factor in an
analytical form. Here we stand before a crossing, as we
can attempt to split up C(Z,W) into a purely leptonic
convolution part and a nuclear structure part, or make
no attempt at decoupling and stick with the full formu-
lation. The former is done by Holstein, whereas in the
seminal work by Behrens and Biihring (1982) the two
parts remain coupled. We continue here with this ap-
proach as it provides the greatest precision results, but
present the final results in the notation of Holstein. This
allows for easy inspection and a clear connection to the
aforementioned symmetries. In Appendix E we compare
both approaches.

E. Isospin invariant shape factor

In the beginning of this section we have introduced the
concept of a shape factor, denoted by C(Z, W). This is
not to be confused with the many-particle coupling co-
efficients in, for example, Eq. (93). It encompasses the
information introduced by the expansion of the nuclear
and lepton current in the transition matrix element, and
as such for a large part determines the shape of the spec-
trum. In the formalism by Behrens and Biihring C(Z, W)
is written as (Behrens and Biihring, 1982)

CZW)= > M AMZ(ke, k) + mi (ke, Ky
ke,ky K
20 Yk
— o Mk (e, ky ke kv) ¢ s
Tl Ml s k) b (90
where
o, +af
)\ke = le ;_kp ) (97)
aZ )+ oy
a?, —a%, kW
[k, = — ke +ke , (98)

2
Oy, T A4k, Vke

are Coulomb functions depending on «j (see Eq. 13),
while Mg (ke,k,) and mg (ke, k,) contain the convolu-
tion of leptonic wave functions and nuclear structure in-
formation encoded as form factors, discussed in the previ-
ous section. The integers k., k, are defined as |k, , | where
Ke,y is related to the angular momenta in the usual way!.
It is a well-known fact that that the solution to the Dirac
equation does not contain a definite parity, such that we
consider the outgoing leptonic wave functions as spherical
waves. The integer K corresponds to the multipolarity

Here & is the eigenvalue of the operator K = (oL + 1), such that
k=|sl=j+3,r=—l—1ifl=j+3% ands=1ifl=j5— 3.
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of the transition, and must form a vector triangle with j.
and j, as well as with the nuclear spins .J; and Jf. For
allowed transitions we have then |J; — J¢| < K < J; + J;
from the nuclear vector triangle.

In this coupled approach all leptonic information is still
contained within Mg and mg. Even though the nuclear
decompositions are completely equivalent in both the HS
and BB formalisms, the treatment of the leptonic current
is not. In the latter, a rigorous expansion of the radial
wave functions is made in 72, (m.R)?, (WR)® and (aZ)*
thereby introducing a functlon I(ke,m,n,p;r) that is
sensitive to nuclear shape information?. This function
is tabulated both in the general case as well as for a uni-
formly charged sphere in Tables 4.2 and 4.3 in Behrens
and Biihring (1982), respectively. As it also includes nu-
clear structure information, this is typically combined

with the original form factors F ;("L) . and is written as®

EyY) (keym,n, p).

This now allows to better understand the structure of
C(Z,W) and continue with its analytical formulation. In
the notation by Behrens and Biihring, capital letters are
used for large components, while lower case terms rep-
resent small components. Developing Mg and mg in
terms of (WR) we can after a tedious but straightfor-
ward calculation write a general shape factor (Behrens
and Biihring, 1982; Behrens et al., 1978). In the ap-
proach by BB, all constant factors are divided out and
one arrives at

C _ M1y 2
(Z,W)—l—i—aW—&-bW—&-cW, (99)

where a, b and ¢ are given by Egs. (14.117)-(14.119) in
Behrens and Biihring (1982). We will however only di-

vid((e ())ut the main matrix elements, VFég()) =gy Mp and
AF 0) _

101 = FgaMer, and adjust our shape factor accord-
ingly.

This leaves us with a series of other, often more compli-
cated, nuclear matrix elements which require evaluation
somehow. Assuming isospin invariance and CVC, how-
ever, we can link these matrix elements to electromag-
netic matrix elements. This entails that instead of using
initial and final state nuclear wave functions, one can use

the full charge distribution as discussed in Sec. VI.C.
This corresponds to using F'1111 = gg, F1221 = %,

F1222 = % and F1211 = %. This approach can
however be improved when using a more realistic charge
distribution. Several of these possible replacements have

been discussed in the electrostatic finite size corrections

2Here m = a + b+ c represents the total power of (mR), (W R) and
(aZ), n = b+ c is the total power of (WR) and (aZ), and p = c is
the power of (aZ).

3This is presented in Egs. (6.159)-(6.166) in Behrens and Biihring

(1982). As I(ke,m,n,0) =1, we have F}((Ls(ke,m n,0) = F;;LL)S



in Sec. IV, specifically when discussing the U correction
factor. This is elaborated upon in Appendix A.

1. Superallowed 07 — 0" Fermi decay

In the case of superallowed Fermi decay, only terms
with K = 0 contribute. We deal then only with differ-
ent form factor coefficients of the form V' Fjly, (1, m, n, p).
We use the expansion of My(1,1) and mg(1,1) valid to
orders (aZ)?, R?, aZR to calculate C(Z, W) from Eq.
(96). Here the prefactor yu; can be safely assumed to
correspond to unity to our current order of precision.
After extraction of ¥V F,, we can write the shape factor
C(Z,W) in the following expansion

VO(Z, W)y ~14Y Co+Y O1W

+V O W 4V CoW?, (100)
where
233 1
1% 2 2
Co=—"(aZ)? — Z(WoR
0= "530(*%)" — 5(Woh)
F %aZWoR, (101a)
Ve, = ;1—3@23 + A w2 (101b)
35 B
2 1
Vo == 2+ —aZ 101
C 1 15WOR 700& R ( 0 C)
4
VOy = ——R?. 101d
Cs 1l (101d)

2. Pure Gamow-Teller decay

In pure Gamow-Teller decay the situation becomes
more complicated, and we now have contributions from
K > 1 terms. For notational convenience and clarity
we first introduce the Holstein variables and the trans-
lation used between Holstein’s and the Behrens-Biihring
formalism in which the calculations were performed. We
have used

AFRQ) = 7 (102a)
0 31

VRO = - STl (102b)
0 V3

where the relevant Holstein form factors to the appropri-
ate order in g2 are defined in Table IV. Extracting now

the main Gamow-Teller form factor AFl(gi we can derive
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a similar result?

AC(Z W)y 2142 Co+2 OW +4 C_y /W

+A CoW? + OP(Z, W), (105)
where
1 4 1
A 2 2
=_Z “R*(1-=A
Co=—z(WoR)* + SR ( 5 >
1 Wy 2
+ 33 (F2b+d) + 5% e (£2b + d)
2 233
+ £aZWOR(1 —A) - @(azf (106a)
4 b 4 1
A 2
=do——+ - 1——A
Cr=E397 T Mo (- A)
dozr(1-L1a (106h)
7 10
e (i2b+d)73WR2(1fA)
T 3Mg 45 °
aZR
== 1
¥ (106¢)
Acy = _Apea - Ly (106d)
T 10
and
(0)
A= gmM%g)l. (107)
MlOl

In order to stress its importance, we have separated out
one part of Eq. (105), written as ®P(Z, W). Here ® is

_gp 1

= 97,47(2MNR)2 (108)

and represents the typically ignored induced pseudoscalar
contribution. Using the free nucleon values obtained
from PCAC we find ® ~ —0.13 for a typical medium-
Z with R ~ 0.01. This raises serious questions about the
validity of neglecting induced psuedoscalar effects when

LCare must be taken when precisely comparing the evaluation of h
and AF121. The latter can be written as

A 170 0 gp 2,70
Fioy = M 5\/iN , 103
121 = F9aMia F e\ 3V (103)
where upon careful evaluation we find MYy, o< — My, and N,
is the relativistic matrix element

N1010 = \/3/575%~

We use either a Foldy-Wouthuysen transformation (Bjorken and
Drell, 1964; Foldy and Wouthuysen, 1950; Roman, 1965), or re-
duce f(r) using the non-relativistic limit of the Dirac equation, to
reduce Bv5. Converting the angular momenta coupling, we finally
obtain NPy = —v3/(2MNnR)MSy;. In order to precisely show
the influence of the oft-ignored induced pseudoscalar current, we
separate them in Egs. (106a)-(106d).

(104)



high precision is required, even when assuming a strongly
quenched gp value (see also the work by Gonzélez-Alonso
and Martin Camalich (2014)). For this reason we wish
to stress the importance Now P(Z, W) is a polynomial
arising from the contributions of 4F}, (k.,m,n,p) and
AFY, (ke,m,n, p) as can be seen from Table IV. The gen-
eralization from the bare form factors A Fy 11 to the form
factor coefficients is straightfoward and is for example
tabulated in Table 7 by Behrens and Buhring (1971).
The non-relativistic approximation is derived using stan-
dard methods, and P is then given by

P(Z,W) = Py+ PiW + P_1/W (109)
where
Py = %(WOR)Q - %32 + %MWOR
+ %( Z)? (110a)
P = i—gWORQ + %QZR (110b)
P, = —%WORQ + %aZR (110c)

Many of the factors in these equations can be large
enough to by significant on the few parts in 10* or even
more. Clearly, care has to be taken when performing high
precision spectrum shape measurements, and in partic-
ular when extracting ft values from mirror transitions.
The quenching of gp in nuclear matter is expected to be
nucleus-dependent, just like g4, such that its inclusion
can introduce shifts in the overall Ft values.

Contributions coming from K > 2 contribute only at
the few 107° level, such that for our current precision we
do not take it into account.

F. lIsospin breakdown and nuclear structure

The results presented in the previous section depended
on isospin invariance to replace the nuclear wave func-
tions in the matrix elements by the complete charge dis-
tribution. Isospin is, however, not an exact symmetry
and its breakdown is significant on the level of precision
we aim for. This breakdown manifests itself in the form of
an isovector correction, and further requires the explicit
calculation of several single-particle matrix elements in
the Gamow-Teller shape factor.

1. Isovector correction

The use of CVC and isospin invariance links weak ma-
trix elements to electromagnetic variables, specifically to
the so-called isovector component. Due to the breakdown
of isospin, we introduce a further modification called the
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isovector correction based on the approach by Wilkin-
son (1993b). In order to put the correction on a clearer
footing, we take a look at the problem before using a
perturbative expansion of the wave functions. This can
more easily be seen in the notation of Hardy and Towner
(2005b) where My is written as

My (ke k) = —= > (=) (ol [F(r)Tiezs|ljs),

(111)
with F(r) a combination of lepton wave functions. The
dominant contributions for the Fermi and Gamow-Teller
matrix elements come from its temporal and spatial com-
ponents, respectively. In this notation, both are propor-
tional to

L; = C'/Ooo Ro(r)F(r)Rg(r)ridr (112)

where all constants related to angular momentum cou-
pling have been absorbed by C' and R, g) stands for the
initial (final) nuclear wavefunction. These states tend to
have a higher (r?) value compared to the entire charge
distribution. Combined with the decrease of the leptonic
wave functions inside the nuclear volume, this results in
an overestimation of the ratio of form factors in Egs.
(105) and (100). We generalize the correction proposed
by Wilkinson (1993b) and write

5 drwev,pu)’

C(Za W)[ = o )
[ dr, U, pa]”

(113)

where p,, is the nuclear density distribution participating
in the decay process, the so-called weak charge distribu-
tion, and p.y the charge distribution. An expansion of
the lepton wave functions gives rise to terms of order 72,
such that estimates of the weak rms radii enter in the
equation, denoted by (r?),. We write the radial part
of the weak charge distribution as a product of initial
and final wave functions, each consisting out of a sum of
weighted harmonic oscillator functions!
pw(r> =C Z anlﬁn’l’Rnl(T)Rn’l’(’r) (114)

nin'l’

where C' is a normalization constant, R,;(r) is the har-
monic oscillator radial wave function for quantum num-
bers n and [, such that [ R2,dr = 1. In closed form these

1The harmonic oscillator wave functions can be trivially extended
to include a spin—% contribution, and leaves the radial part of the
Hamiltonian unchanged. The possible [(I') will thus be restricted to
Jj=x % of initial and final particle states. In case j is not any more
a good quantum number, such as an axially deformed potential,

more [ values enter. This is discussed in Sec. VI.H.



are written as

R, (r) = Nypbtt exp (—1/7‘2) L§€+1/2(21/7"2) (115a)

N 9u3\ 2 ok+2043 py L 3 (115b)
i\ (2k + 21 + 1)!!

k=n-1 (115¢)

where L{® () is the generalized Laguerre polynomial,
and v is a free parameter. An additional advantage of
these functions is the availability of a closed formula for
the radial integrals which will be necessary in the treat-
ment below (Nilsson, 1955)

(nplslr*|nals) = (-

)m—&-nf (2V)L/2
(n

\/ D(ns)L(ny)
I'(n; +t—7)T(ng +t—14)

Ti!Tf!

[(t4041)
XZ{ —0—1)( ny—o— 1)
X ! (116)
(c+1—ni+ 1) o+7r —np+1)!
where
1
T = i(lffllﬁ’L) (117&)
1
TF = 5(11 -+ L) (117Db)
1
t=g(lit+l+L+1) (117¢)
with the upper and lower limits of o
max(n; —l;, —l,ny—1p—1) <o
<min(n; —1,ny —1). (118)
For the specific case when n = n’ and [ = I’, we find the
well-known relation
1
(r®), = ™ —(4n+21-1). (119)

The free parameter v is related to the traditional os-
cillator parameter through b = V2v. Tt can now be
constrained through its relation with the nuclear ra-
dius. Summing the contribution of Eq. (119) for all
nucleons and equating it to the nuclear rms radius,
one finds b = 27/6371/65-1/2RA-1/6 ~ 0.836RA™Y/3.
This corresponds to the traditional approximation Aw =
41A~Y/3 MeV when using R = rqA'/3.

The C; correction as defined in Eq. (113) can be cal-
culated using a more explicit formulation of the lepton
wave functions. In the non-relativistic approximation we
write the latter as the large part of the radial behav-
ior. For the j = 1/2 g particle and (anti)neutrino this
is g_1(r) and jo(gr), respectively, where j, is a spherical
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Bessel function and ¢ the (anti)neutrino momentum. In
the standard way of expanding in powers of 7 and equat-
ing terms, one finds to order r2

(120a)

(120D)

for a uniformly charged sphere, with Vo = £3aZ/(2R)
the electrostatic potential at the origin. Equation (113)
then reduces to

C(Z, W) = Z aizﬁi/ﬂ&l (Iﬁll - 2§<T2>Zzl )
nln’l’
6 2
x (14 3§R ) (121)

Rnl Rn/l/ dr and

ll/ = f(fo

to first order in &, where I

E=—[(Wo—W)>+(W+Vp)?—1]. (122)

Ch\'—‘

Here we used our definition that (r?) = 2R? for any
charge distribution. In the extreme-single particle ap-
proximation in j-j coupling (1s, 1p, 1d%, 2s, ...) this ex-
pression simplifies drastically and the sum in Eq. (121)
disappears. Further assuming the initial and final parti-
cle to be in the same nl state, we find
Cr=1- ig(zm +20—1) + 9532 (123)
2v )
When considering the modified Gaussian function of Eq.
(18) as a charge distribution, we can relate v to the A
fit parameter using the same idea as that of Wilkinson
(1993b). We can interpret the constant term in Eq. (18)
as the [ = 0 contribution while the A(r/a)? then neces-
sarily stands for [ # 0. Assuming n = 1 and [ = 0 as done
there, we must have 3/(4r) = 3a?/2 after proper normal-

isation of the [ = 0 part of pp;¢. Reordering terms we
find then from Eq. (123) his result

1
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C(ZW)=1- gngQ (124)

where

w=(4n+2l-1)/5. (125)
Our more general expression (Eq. (121)) does not rely
on a specific charge distribution, and should employ the
same charge distribution as was used to evaluate the
VIAF1mnp terms in the previous section. This is dis-
cussed further in Appendix A.

In case of vector transitions we can simply apply Cy
to the entire shape factor V'C of the previous section.
It is slightly more complicated for Gamow-Teller transi-
tions as we have assumed the nuclear wave functions to



correspond to the charge distribution only for form fac-
tors of the type AFl(gi(l, m,n, p), analogous to the vector
result. In order to avoid double counting then, we can
split up 4C(Z,W) into a nuclear structure dependent
part 2.C(Z, W) containing all terms proportional to b, d
and A, and all other shape dependent terms 4 C(Z, W).
We properly apply the isovector correction using

AC(Z,W) — C1(Z,W) 5,C(Z, W) + 4.C(Z,W).
(126)
The terms corresponding to ;}10 are, for example, written
by Wilkinson (1990), and discussed in Appendix A.

2. Single particle matrix elements

In the nuclear structure shape function of pure
Gamow-Teller decay, LC we are sensitive to several ra-
tios of non-trivial form factors. The weak magnetism
contribution, denoted by b, can be constrained by CVC
for specific transitions, while d can be shown to vanish for
analog transitions. We have no such constrictions for A,
defined in Eq. (107), and so we must rely on the explicit
calculation of the matrix elements. Specifically, we need
to calculate the ratio between e.g. /\/l(lg)1 and Mg%)l. Ex-
plicit expressions have been provided in Appendix B for
the convenience of the reader. As an example, we write
the ratio Mgoz)l Mg%)l here for several allowed scenarios

V2 (r?) S S 1

Mgg)l =57 RZ\f ) Jr=Ji=1l+3
— 2 (r R S 1
@~ DS Jr=gi=1l-3
Bl e

(127)

We can test the validity of Eq. (127) in the simpler
cases where we expect our single-particle approximation
through j—j coupling to work. This can be done by com-
paring results for the weak magnetism contributions for
which experimental data are available. As an example,
we consider the mirror decays of 6 isotopes throughout
the lower mass range (see Severijns et al. (TBP) and ref-
erences therein). In the extreme single-particle approxi-
mation for mirror nuclei the weak magnetism current is
easily calculated, and one finds b/Ac; = 1/ga(l+1+gn)
and —1/ga(l — gn) for jy = ji = 1 £ 1/2, respectively.
Results are shown in Table VI.

We conclude that for this investigated mass range
where the single-particle behavior can be reasonably
well assumed, the non-relativistic impulse approximation
evaluation yields results consistent within 15% except for
the ds3/, orbital in the case of 39Ca. From its magnetic
moment and that of its related neighbor 37 Ar (Pitt et al.,
1988), we could however already conclude that a single-
particle approach is not justified. Indeed, despite having
only one hole outside a double magic nucleus, core po-
larization and meson exchange effects are significantly
enlarged (Barroso and Blin-Stoyle, 1975).
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Table VI Examples of T' = 1/2 mirror transitions for which
we compare experimental b/Acy values to their pure single-
particle analogues throughout the mass range 3 < A < 59.
We have some freedom in choosing ga for the higher lying
states. For >H we used ga = 1.2723 while for all sd nuclei we
used ga = 1.1 based on standard works (Brown and Wilden-
thal, 1988; Wildenthal, 1984) and ga = 1 for the fp shell
(Martinez-Pinedo et al., 1996; Siiskonen et al., 2001).

Nucleus J7 (b/Act)exp (b/Ac1)sp
*H 1/2% 4.2212(24) 4.48
BN 1/2~ 3.1816(75) 3.37
813 1/2% 5.351(14) 5.18
39Ca ® 3/2% 1.2349(28) 2.46
By 7/27 7.51(23) 8.70
%97n 3/27 6.68(33) 6.71

a The electromagnetic moments of 39Ca do not agree very well
with the Schmidt values (Matsuta et al., 1999; Minamisono et al.,
1976), implying larger deviations were expected to occur.

We can conclude this to be a very good agreement for
a very simple approach. This assumes a careful study
of the magnetic moments and ground state properties,
however, taking into account possible orbital reversals
through strong deformations. We assume the matrix el-
ement evaluation in Eq. (127) to perform similarly, jus-
tifying our single-particle approach in this mass range
given the previously discussed requirements.

G. Relativistic terms in superallowed decays

In the previous section, when dealing with superal-
lowed 0% — 0T decay, we have ignored contributions
from relativistic matrix elements, as is typically done.
For the Gamow-Teller decay we have made no such ap-
proximation, and immediately implemented their prop-
erties. To recapitulate, with relativistic we mean matrix
operators directly or indirectly containing ~s5. This is be-
cause these operators connect the small, f, and large, g,
radial wave functions when treating the transforming nu-
cleon relativistically as in Eq. (8). Specifically, we have
to calculate matrix elements of the form

(oo}
| ssmetnsirar (128)
where o(r) is equal to Jr(gr) or
(r/R)*+2N(ke,m,n,p;r), and f and g can be in-
terchanged. Omne then typically introduces a further
non-relativistic approximation (Brysk, 1952; Eichler,
1963; Hardy and Towner, 2005a; Lipnik and Sunier,
1966; Rose and Osborn, 1954a,b; Talmi, 1953). In
this non-relativistic approach the small f component



can be transformed such that g.(r) is a solution of
the Schrédinger equation, as we have done in the
footnote when discussing Eq. (105). Typically, a factor
1/(MyR) =~ 1/20 appears, suppressing the relativistic
influence significantly. In the simple case of superallowed
Fermi decay we can write
VF(O)
C(Z,W)=C(Z,W)nr + —2L f2(W)
VF(O)
000

VF(l)

011
+ v ) fs(W)+...,

(129)

in the notation of Behrens and Buhring (1968), where
fi(W) are simple functions of the lepton momenta and
slowly varying Coulomb functions, proportional to R,
and where the subscript NR stands for non-relativistic.
These Coulomb functions are described for Fermi transi-
tions in Appendix D. Using the results in our discussion
of CVC, we can approximate Eq. (89) to write! (Fujita,
1962)

N VESN = —{(Wo F (mo — my))R % Caz) VR,

(130)
It is then immediately clear why we have initially chosen
to neglect these matrix elements, as the prefactor is ex-
actly zero in the case of isospin invariance. Here 67 /5R
is the difference in Coulomb energy assuming a uniformly
charged sphere. Isospin is however not an exact symme-
try nor is the nucleus a perfectly homogeneous sphere,
and Wilkinson (1993b) has treated this with much care,
providing upper limits on the magnitude of the effect av-
eraged over the full spectrum. This was again done using
the assumption of an extreme single-particle interaction
in the nucleus. In this case this results in a conserva-
tive estimate, as the effect increases for higher lying or-
bitals. For the heaviest nucleus considered, **Co, the
upper limit was set at 0.01%, while for the lightest, 4O,
it was put at 0.001%. The endpoint energy for the for-
mer is 8243.12keV, so that an average slope would be in
the 1075 MeV ! range as the dominant terms in fo(W)
are linear in W. This gives a general idea of the involved
magnitudes. As is done for Gamow-Teller decays dis-
cussed above, we can attempt to evaluate these matrix
elements explicitly using single-particle values. This is
elaborated upon in Appendix D.

H. Nuclear deformation

As was previously discussed in Sec. IV.A.3, a deviation
in the spherical shape of the nucleus introduces profound

IThis relation is not exact and can in fact vary significantly, as
discussed by Damgaard and Winther (1966). An exact treatment
can, for example, be found in Behrens and Buhring (1968). We are
here, however, only interested in an order of magnitude estimation.
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effects on the 8 decay rate on the few 10~ level. This
influence extends towards the terms sensitive to nuclear
structure discussed before.

1. Leptonic convolution

The most obvious change occurs in the convolution of
the lepton and nuclear wave functions, where we initially
assumed a uniform charge density. Here we used the
rough expansion of the lepton wave functions near the
origin of Egs. (120a)-(120b).This uniform density is then
replaced by that of Eq. (37), from which we can calculate
the electric potential at the center of the nucleus, yielding
(Wilkinson, 1994)

Voa = (@2 = 1)/ [(@2 - 1)"/2 + @} (131)
a

for the prolate case and

Z
Vou = 3;Lu — 322 aresin(l — 922 (132)
a
for the oblate case where
b
D= - 133
, (133)

as discussed before. We follow the approach of Wilkinson
(1994) and write

1
=L wr s et -1) (30
such that we define
1= GR?
Do(Z,W.52) = T (135)

where Vos = £3aZ/(2R). The effect of D¢ largely com-
pensates that of Dpg defined in Sec. IV.A.3, so that the
effect is typically on the order of a few 10~* for extreme
deformations.

Finally, we discuss the influence of deformation on our
so-called isovector correction C;. Here, we account for
the fact that the decaying nucleon sits in an orbital with
limited overlap with the full charge distribution. We con-
sidered this nucleon to sit in the highest occupied orbital
according to the typical j-j coupling. In the deformed
case, however, j is not any more a good quantum num-
ber and the sum in Eq. (121) extends over several [ rather
than just j £+ % This can create significant deviations in
the expectation values for (r2),,. We briefly discuss the
deformed harmonic oscillator in the following section and
comment on the modification of Cy in the final overview
and crosscheck in Sec. VIII.



2. Deformed single-particle matrix elements

In the case of Gamow-Teller transitions we are sensi-
tive to matrix elements which cannot be reduced to their
electromagnetic analogs through the use of CVC, and are
calculated using single-particle matrix elements. In the
case of nuclear deformation, our initial harmonic oscilla-
tor wave functions are not any more good approximations
of the nuclear wave function, as [ is not a good quantum
number. The single-particle wave function is then a nor-
malized linear combination (Davidson, 1968)

) =2 Ciad(i) (136)

with € the projection of the single-particle angular mo-
mentum on the symmetry-axis of the deformed nucleus,
and 7’ the radial coordinate in the body-fixed frame. The
coefficients C'jq are tabulated by e.g. Nilsson (1955) and
Davidson (1968) for different values of 33. The ¢(j2) are
solutions of the spherical single-particle orbital with the
proper spin-angular functions

B(jQ) = g(r', k)X

such that we can keep using the harmonic oscillator radial
wave functions in the calculation of matrix elements. We
use the result of Behrens and Biihring (1982) to find

(137)

(p(JyKy; Qf)||OKLsH¢(JiKi§ Q)

(2JF + 1)(2J; + 1
= C;
\/(1+5Kf0 1+6K0 Z fo Jl i

_ . J K J;

X {(—1)# Ky+ir—Qs <—IJ;f 0, -0, Ki)
o (1 K g\ (s K Ji
0y 0= 0 Ky —Qf - K

J K . .

(& _oF o ) urlossdi

where the last factor is again the single-particle matrix
element, and K is the projection of the combined angular
momentum I = L + j on the symmetry-axis, with L the
angular momentum of the deformed core, and j that of
the single particle. In the rotational ground state we
have then for an odd-A nucleus K = . In both even-
even and odd-odd nuclei the active particles couple to

= 0 in the ground state. Equation (138) imposes
an additional selection rule as K > |Ky — K;|. As an
example, consider the weak magnetism form factor b/Ac;
for the heavily deformed 'Ne mirror isotope. Its ground
state is 1/27, consistent with a deformation of 82 = 0.269
of Méller et al. (2015), meaning the unpaired nucleon sits
in the 1/2+[220] orbital. From Davidson (1968), we find
the wave function is dominated by the 1ds/, harmonic
oscillator function, combined with parts from 2s; /o and

(138)
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ld3/;. From our deliberations of Eq. (127) we know
that only cross-terms with I; = Iy will survive. As 9F
has a nearly identical deformation, we assume C} 1 =
Cj,0.. We find then b/Ac; = 5.55 rather than 7.01 when
assuming a pure ds /o occupation. This is much closer to
the value we get from CVC, (b/Aci)cve = 4.9129(25),
and entails that even for very strong deformations, we
are able to predict these quantities in a single-particle
estimate within 15%. This is more extensively discussed
elsewhere (Severijns et al., TBP).

l. Summary

We have presented in a fully analytical form the so-
called shape factor correction to the § spectrum, both
for Fermi and for the first time also for Gamow-Teller
decays. Calculations were performed in the Behrens-
Biihring formalism and coupled to the work of Holstein.
This allows one to obtain the highest precision results
due to an improved treatment of the lepton wave func-
tions while maintaining notational clarity. In doing so,
we expounded on the symmetry properties that underlie
the relevant form factors, and discussed their calculation,
focusing both on the reduction to single-particle matrix
elements and their careful evaluation. As the move to-
wards sub-per mille precision requires, we have further
discussed the evaluation of deformation influences, the
breakdown of isospin invariance and pointed to the rel-
evance of induced interactions. We attempted to do
this while preserving transparency in our calculations in
the complex and at times convoluted methods required
for the shape factor evaluation. The oft-neglected in-
duced pseudoscalar interaction was kept alive in our for-
mulation, and we have shown the need for its careful
evaluation. Despite non-trivial quenching in the nuclear
medium, its significance cannot be underestimated when
high precision results are required.

The move towards the formulation of Holstein allows
for an easier interpretation of and use with experimental
results. In the appendices we show the correspondence
between our improved results and the earlier conclusions
of Holstein and co-authors to put aside any possibility
for double counting, for the convenience of the reader.
We believe then we have presented a more complete,
transparent and clear-cut integration of the final state
Coulombic effects without the artificial separation of nu-
clear structure and leptonic convolution effects.

For many experimentally interesting cases we have no
use for CVC to derive precise values for the induced cur-
rents, raising the question of the required precision on
these observables. As many spectral shape measurements
are intent on measuring a possible Fierz contribution, the
main induced spectral distortions come from the term lin-
ear in W. Given values of b/Ac; ~ O(5), the slope is in-
fluenced mainly by the weak magnetism contribution, av-



eraging around 0.4% MeV~!. The next largest contribu-
tion comes from the 2aZ Rx /35 term, where we both have

to carefully evaluate the ./\/lgg)1 matrix element as well as
the induced pseudoscalar contribution (Eq. (107)). For
both weak magnetism and A of Eq. (107), an extreme
single-particle calculation can be sufficient to bring the
required precision into the 10~ domain, given that it
is a valid approximation. We have seen in Sec. VI.F.2
that this is not always the case. Its legitimacy can be
deduced from a study of the magnetic moments. When
we are not able to confidently trust the extreme single-
particle limit, however, one requires shell model input.
Care then has to be taken to avoid double counting with
deformation effects. Spectral measurements in particular
have an advantage, however, in that all terms linear in W
in the shape factor have a strongly suppressed influence
from A, putting the focus on b/Ac; for which explicit
experimental data is available.

VIl. ATOMIC AND CHEMICAL EFFECTS

The nucleus cannot be completely separated from its
orbiting electrons as the decay is governed by the to-
tal Hamiltonian. Even though the interaction point lies
within the nucleus, the emitted 3 particle undergoes con-
tinuous interaction with the atomic electrons that sur-
round it. The screened Coulomb field both changes the
interaction density within the nuclear volume and opens
possibilities for more discrete interactions such as shake-
off and exchange effects. These discrete processes all
originate from a non-orthogonality between initial and
final atomic states. We discuss in turn the screening cor-
rection, the exchange effect, shake-up and shake-off pro-
cesses, the atomic mismatch correction, possible bound
state 8 decay, and explore the molecular effects on the
B spectrum and decay rate. The bulk of the effects are
typically located in the low energy region, as expected
from the Compton wavelength of the outgoing electron.
However, experiments sensitive to explicit energy depen-
dencies in the 8 spectrum shape can not ignore atomic
effects even at higher energies.

The description of screening has been known for sev-
eral decades and is now combined with numerical results
from atomic physics. In addition, a new analytical fit
of the exchange effect is proposed here, based on precise
numerical calculations.

Finally, we discuss and review molecular effects on the
outgoing beta spectrum. As the decaying atom can reside
in many different chemical environments, the consequent
molecular effects have to be evaluated in a case by case
manner. We discuss general features and point to possi-
ble problematic areas in an analytic fashion.

29

A. Screening corrections

When the 8 particle is created inside the nucleus, it
sees not only the nuclear charge but also the atomic elec-
trons surrounding it. The electromagnetic potential is
altered at the site, enhanced by the non-zero probabil-
ity of finding an s electron inside the nucleus. The ef-
fective charge as seen by the 8 particle is screened be-
cause of atomic electrons. Whereas the inclusion of the
Fermi function is a first order Coulomb correction, ef-
fects coming from a screened nuclear charge are higher
order effects. This is because the largest deviation in
the screened electronic potential lies at the atomic rather
than nuclear radius. Considering the Fermi function
equivalent to switching the electron radial wave function
in the S matrix from plane wave to Coulomb function,
an analytical treatment of screening requires an analyti-
cal solution of the Dirac equation in a screened Coulomb
potential. Unfortunately, this is inherently impossible
(Rose, 1961). The Schrédinger and Klein-Gordon equa-
tion allow for an analytical solution in a simple screened
Coulomb potential (Durand, 1964), but the validity of
this can be questioned when considering a high-precision
description.

To overcome this hurdle, initial results were obtained
by Rose (Rose, 1936) using a WKB argument, arguing a
simple rescaling of the total § particle energy
w2 -1,

W=W-—-Vy, p= (139)

where V) is the potential shift due to screening at the ori-
gin. The screening correction is then pIW F /pWF. Even
though this approach is strictly only valid for energies go-
ing toward infinity, a very good behavior was nevertheless
found when comparing to numerical results (Matese and
Johnson, 1966). However, due to the re-scaling of the en-
ergy the correction is not defined for energies lower than
Vo, resulting in discontinuities for energies typically lower
than 10keV. Further study of electronic screening has
been a subject of intensive research over several decades
(Brown, 1964; Biihring, 1965, 1984; Durand, 1964; Good,
1954; Longmire and Brown, 1949; Lopez and Durand,
1988; Wilkinson, 1970), including using the Feynman di-
agram technique (Durand and Lopez, 1987). There ap-
pears to be some confusion, however, in the evaluation
of Vy, specifically whether it corresponds to the poten-
tial shift relative to the daughter or mother atom as it
was not clearly stated in the initial article by Rose (Rose,
1936). As described by different authors, V; is defined as
(Lopez and Durand, 1988; Saenz and Froelich, 1997a)

Z

21
Vo = £a(x| ) —[x), (140)
i=1""

where Z, and |x) correspond to the charge and electronic
wave function of the parent atom, rather than the daugh-
ter atom. This has been noted as well by Biihring (1984).



The result of Eq. (140) is obtained after applying the
sudden approximation, i.e. the charge change of the nu-
cleus is instantaneous compared to the static electronic
distribution, and closure for the final atomic states. To
first order in aZ these authors then find
WV W

W

S(Z,W)=1+ (141)
which corresponds to the result initially obtained by
Rose (Rose, 1936). Instead of performing a Lippmann-
Schwinger expansion of the Coulomb interaction, one
can, however, move beyond perturbation theory, as dis-
cussed by Halpern (Halpern, 1970). The latter shows
that Coulomb interaction before and after the 8 decay
has the effect of changing the beta wave functions from
a plane wave to an exact solution of the Dirac equation
in a screened Coulomb field. This fact will be used when
deriving a more elaborate screening correction below.

Of paramount importance for a consistent description
of screening is an accurate atomic potential in the re-
gion of the nucleus. Several potentials were proposed
over the past few decades, many of which are based
on the Thomas-Fermi or Thomas-Fermi-Dirac potential
describing the atom with a non-relativistic statistical
model (Bethe and Jackiw, 1997; Bonham and Strand,
1963; Dirac, 1930; Fermi, 1927; Gross and Dreizler, 1979;
Thomas, 1927). These potentials typically fail, however,
for regions of large potential gradients and low electron
densities. This makes them unreliable for distances close
to but also far away from the nucleus (Salvat et al., 1987),
precisely the region where screening will be most impor-
tant.

Of particular theoretical importance due to its simplic-
ity is the Hulthén screening potential

Vi (r) = FaZexp(Ar) — 1]71, (142)

with a single parameter A that depends on Z,,, the charge
of the parent nucleus. This dependence is typically writ-
ten as (Biihring, 1983a,b, 1984)

MZp) = 20(1Zy )| Z, | Pme, (143)

with C(|Z,|) a slowly increasing function of Z, of order
unity!. This potential has been used in several theoreti-
cal treatments of screening, with the analysis by Biihring
(Biithring, 1984) being of significant interest to us. In
contrast to the work by Durand (Durand, 1964), here
the Dirac equation was used to investigate the effect.
This is made possible because of a distinct advantage
in the analysis of electronic screening. The wave func-
tions have to be well known only in the nuclear region

Here we have implicitly used the sudden approximation in using Zyp
rather than Z; +1 of the daughter atom since the atomic electrons
are considered to be in parental orbitals.

30

rather than the entire space. The birth of the beta parti-
cle happens inside the nucleus, so that the decay rate is
affected by the depth of the potential well at this site. As
electromagnetism is conservative, this means any poten-
tial energy lost while travelling through the atom will be
regained at infinity. It is exactly this reason why the elec-
tronic screening effect is a second order effect compared
to the Fermi function. This locality of the interaction
allows for a power expansion of the wave function near
the origin. In this way an analytical description for the
electron radial wave function over the full space can be
avoided and one does not have to rely on approximate
WKB methods. Such a power expansion was performed
by Biihring (Biihring, 1984) using the Hulthén potential
defined in Eq. (142). The screening correction was found
to be
S(Z,W) = X(W/W)[D(y + i) /T (y +iy)|*
X [Py +2ip/X) /D (1 + 2ip/\)?
< exp(—my)(2p/N20Y,  (144)

where 2

X = [1 + i(k/p)ﬂ B {1 + % [(W - 7)/W] (Mp)?

1 2
+§’Y

x [(W = 1)/W] (/p)?

{1 + (1 FaZN (W + 1))1/2} ’

1
<[1-3a-vamover]}. (145
and
W=WFLlaz), = poIW,
- (146)
p=ip+ip? F20ZWNY2, §=2oZW

Here %aZ/\ is the potential shift due to screening at
the origin. This choice of potential has several inherent
weaknesses however. Firstly, using only a single param-
eter severely limits its utility over the entire space, but
the main obstacle lies in the evaluation of A from Eq.
(143). The correct calculation of C'(|Z,]|) is problematic,
since estimates vary wildly, as discussed for instance by
Biihring (1984) and references therein.

The potential used in this work is that by Salvat
et al. (1987). The screening potential is numerically cal-
culated using Dirac-Hartree-Fock-Slater techniques for
Z =1-92, and is then fitted with a sum of three Yukawa
potentials

3
V() = LY aiexp(-fir). (147)
i=1

2Note that X = 14+ O(A\?) as A — 0.



It includes relativistic effects, and obtains high precision
results. Even though it provides a better agreement with
the spatial electronic distribution than aforementioned
potentials, it cannot fully account for the oscillatory fea-
tures of individual orbitals. The influence hereof can,
however, safely be assumed to be negligible as its domi-
nant contribution occurs within the nucleus.

The potential shift due to screening for  — 0 is then

3
taZ Z a; B,

=1

(148)

where «;, 3; belong to the parent atom, such that via
the substitution A = 23", a;3; the entire machinery de-
veloped in Biihring (1984) and Eqs. (144) and (146)
transfers identically. Figure 5 shows the comparison of
precise numerical calculations using Eq. (147), and ana-
lytical descriptions for both screening strengths. It was

43Ca screening correction
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Figure 5 Comparison of the screening correction for four dif-
ferent methods: Rose correction, screening evaluated with Eq.
(143) (Hulthén) showing the area of uncertainty due to the
uncertainty in C(]Z]), screening evaluated with Eq. (148)
(Salvat), and numerical results using the potential from Eq.
(147).

originally noted by Biihring (1984) that setting X (Eq.
(145)) equal to unity in Eq. (144) gives better results
at low energies for Z = 80. We have checked this for
a series of isotopes after comparison to numerical cal-
culations, and this appears to indeed give a better de-
scription. We therefore assume X = 1 to be the better
approximation. This could be understood by considering
the limitations of the analytical description relative to
the numerical procedure. In the former, the influence of
the atomic potential is limited to the value at the origin
through Eq. (148). While this is certainly the dominant
effect, a further radial dependence of the screening po-
tential induces additional change of the wave function at
the origin. This effect can easily be seen to be small, as
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;32 ~ O(a?). The combination of Egs. (147) and (25)
can be utilized to further show the smallness of the effect.
Analogous to this, the effect of screening on the spatial
integration over the lepton wave functions contained in
the shape factor, C(Z, W), discussed above can be seen
to be of similar magnitude. Further comments can be
found in Appendix A.

Recently a different screening correction by Mougeot
and Bisch (2014) has been put forward, proposing instead

ﬂzm:j@ (149)
funsc
where f is defined as'
a2
=9 (150)
gi+ 12

where the bar stands for the average over the entire space.
Starting rigorously from the beta decay Hamiltonian and
the corresponding S matrix, it is seemingly impossible to
arrive at an expression resembling Eq. (149). Further,
the proposed energy dependence is completely opposite
in sign to that of Eqs. (141) and (144) and of larger
magnitude. As applying this correction for superallowed
Fermi decays would be in direct violation of the CVC hy-
pothesis and CKM unitarity, a critical comment is nec-
essary. This screening correction was originally proposed
as a possible explanation in order to reproduce the mea-
sured spectra of 63Ni and 241Pu, the first measurements
ever of such high precision at low energy, referring only
to the interpretation of f as the probability of an elec-
tron emerging in an s state after decay when k = —1 .
While this is approximately true for f evaluated at the
nuclear radius, the same cannot however be said for an
average over the entire space as the electron’s creation
lies within the nucleus. As it is ejected from the nucleus
as a j = 1/2 particle, both kK = +1 states should con-
tribute since the solution of the Dirac equation, Eq. (8),
does not have a defined orbital angular momentum. A
screening correction must then also have contributions
from both, analogous to the Fermi function, Eq. (9). It
is noteworthy that the exchange correction in Mougeot
and Bisch (2014) only considered the contribution from
the atomic k = —1 orbitals. The good agreement with
the measured spectra of 63Ni and 241Pu appears then a
compensation of the neglect of atomic exchange effects
with k = 1 orbitals, as well as further contributions from
nuclear structure and atomic corrections discussed be-
low. Therefore, the use of this screening correction is not
recommended for high precision studies of beta decays.

LA typing error is present in the original work (Mougeot and Bisch,
2014) in the sign of k for fi, as it does otherwise not agree with
the formalism by Harston and Pyper (1992) on which it is based,
and loses its interpretation as the probability of emerging in a s
state when evaluated at the nuclear radius for Kk = —1.



B. Atomic exchange effects

The non-orthogonality of initial and final state atomic
wave functions in 8 decay allows for additional indirect
processes through which electrons can be emitted into
a continuum state. In case of the exchange effect, this
non-orthogonality leaves a possibility for a § particle to
be emitted directly into a bound state of the daughter
atom, thereby expelling an initially bound electron into
the continuum. Experimentally it is impossible to distin-
guish this indirect process from regular 3~ decay, so that
an additional correction to the experimentally measured
spectrum is required (Bahcall, 1963a, 1962, 1963b,c; Hax-
ton, 1985).

1. Formalism and procedure

We present here an analytical parametrisation of this
exchange correction fitted to precise numerical data. The
formalism laid out here follows that of Harston and Pyper
(1992). Whereas in principle all occupied orbitals in the
mother atom can contribute, we consider here only al-
lowed (B decay, so that only contributions from s and
P = pi/2 orbitals play a part. In this case, the exchange
effect is written as

X(E)=1+nl.(E), (151)
with
e (B) = fsQT,+T2) + (1= f) (2T + T;).  (152)
Here f5 is defined as
. gc—l(R)z
Jo= R+ F(R (153)
and
_ P gZ,_l(R)
T, = nsZg:y(Es \ns>7gi ®) (154)
1= - 3w P s
S ()

sum over the different occupied s and p shells in the par-
ent state, denoted by . We implicitly used that x is -1
and 1 for s and p orbitals, respectively!. The quantities
in Egs. (153)-(155) are evaluated at the nuclear radius R
using bound (superscript b) and continuous (superscript
¢) solutions of the Dirac equation, as written in Eq. (8).

IHere k, as before, is the eigenvalue of the K = (o L + 1) operator.
Further o is the typical combination of Pauli matrices, L is the
orbital angular momentum operator, and 1 is a 4 X 4 unit matrix.
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Continuum wave functions are normalized on the energy
scale, while bound states are normalized to unity. The
factor (F's’|ns) stands for the integration of the overlap
of bound and continuum state wave functions over the
full space. In the non-relativistic hydrogenic approxima-
tion the general overlap integral can be written down
analytically as (Harston and Pyper, 1992)

(Zi _ Zf)62i(l+1—n) arctan(p/Z;)
(=)= 2 + 1)lp(p? + Z7)!1H2
x 223 (pZy) P01 41— i(Zy /)|
w ¢®21/2p—(22y/p)arctan(p/Z;)

X oF1(l4+1+14(Zs/p),l +1—n,
21 + 2, —dipZ; /(Z; — ip)?)

(Z;, El|Z;nl) =

(156)

where Z; (Zy) is the initial (final) effective charge seen
by the participating orbitals, Z; = Z;/n and oF; the
confluent hypergeometric function. Some examples for
[ = 0 are given by Harston and Pyper (1992), and will
not be repeated here. A quick glance at Eq. (156) reveals
the downward trend for increasing n, meaning exchange
process is mainly dominated by the 1s orbital, as is in-
tuitively expected. While a useful first estimate, both
approximations made to achieve Eq. (156) are much too
coarse to provide the precision we are after. We will move
from a hydrogenic approximation to a proper atomic po-
tential, and use the solution of the Dirac equation in this
potential to further include relativistic effects.

As will be shown explicitly, the choice of potential is
of crucial importance for a consistent description of the
exchange effect. Here it was chosen to use the poten-
tial described by Behrens and Biihring, in the explicit
formulation by Mougeot and Bisch (2014). It is a com-
bination of a spherical intra-nuclear part, a numerical
screening potential by Salvat et al. (1987) and an ex-
change potential as was introduced historically by Slater
(1951). The latter is evaluated using the same electron
density functions described in Salvat et al. (1987) and
combined with a more elaborate approach to the approx-
imation by Latter (1955) to ensure good behavior for
r — o0o. The exchange potential, introduced to remove
electrostatic self-interaction and ensure antisymmetry of
the fermion wave function, is not to be confused with the
exchange effect described here. One free parameter in
this potential was varied to give agreement with numeri-
cally calculated binding energies? within 0.1% or 0.1 eV.
These binding energies can easily be interchanged with
experimental data when available. Results for screened

2Here we prefer the precise relativistic local density approximation
calculations by Kotochigova et al. (1997a,b) tabulated up to Z =
92. From this point onwards we switch to those calculated by
Desclaux (1973), which appear to be in agreement with the former
within 1% for the innermost orbitals.



and unscreened Coulomb functions tabulated by Behrens
and Janecke (1969) were cross-checked and showed an
overall excellent agreement.

The electron radial wave functions rg.(r),rf.(r) are
calculated numerically using a power expansion for both
singular points of the Dirac equation at » = 0,00 and
connected via rescaling of the inner solution with a, (see
Egs. (12) and (13)). The general approach is outlined
in Ref. Behrens and Biihring (1982), and more specifi-
cally in Ref. Salvat et al. (1995). The Fortran 77 pack-
age RADIAL (Salvat et al., 1995) was slightly modified
and interfaced with a custom code to calculate the ex-
change effect. As the free and bound state wave functions
are typically solved on different grids, a common grid is
constructed and evaluated using exact results or via La-
grangian three point interpolation. The integral (F's’|ns)
in Egs. (154) and (155) can then be evaluated directly.
Care has to be taken to make the grid sufficiently dense
such that interpolation on the common grid does not in-
troduce systematic errors.

As an example, the full exchange correction to the 5~
decay of #°Ca is presented in Fig. 6, explicitly showing
the contributions from different orbitals. At very low
energies of typically about 1 keV or lower, contributions
from higher-lying orbitals can become negative, lowering
the total correction by several percentage points, as is
seen at the extreme left in Fig. (6). It is clear from
the magnitude of the effect at the lowest energies (few
keV region) that an accurate description is a necessity
for any work performed in the low energy region. For low
endpoint energy transitions the phase space integrals can
be significantly altered, e.g. by up to 30% for transitions
like 22'Pu. The effect drops off quickly, however, and
is typically negligible at energies of several hundreds of
keV.

2. Contribution from exchange with p; /5 orbitals

As the electron is ejected with j = 1/2 after allowed 8~
decay, the exchange effect occurs with all bound j = 1/2
states. Typically the p;/ exchange contribution is ig-
nored for small to medium masses (Harston and Pyper,
1992; Mougeot and Bisch, 2014), however this approxi-
mation is not any more viable for the precision we aim for
over the full nuclear chart. Examining the behaviour of
Eq. (156) for different [ reveals the overlap integrals to be
of similar magnitude, using 2 F1 (o, 8,7, 2) ~ 1+ (aB/7)z
for |z| <« 1. The p contribution is fundamentally sup-
pressed, however, by the factor 1 — f; with f; close to
unity, since T and T} are of similar magnitude. To our
knowledge, this contribution has not been explicitly dis-
cussed in the literature. As an example we consider the
exchange correction to the 5~ decay of 2*' Pu, by all stan-
dard a high mass decay. The result is shown Fig. 7, to-
gether with the specific contributions from the occupied
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Figure 6 Exchange correction to 8~ decay of *°Ca showing
the explicit contributions from different s orbitals. The total
effect rises to nearly 10% in the few-keV region, and drops
significantly in the 100 eV region due to negative contributions
from higher lying orbitals, in this case 2s.

p1/2 orbitals.

The contribution of the latter is highly relevant in the
lowest energy regions, where its contribution can grow up
to 2%, or nearly 10% of the full exchange effect. It contin-
ues to be non-negligible for our purposes throughout the
entire decay spectrum. As an example of a light mass nu-
cleus, the maximum contribution of exchange with p; /o
for the decay of *°Ca never exceeds a few parts in 10°,
leaving it completely negligible. We include the contri-
bution, small though it may be, in all following results.

3. Influence of the atomic potential

As mentioned above, the choice of potential is a critical
component in the description of the exchange correction.
Three different potentials were compared, with increas-
ing steps of complexity. Initial theoretical results used
simple Coulomb solutions of Schrodinger (Harston and
Pyper, 1992) and Dirac (Mougeot et al., 2012) equations
and introduced a rough effect of screening by assuming an
effective charge for each orbital. The simplest potential
utilized here considers a simple exponentially screened
field. The screening strength can be adjusted to give best
agreement with bound state energies, with decreasing im-
portance for increasing main quantum numbers'. A sec-
ond potential was constructed as a slight extension of

It can frequently occur in this approach that tuning the screen-
ing parameter to match the 1s binding energies results in unbound
higher ns states. As the lowest s states give the highest contribu-
tion throughout most of the spectrum, we choose to neglect this
detrimental effect in this very rough method.
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Figure 7 Total exchange correction to the 8~ decay of 241 Pu
showing the explicit contributions from the different orbitals
(top), together with the specific contribution of the p;,5 or-
bitals (bottom). The former reaches ~29% at 100eV, while
the latter rises to nearly 2% at 100eV, indicating that it is
definitely not to be neglected. The p;/; influence continues
to be felt over a range of tens of keV at the precision we are
aiming for.

the first, consisting of three Yukawa potentials, the coef-
ficients of which were fitted to numerical data from Dirac-
Hartree-Fock-Slater calculations (Salvat et al., 1987) as
in the previous section. Finally, the complete potential
described above was used. For the latter the optimiza-
tion of the exchange term was turned both on (Opti-
mized) and off (Unoptimized). Results are shown in Fig.
8 for the exchange corrections thus obtained for the S
decay of %3Ni. The general trend is replicated by all po-
tentials, apart from the very lowest energies where some
orbitals can give large negative contributions. The total
net magnitude is, however, a delicate quantity in the low-
est energy regions, as even for the most complex potential
an optimization of the exchange potential can have sig-
nificant effects. Without this optimization the binding
energies for higher lying orbitals can be seriously in er-
ror and consequently give incorrect contributions to the
exchange correction.

The choice of the atomic potential reveals another key
ingredient when looking at Eqs. (154) and (155) in the
nuclear radius. It is imperative to know how strongly the
exchange corrections depend on its precise value, as many
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Figure 8 Comparison of the exchange effect for *Ni shown
for different atomic potentials (top), and absolute differences
in the total exchange correction when varying the nuclear
radius by 10% with the optimized potential (bottom). Re-
sults vary wildly, stressing the need for an accurate atomic
potential. Particularly interesting is the large discrepancy
stemming from the optimization of the binding energy. The
different potentials used are defined in the text.

charge radii are not experimentally known (Angeli and
Marinova, 2013). For this purpose, we take up the case
of 93Ni as in the previous section, and vary the radius by
10% in both directions. This is far larger than what can
be predicted using current methods (Bao et al., 2016),
where the uncertainty is estimated to be around 0.03 fm,
or about 0.8% in the case of ®3Ni. The result is shown
in the bottom half of Fig. 8. The discrepancy grows
towards lower energies, and only crosses 10~# at roughly
1keV. In the extreme case of 24'Pu, spectral differences
only cross the 10~# level at roughly 5keV, but introduce a
constant offset that can reach several parts in 10~% for the
same procedure. The difference shows a reasonably linear
behavior on AR, such that extrapolation to reasonable
uncertainties brings it to below the few 107 effect.

4. Analytical parametrisation

The calculations required to arrive at the results shown
in Fig. 6 are involved and in the spirit of this work we
would like to have a completely analytical description of
the 8 spectrum shape. The immediate issue with the



case at hand resides in the integration in Eqgs. (154) and
(155). Whereas for most other effects, the radial wave
functions have to be known only near the origin, thereby
allowing power expansions even for non-trivial potentials,
the exchange correction requires knowledge of the radial
wave functions of both continuum and bound states for
the entire space and for arbitrary potentials. The results
in Fig. 8 show that a hydrogenic approach with simple
screening potentials is not sufficient when high precision
is required, and the analytical results of Eq. (156) for
pure Coulomb fields do not allow for easy insertion of fit
parameters. This is further hindered by the evaluation
of the confluent hypergeometric function, the evaluation
of which is in itself a significant hurdle. More impor-
tantly, the magnitude of the exchange effect is a complex
interplay between atomic shell effects (through, e.g., the
binding energy sensitivity; see Fig. 8), spatial increase of
the potential and spatial extension of the bound states
for different n. An example of this can be seen in Fig.
9. Here the Argon, Krypton and Xenon shell closures
have been specified. This complex Z dependence poses
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Figure 9 Demonstration of atomic shell effects on the ex-
change contributions from the 1s and 2s orbitals evaluated at
3keV. The increased binding energy at higher Z reduces the
spatial extension of the bound states and thus decreases the
spatial overlap between bound and continuum electron radial
wave functions at low energies.

a significant challenge to a sufficiently precise analytical
fit valid over the full Z and W range. Other external
parameters based on tabulated values would have to be
provided as input to the fit function. We therefore choose
to tabulate the required fit parameters for each Z indi-
vidually. The analytical fit for the exchange correction as
a function of W contains 9 fit parameters, and is written
as

XW)=~ 14+a/W +b/W"? 4+ c-exp(—dW’)

+e-sin[(W — f)9 + h]/W*, (157)
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with W’ = W — 1. The fit parameters have been tabu-
lated in Appendix G and show excellent agreement over
the full tested energy range. The latter was chosen at
1 MeV, where all contributions dip below the 10~% level.
The maximal differences are on the order of a few 1074,
with average residuals located at the < 107° level. The
influence on the phase space integrals agree typically on
the order of a few 1072 in absolute terms. Special care
was taken to avoid steep slopes over small energy ranges
in the relative differences to allow for precise measure-
ments of the energy dependence in the beta spectrum
shape.

C. Shake-off and shake-up processes: The endpoint shift

The change of atomic orbitals due to the aforemen-
tioned effects also has a direct consequence on the in-
ternal housekeeping of the atom. Initial and final states
belonging to different quantum numbers are not any more
orthogonal, allowing discrete excitations into higher al-
lowed states (shake-up) and even the continuum (shake-
off). This then reduces the available energy for the lepton
pair, and changes the final state interaction with the g
particle. In deriving the results in the previous sections,
these effects have typically been ignored on the basis of
their relative importance compared to the magnitude of
the higher order effect. For the precision aimed at in
this work, this is not always valid. The probabilities for
shake-up and shake-off depend strongly on Z, with the
former (latter) becoming subsequently less (more) impor-
tant for increasing Z.

1. Shake-up

Instead of double ionization of the shake-off process,
atomic electrons in the final states can simply be ex-
cited into higher states. The probability of this pro-
cess can typically be reduced to integrals of the radial
wave functions of initial and final bound states, where
the shake-off probability can simply be calculated as the
deviation from unity when summing all aforementioned
probabilities. Decays of few-electron systems are partic-
ularly prone to this effect, as for instance in the tritium
system. Here, the single electron in the final state has
a significant probability to end up in the 2s orbital or
even higher ones (Arafune and Watanabe, 1986; Hargrove
et al., 1999; Williams and Koonin, 1983). Additionally,
the recoil momentum of the daughter nucleus can induce
excitations due to the sudden acceleration. One can show
(Feagin et al., 1979) that the average excitation energy
due to the aforementioned effect is equal to

1 Me
AEgR = iZmev% = ZBr77 (158)



with M the nuclear mass and vg and E'r the recoil veloc-
ity and energy, respectively. For Z = 50 and a maximum
recoil energy of 1keV, there is an average excitation en-
ergy of roughly 0.25eV. Considering atomic excitations
are on the order of tens of eV, it is clear then that in-
complete overlap between initial and final atomic states
is the dominant effect in the full shake-up picture.

The @ value of the decay is subsequently reduced by
the mean excitation energy

AFec =) PEy, (159)
!

where E is the excitation energy of the final state f and
Py the probability to populate that level.

a. Effect on screening and exchange corrections Possible
excitations in the final state also change the screening
correction, where instead of Eq. (141), we should write
now in the notation of Saenz and Froelich (Saenz and
Froelich, 1997a)

Z.
w1 ~ 1
S(Z, W) =1- (}72 + W) Oézn:<§00|¢n>2<¢n| Zz:; E_|§00>

w 1
=1 ()%

where |¢,/) represents the n/-th final electronic state,
and |pg) is the initial electronic state. The value for
the screening potential can change by as much as 20% in
the special case of tritium 8~ decay, simply because the
atomic Coulomb interaction is limited to a single elec-
tron (Hargrove et al., 1999). For systems with a higher
number of electrons, the relative change in the electronic
distribution decreases. The magnitude of the effect is,
however, also proportional to Z, such that errors intro-
duced from neglecting shake-up are of the order of 1.1074.

In the case of the exchange correction the situation is
slightly more complicated. For medium to high Z nu-
clei, the probability for shake-up is negligible at the 1073
level, as explicitly calculated by, e.g., Harston and Pyper
(1992). For lower Z nuclei shake-up probabilities can be
significant (e.g., around 25% in tritium S8~ decay), and
exchange with higher lying ns orbitals should be taken
into account even if they were not occupied in the initial

J

(160)

pi~1— Z {I(o5n,

/,L/ Sn’ﬂLﬂ/(l?

%li>

IThe probability for K-ejection for 3H decay is on the order of 2 -
10~3, while for higher Z it is of the order of a few 10—4.
2With exception to the lightest systems such as 3H and SHe, where

*+ K| gliﬂ:l|r| 'r]\z/ll>
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state (Harston and Pyper, 1993). In the extreme case of
tritium, this inclusion changes the exchange correction at
the few 10~ level down to 0.5keV. Except for this spe-
cial case then, we can safely neglect shake-up influences
on the exchange correction.

2. Shake-off

Just as in the previous section, non-orthogonality of
initial and final atomic states allows for excitations in
the final state, including the continuum. Whereas in the
tritium system the probability for additional ionization is
an order of magnitude smaller than that of shake-up, this
balance quickly changes when going to higher Z. One of
the underlying reasons for this is the following: The pos-
sibility for shake-up depends on atomic overlap integrals
between shells with differing main quantum numbers.
Due to the Pauli principle, excitations are possible only
to unfilled shells, for which the overlap integrals quickly
disappear for inner electrons. Outer shells are close to
the continuum, and electronic excitations are typically
unbound for higher Z.

The description of shake-off has seen significant the-
oretical (Carlson et al., 1968; Freedman, 1974; Frolov
and Ruiz, 2010; Green, 1957; Law and Suzuki, 1982;
Levinger, 1953; Ruiz, 2013; Ruiz et al., 2013; Schwartz,
1953; Stephas and Crasemann, 1967, 1971; Suzuki and
Jaw, 1982) and experimental (Carlson, 1963a,b; Carl-
son et al., 1963; Couratin et al., 2013, 2012; Schupp and
Freedman, 1980; Scielzo et al., 2003; Snell and Pleason-
ton, 1957) effort. For practical reasons, this has mainly
focused on the calculation of electron ejection from the
K shell, which is a small effect in all nuclei ! and not
in our current interests. The seminal work by Carlson
et al. (1968), even though theoretically significant im-
provements have been made, illustrates the general prin-
ciples we are concerned with: (i) For a given main quan-
tum number the shake-off probability decreases with in-
creasing Z, due to the reasoning mentioned earlier. (ii)
For a given atom, the shake-off probability increases with
increasing main quantum number. (iii) The total shake-
off probability is reasonably independent of Z, occurring
for approximately 20-30% on all decays?.

Neglecting shake-up and collisional ionization (Carl-
son, 1963a; Freedman, 1974), this can be described by
the one-electron ionization probability (Couratin et al.,
2013)

) (S

nili

i r2|¢71\l/z[‘li>} )

(161)

shake-up and non-dissociative resonances are much more impor-
tant, see the previous section.



with QSZ(M) the daughter (mother) wave function with
primary quantum numbers (n,l) and K = \/2Er/M for
a nucleus with recoil energy Er and mass M. Rather
than calculate the probabilities of excitation into the con-
tinuum, it is easier to simply consider the atomic over-
lap and approximate all deviations from unity as com-
ing from shake-off. Holes created by shake-off are filled
through emission of X-rays or Auger electrons. The rate
of these two competing processes is regulated by so-called
fluorescence yields and is reviewed by, e.g., Hubbell et
al. (Hubbell et al., 1994; Krause, 1979; Schonfeld and
Janflen, 1996).

For simplicity, we first briefly discuss the single ion-
ization process with a 8 particle and an electron in the
final state. In the case of 8~ decay, the two outgoing
electrons are indistinguishable, which has to be reflected
in the decay amplitude through a coherence term (Law
and Campbell, 1972a,b). The decay is properly treated
as a single step such that the full energy available has
to be shared between all final states. The probability
for shake-off is thus dependent on the S energy and de-
creases for increasing energy. This was first emphasized
by Stephas and Crasemann (1967), even though one typ-
ically forgets about the phase-space dependent effects,
and instead determines the integrated ejection probabil-
ity. The mean energy of the ejected electron is similar to
its binding energy (Feinberg, 1941), such that the largest
spectral change occurs in the low energy region (see, e.g.,
the Kurie plots in Law and Campbell (1972b)). In case
the ejection occurs from one of the outer shells, the typi-
cal binding energy is on the order of a few tens of eV, such
that to first order the change in spectral shape can be ap-
proximated as an additional decrease in W by the mean
excitation energy weighted with the probability for ejec-
tion. From the results of Couratin et al. (2013) combined
with the binding energies of Desclaux (1973), we find the
mean energy loss due to shake-off per decay around 5
eV for chlorine!. Due to the arguments listed above, we
expect this effect to be of similar magnitude for all Z.

a. Effect on screening and exchange corrections The
screening and exchange corrections presented above (Egs.
(144) and (157)) depend strongly on the final atomic po-
tential. In the case of shake-off electron ejection, at least
one additional hole is created through a single-step pro-
cess, thereby altering the electronic density at the nucleus
as well as the wave functions of all remaining occupied
orbitals. For both corrections, the magnitude of the con-

LCharge states created due to emission of Auger electrons do not
contribute to our correction as they emerge with a fixed energy
independent of the 8 decay. The mean energy is then obtained by
summing over the holes created for different charge states, using
Eso ~ 1.8B,; with By the binding energy (Feinberg, 1941).
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tribution decreases with increasing n, while the proba-
bility for shake-off is proportional with n. We can then
reasonably approximate the shake-off influence as coming
from events originating from the outer shell as we have
done before. Using the screening potential as defined in
Eq. (160) (see also, e.g., Pyper and Harston (1988)), the
change in screening due to a hole in the outer shells is

Vo~ Veo _ UIrHl) = X (P10 It
oo (1710
S Al )

{(flr=12) 7

where |f’) is the final state with a hole in an orbital
denoted by n,l. We have assumed the inner orbitals
to remain unchanged in the event of shake-off in the
outer shell, and allowed for a difference in effective charge
seen by the remaining electron in the outer shell through
AZ.g. Using results by Law et al., this change is approx-
imately 0.3-0.4. We use the general result for hydrogenic
orbitals (r~1) = Z.g4/n?, such that Eq. (162) transforms
to

Vo—Vso 1
Vo (flr=1]d

> Z (f'i)* Zege (1 — AZeﬂf). (163)

n2

Effective charges seen by orbitals can be calculated from
the mean radii as noted in, e.g., Harston and Pyper
(1992). For a specific example of Ru'*, Eq. (163) yields
approximately 0.1%, which subsequently pushes the rel-
ative change in spectral shape to the few 107° level in
the lowest energy range. The approximations used above
are crude, but only have to yield results precise within a
factor of 2 for us to neglect it.

For exchange the situation is again more complicated,
both because of the magnitude of the effect and the sen-
sitivity to the wave function over the entire space. Rig-
orously, we have to combine the approach taken by Law
and Campbell (1972a,b) with that of Harston and Pyper
(1992), by introducing the indistinguishability of the out-
going electrons from the former approach in the exchange
terms described by the latter. Harston and Pyper have
described this situation for the tritium system (Harston
and Pyper, 1993), but this has been ignored in their for-
mer work (Harston and Pyper, 1992). Exchange can only
occur because of the combination of the indistinguisha-
bility of electrons and the Pauli principle, such that in al-
lowed 5~ decay only exchange with bound states having
angular momentum j = 1/2 can occur. In the medium
to high Z nuclei, the probability for shake-off to occur in
an sy or py/o state is smaller than 0.1% (Harston and
Pyper, 1992). The effect of shake-off on exchange then
decreases for increasing Z. For lower Z the effect of a sin-
gle shake-off electron of energy W' can be approximated
by including the following term in Eq. (152), using the



notation of Harston and Pyper (1992)

Etnax
XEM(E) :/ ¢(E,E")dE’, (164)
E'=0
where
gc’ s
G(EE)=>" (-(%I%H%(A — E'8)|yu) =
A Es
c 2 W/
+(7 (A = E's)|v)? [!;?s] —-, (165)
E,s

where the summation over A runs over all s states, ne-
glecting the p; /5 state. When making the approximation
that shake-off mainly occurs for the outer shell, we can
limit the sum over A to the final ns shell. The evaluation
of the integral in Eq. (164) is explained in Harston and
Pyper (1993). For the tritium decay, x5 has a maxi-
mum value of -0.01% at 1keV. Using again the decay of
35Ar as an example (Couratin et al., 2013) for hole cre-
ation in ns states in the final state, we can safely assume
this correction can be neglected at the current order of
precision.

D. Atomic overlap: alternative atomic excitation correction

The § decay of a nucleus results in a sudden change
of the nuclear potential, both due to a charge difference
as well as a recoil effect. Both effects on the spectrum
of the emitted 8 particle are described elsewhere in this
text. As the eigenstates for initial and final states belong
to slightly different Hamiltonians, the initial and final
atomic orbital wave functions only partially overlap. This
allows for discrete effects such as shake-off and shake-
up discussed in the previous section, which decrease the
decay rate as the phase space becomes smaller.

The description of the effect can in a first approach
be reduced to a difference in atomic binding energies.
This analysis was first performed by Bahcall (1963a,c,
1965), and is also recently included in detailed Ft anal-
yses (Hardy and Towner, 2009). A correction is con-
structed by looking at the relative change in the spec-
trum shape when changing Wy with Wy — AFe. In this
formalism, the correction can then be written as

1 0?

ZW)=1— —
r(2,W) Wo — W 022

(@), (166)

where B(Q) is the total atomic binding energy for a neu-
tral atom with Z + 1 protons in the case of ST decay.
The second derivative of this quantity is related to the
average excitation energy due to orbital mismatch via
AFEq = —%%B(G). It can easily be parametrized as a
function of Z using numerical values by Desclaux (1973),
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Carlson et al. (1970) or Kotochigova et al. (1997b),
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@B(G) = 44.200 7% 4-2.3196 - 107" Z**5 eV. (167)

Bambynek et al. (1977) have reviewed the approach by
Bahcall and its effect on electron capture ratio’s and
found generally good agreement. Discussion and im-
provements have been presented by Vatai (1970) and
Faessler et al. (1970) who are mainly concerned with
proper evaluation of the overlap integrals in the case of
holes in the final state.

For completeness we also discuss a small correction to
r(Z,W). In the analysis performed by Bahcall (1963a),
one implicitly uses the sudden approzimation, i.e. the
change in the nuclear charge is instantaneous compared
to atomic orbital velocities. For higher Z this is no longer
true for low-lying electrons, as K electrons can achieve
relativistic speeds. This has been treated by Feagin et al.
(1979), who introduce an additional quantity to be com-
bined with AFE discussed above. This is written as

ABx = 2(Co + C), (168)

where Cy and C; are described in detail by Wilkinson
(1993a). Its influence on the @ value is on the order of a
few eV (Feagin et al., 1979). In the notation of Wilkinson
we extend the parametrisation of K(Z) to include the full
Z range

K(Z)=—-0.872+1.2702°%7 +9.062- 10~ Z*®. (169)

The correction r(Z, W) then becomes

r(ZW)=1— —2 (1 o B(G)+2(Co+01)>.

Wo — W \ 2022
(170)

Its influence is felt mainly near the endpoint of the tran-
sition, where it cannot be neglected, as SL;B(G) can
become as large as a few hundreds of eV. It is thus partic-
ularly important for low energy transitions such as %*Ni
(endpoint energy 67.2keV) and 24'Pu (endpoint energy
20.8keV). For the former the correction reaches 1% at
15keV before the endpoint and increases rapidly from
that point onwards the endpoint

E. Bound state 3 decay

Finally, we comment on the possibility of two-body
bound state 8 decay. As the electron is created inside
an electronic potential well, there exists a possibility for
the 8 decay to be captured inside the potential well and
produce an electron in a bound atomic state, effectively
reducing the decay to a two-body problem. This was first
studied by Daudel et al. (1947), and was later expanded
upon by Bahcall (1961) and Kabir (1967) and finally Bu-
dick (1983) and Pyper and Harston (1988). As this is a



relevant issue in the analysis of Ft values, we will briefly
comment on it here. In the notation by Bahcall the ratio
of probabilities can be written as
3

Ly _ M(Wg _

Fc f(Zv WO)
where ¥ can be found in Bahcall (1961) and depends
on the binding energy of the bound orbital, atomic over-
lap integrals and the orbital wave functions evaluated at
the nuclear surface. For free neutron decay, this ratio
is approximately 4.2 - 1079, and is completely negligible.
For tritium decay, however, this ratio becomes roughly
1% for T and 0.5% for T in the initial state. Higher
Wy values lead to smaller ratios, as the phase space inte-
gral f is roughly proportional with Wy to the fifth power.
The kinematic dependence for I'y/T". then approximately
follows a W, behavior. Nuclei studied in 0% — 0% su-
perallowed decays have @ values of several MeV, render-
ing the bound state decay probability completely negligi-
ble. For low energy decays and (partially) ionised initial
states, this correction can grow significantly, however.
This does not affect the 8 spectrum shape, as it is a
separate final state in the calculation of the S matrix.
It enters the equation when considering the Ft¢ analysis,
however, and so cannot always be neglected.

1)%%, (171)

F. Chemical influences

In many experiments, the decaying atom is bound
within a molecule. Therefore, the electronic structure
is modified as electrons rearrange themselves in molec-
ular orbitals. The presence of additional electrons and
spectator nuclei influences the Coulombic final state in-
teractions, while rotational and vibrational states open
up more possibilities for energy transfer to the molec-
ular final state (Cantwell, 1956). These effects can be
considered even higher-order corrections, but prove es-
sential in, for example, the determination of the an-
tineutrino mass in the tritium system. After comments
by Bergkvist (1971), an extensive amount of literature
was produced on the atomic and molecular effects on
the endpoint energy of tritium (Arafune and Watanabe,
1986; Budick, 1983; Claxton et al., 1992; Durand and
Lopez, 1987; Fackler et al., 1985; Froelich et al., 1993;
Froelich and Saenz, 1996; Glushkov et al., 2009; Harston
and Pyper, 1993; Jeziorski et al., 1985; Kaplan et al.,
1982; Kolos et al., 1988, 1985; Law, 1981; Lindhard and
Hansen, 1986; Lopez and Durand, 1988; Strobel et al.,
1984; Szalewicz et al., 1987; Williams and Koonin, 1983).
Driven by experimental discrepancies (Backe et al., 1993;
Belesev et al., 1995; Lobashev et al., 1999; Weinheimer
et al., 1999), this culminated in the seminal works by
Saenz and Froelich (Doss, 2007; Doss et al., 2006; Jonsell
et al., 1999; Saenz and Froelich, 1997a,b; Saenz et al.,
2000), describing in an ab initio and analytical way the
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influence of additional molecular electrons and specta-
tor nuclei. There the effects of all electrons and nuclei
within the molecule were treated on equal footing. The
main results will be summarized here.

1. Recoil corrections

In case of B decay inside a molecule, the recoiling
daughter nucleus moves inside the molecular potential
rather than a vacuum. This potential is typically de-
scribed with a Born-Oppenheimer energy curve, which
can be modelled using a Lennard-Jones type potential.
When placed inside, the recoiling daughter nucleus kicks
the molecule in a (predissociative) rovibrational state.
Dissociation can occur for rovibrational states with a to-
tal energy larger than the dissociation energy, or through
electronic excitation into a resonant continuum state.
The typical energy scale of the former is of the order
of a few eV (Jeziorski et al., 1985; Jonsell et al., 1999)
while for the latter is on the order of tens to a few hun-
dred of eV (Claxton et al., 1992; Doss et al., 2006; Jon-
sell et al., 1999; Kaplan et al., 1982; Saenz and Froelich,
1997b; Saenz et al., 2000). The integrated probability of
the molecular continuum depends on the endpoint energy
of the transition, as a higher endpoint energy implies a
higher recoil energy, thereby typically ending up in the
dissociative regime (Cantwell, 1956). In case of a final
bound state with some angular momentum J, the en-
ergy of the 8 particle is reduced due to the rovibrational
excitation and the center-of-mass movement of the en-
tire molecule rather than merely that of the recoiling
atom. For isotropic emission of the [ particle relative
to the molecular orientation, the majority of the energy
deposited will be placed into rovibrational motion rather
than center-of-mass of movement. We assume then that
the mass used in the recoil corrections does not signifi-
cantly change. At the precision aimed for in this work
we neglect this effect, as it forms a small correction on
already small corrections (see Sec. IV.B.1 for Ry and
Sec. IV.B.2 for Q).

In case the recoiling daughter atom is to be detected
(e.g., in the measurement of the beta-neutrino correla-
tion ag,), the situation is not so simple. As the recoil
energy is inversely proportional to its mass, the proba-
bility for dissociation decreases with increasing Z. There
is also a clear dependence on the 5-v angular correlation,
as higher recoil momenta will tend to populate higher ro-
tational and vibrational bands and vice-versa. This in-
tuitive picture is also confirmed for diatomic molecules
as shown, e.g., by Cantwell (1956). Its evolution in the
molecular potential has the effect of partially randomiz-
ing the outgoing angle, as well as an energy transfer to
its molecular partners. This effect can at least partially
be included by simulating the response of a recoiling nu-
cleus in a Lennard-Jones potential using Monte Carlo



techniques, as was done by, e.g., Vetter et al. (2008) and
Vorobel et al. (2003). In the most precise analysis, this
effect introduces a systematic error of 0.05%, pointing to
the need for a more detailed understanding of molecular
and dynamic effects in the future.

2. Influence on the @ value

Whereas previously, the @ value of the decay was de-
creased because of shake-up and shake-off within the
atom, inclusion of molecular effects adds a further de-
crease because of rotational and vibrational excitations.
Numerical results have mainly been published for the di-
tritium molecule T3, due to the high precision required in
the determination of the antineutrino mass. The molec-
ular influence then has the effect of changing the excita-
tion possibilities to a broad continuum with resonances,
and provide further broadening through population of
rovibrational states. As mentioned before, the width of
the populated rovibrational energy spectrum lies in the
few eV region, and can typically be neglected. Excita-
tion into the continuum now becomes non-trivial, how-
ever, as was explicitly demonstrated in the case of Ts,
e.g., by Doss et al. (2006). Averaged over the entire
continuum spectrum, differences between several tritium-
substituted molecules is on the order of a few eV, includ-
ing atomic tritium (Kaplan et al., 1982). The spectral
shape depends on W2, such that the relative error goes
like 2 x 0g/Q. For the study of Ft values, this depen-
dence is even heightened as the statistical rate function
depends on @ through a fifth power. The required preci-
sion on @ should then be studied case by case to deter-
mine the required accuracy. In the lowest energy tran-
sitions, such as those of tritium, ®*Ni or ?*'Pu, a sub-
stantial error on the @ value on the few 10=* to 1073
level can be crudely expected for og on the order of a
few tens of eV. The change in the decay rate was treated
approximately by Pyper and Harston (1988), who find

~
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where AW is the difference in mean endpoint energy
after averaging over all final states between two chemical
states.

3. Molecular screening

In the approach by Saenz and Froelich (1997a), all
Coulombic effects are treated equally to first order. This
effect is typically split into an electronic and nuclear part,
where the former can be written down as in Eq. (140)
with the sum extending over all molecular electrons, and
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the latter as
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where the sum n extends over all final states, the sum
S takes into account all spectator nuclei in the molecule,
|€900) is the rovibronic ground state of the molecule, and
Rg is the distance operator between the decaying atom
and the spectator nucleus S. The first part in this equa-
tion represents the Fermi function to first order, and is
larger by a factor p than the effects of the spectator nuclei
simply from the prefactor. We could stop here and let the
influences of molecular electrons and spectator nuclei be
calculated numerically using standard quantum chemical
calculations (Yamanouchi, 2001).

In the spirit of this work, however, we intend to arrive
at an analytical approximation to the required order of
precision. In order to obtain an estimate for the change
in screening due to molecular effects, we ignore the en-
ergy difference in final atomic states and use closure to
perform the sum over n (which is to first order corrected
for by using the atomic mismatch correction, see Sec.
VIL.D). For each atom in the molecule, we can consider it
to have an inert atomic inner structure for its electronic
configuration, coupled with a shared wave function de-
scribing the valence electrons participating in chemical
bonds!. The full electronic part of the molecular wave
function with ¢ atoms can be written as

el | = |valence) x H |linert);, (174)

7

where we have implicitly used the Born-Oppenheimer ap-
proximation, and ¢ = 0 corresponds to the decaying nu-
cleus. For the sake of notation, we write |inert) = |i) and
|valence) = |v). The latter can be described in a typi-
cal quantum chemical treatment using molecular orbitals
(Bransden and Joachain, 1983; Levine, 2000; Lichten,
1967; Roothaan, 1951). Using the clamped-nuclei ap-
proximation? for the rovibrational ground state we write

IWe are able to make this approximation because of three restric-
tions on the participating states, the first two of which depend on
the properties of the overlap integral them (Atkins, 1984): (¢) they
must have the same rotational symmetry around the internucleus
axis; (i#¢) they cannot be too diffuse nor too compact; (ii7) the
energies must be similar.

2This entails treating the nuclei in a molecular system as infinitely
massive compared to the surrounding electrons. Effectively this
also means a decoupling of nuclear and electronic motion as in
the Born-Oppenheimer approxaimtion. See, e.g., Bransden and
Joachain (1983).
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between decaying and spectator nucleus S, such that we
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where we have used that ;5o (i|2[i)i>0 & i. We have
now explicitly introduced a screened spectator nucleus
with charge Zg — Zg i, which can be easily evaluated
when Rg . can be estimated to sufficient accuracy. The
influence of molecular charge distributions can then be
written as

W 1
ASyeo = — + —
Mol oz(p2+W>

Z(Zs - Zs,in)RL

S S,e
(176)
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where Zeg = Zval — (Z — Zin) and (r~1)ya corresponds
to the average inverse distance of all valence electrons
relative to the decaying nucleus. Then ASy, should be
added with the regular electronic screening correction of
Eq. (144).

As an example, consider the decay of °Ca bound in-
side CaCly, with calcium doubly oxidized, Ca(II). The
bond length for CaCl was measured to be 2.437 A, which
we can use as a rough estimate, while Zg = 17 and
Zsin = 16 as only one electron participates in the bond-
ing. In natural units we have then Rgy. ~ 600, such
that the first term in Eq. (176) is roughly proportional
to 3-107°, i.e. two orders of magnitude smaller than
Vo. In the evaluation of the second term we have to keep
in mind that it constitutes both the valence electrons
and the absence of the valence electrons of the decaying
atom. We have then Z.g = 2, while (r~1)y, will be of
the same order of magnitude as the bond length since
the valence electrons will be located mainly near the Cl
atoms. The effect from the second term will thus also be
on the order of 2-107° with opposite sign to that of the
spectator nuclei. The deviation from molecular structure
on the electronic screening potential is then of the order
of 2-107%. As the screening correction is typically on the
(sub)percent level at its maximum, molecular deviations
are expected to have an upper limit at the few 10~ level.

4. Molecular exchange effect

The atomic exchange process represents the possibil-
ity for a direct 8 decay into a bound orbital of the final
electronic state. In the case of a molecule, the electronic
phase space is greatly enlarged and perturbed relative to
the single atomic electronic state. In particular, electrons
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can write the total Coulombic influence as

> (Zs - ZS,in)i —ofil > %mo - 71n|V>] } , (175)
s ¢ z

’ Zin
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can now reside in molecular, rather than atomic orbitals,
while binding energies for other orbitals can change. As
shown explicitly in Egs. (154) and (155), the probability
for the exchange process into a certain orbital depends on
the spatial overlap between continuum and bound state.
The continuum state tends to oscillate rapidly for dis-
tances large compared to its Compton wavelength. Be-
cause of this oscillatory nature, however, we are much
more sensitive to the shape of the wave function as com-
pared to the previous section, where we were only in-
terested in the (r—!) matrix element. This in turn al-
lowed us to approximate the electronic distribution as
in Eq. (174). At the level of precision we are aiming
at, combined with the magnitude of the exchange effect
at low energies, this is no longer sufficient. Molecular
wave functions for all but the trivial Hi system have to
be calculated numerically, however, which leaves us with
limited possibilities in an analytical description. We will
nonetheless introduce the approximation of Eq. (174),
and qualitatively describe the behavior of the valence
electrons. An important feature to aid us in this mat-
ter is the symmetry group of the molecule.

Molecular orbitals can in a qualitatively enlightening
way be constructed from a linear combination of atomic
orbitals (LCAO)! (Bransden and Joachain, 1983). In
general we can write all electron wave functions as a
LCAO, and minimize the coefficients to provide the low-
est energy in a Hartree-Fock scheme. For the sake of the
argument, however, we introduce the additional approx-
imation that the internal orbitals for all atoms are the
same in the molecular as in the atomic case. The molec-
ular valence orbitals are then a combination of occupied
atomic valence orbitals and energetically close atomic ex-
cited states?. We assume then the contributions of the
inner orbitals to the exchange effect are unchanged, while
that of the final occupied orbital will be perturbed. As

LFor a quantitative description one has to rely on Hartree-Fock and
Kohn-Sham calculations with large basis sets, see, e.g., Refs. Ide
et al. (2014) and Jansik et al. (2009). This is beyond the scope of
this text, and we must content ourselves with a qualitative outset.

2This is a reasonable approximation, except for when there is de-
generacy in the different atomic orbitals. When the same atom is
present several times in the molecule and is related through sym-
metry, different LCAO change the spatial behavior of the wave
functions while the energy stays the same.



the electron density near the decaying atom can both
increase and decrease in a molecular bond, the overlap
integral in Eqgs. (154) and (155) will do the same. Here
we reach the limit of the analytical description, and the
molecular bonding possibilities are too extensive to pro-
vide parametrisations for the effect. When the valence
electron is nearly fully removed in an ionic bond, the
exchange effect will be approximately zero, as the inter-
nuclear distances are much larger than the § Compton
wavelength where the wave function rapidly oscillates. In
the reverse extreme situation, the valence electron den-
sity is doubled. This then naively doubles the exchange
correction. Conservatively, then, we treat the contribu-
tion of the last orbital with a 100% error bar. This way,
in all but the most extreme ionic bonds, we additionally
absorb small errors coming from small binding energy
changes in the inner atomic orbitals. Taking Fig. 6 as an
example, this introduces a < 1-107* error from 15keV
onwards, and grows to a 0.5% error at 1keV. For 241 Pu,
the valence orbital participating in exchange is 7s, whose
contribution drops to below 10~* after 3keV while its
maximum quickly grows to 1% in the first 0.5keV. An
estimate for the effect can be obtained from the analyt-
ical results first obtained by Harston and Pyper (1992)
using screened hydrogenic orbitals. The effects of the
change of the wave function in a lattice versus that of a
gas has been studied by Kolos et al. (1988) in the case of
tritium, and results showed no significant change. Due
to our conservative error bar, this effect is completely
absorbed and can be neglected.

VIll. OVERVIEW AND CROSSCHECK

Table VII shows all effects included in our description
of the 8 spectrum shape with corresponding references
to the equations used. It remains then to be consid-
ered how well our description stacks up against others
results from the literature. There exists limited informa-
tion on precise shape factor evaluation, other than what
has been performed by, e.g., Behrens et al. (1978), which
is, however limited to the shape factor evaluation in an
approximate manner.

This is an interesting moment to compare what we
have done so far to precise JFt values for superal-
lowed Fermi transitions calculated by Towner and Hardy
(Hardy and Towner, 2015; Towner and Hardy, 2015). A
ratio of f values calculated within our framework relative
to the results of Hardy and Towner (2015) is shown in
Fig. 10.

In general we have excellent results, and all residuals
are in the few 10~* region. This is particularly interest-
ing, as for the heaviest nuclei in question we have moved
far away from stability, with ““Rb being 11 neutrons away
from its closest stable isotope and subject to strong de-
formations and shape coexistence. The daughter nuclei
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Comparison of f values for superallowed Fermi decay
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Figure 10 Ratio of f values for all superallowed 07 — 0T
Fermi decays up to mass 74 included in the analysis by Hardy
and Towner (2015). Uncertainties mainly results from the
uncertainties on () values to illustrate the importance of pos-
sible deviations on the V,4 analysis. For the heaviest nuclei
we show results for both the spherical shell and a deformed
shell filling. These last four nuclei (°2Ga, ®®As, ™Br, and
"Rb) all have their valence nucleons outside the N = Z = 28
shell closure. These nuclei are, however extremely exotic, and
show strong deformations and shape coexistence. In the Nils-
son model a complex interplay between the 2p, /2, 1f5/2 and
1gg 2 orbitals arises. A reversal between the first two would
not influence our isovector correction as w is equal. The same
is not true in case the 1gg/2 becomes filled, as is the case for
OBr.

of the last four nuclei investigated, 2Ga, 96 As, "°Br and
"Rb, have deformations with By equal to 0.195, 0.208,
-0.307 and 0.401, respectively! (Méller et al., 2015). We
conclude that, as we are in the aimed-for range for even
these extremely exotic nuclei, and we can trust the valid-
ity of our approach for pure Fermi decays in a completely
analytical manner without the need for additional com-
putation.

An additional measure that also tests the Gamow-
Teller parts can be found in the compilation of mirror
decays. Its importance cannot be overstated (Severijns
et al., 2008), as experimental precision is ever-improving.
Here the final Ft value depends on the mixing ratio p and

LClearly this is a very interesting and challenging region, as experi-
mental evidence is often not in agreement with theoretical predic-
tions. Specifically in the case of 79Se, the daughter nucleus of our
largest deviation, the sign of B2 is contested (Hurst et al., 2007).
The total influence of deformation on the ft value is, however sym-
metric relative to B2 (see Fig. 2 by Wilkinson (1994)), such that
we are not as sensitive to the sign. Either way, the last proton will
end up in the gg/o orbital in the Nilsson model.
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Table VII Overview of the features present in the 8 spectrum shape (Eq. (4)), and the effects incorporated into the Beta
Spectrum Generator Code (Hayen and Severijns, TBP). Here the magnitudes are listed as the maximal typical deviation for
medium Z nuclei with a few MeV endpoint energy. Some of these corrections fall off very quickly (e.g., the exchange correction,
X) but can be sizeable in a small energy region. Varying Z or Wy can obviously allow for some migration within categories for

several correction terms.

Item Effect Formula Magnitude
1 Phas.e .space factc.)r . pW (Wo — W)? Unity or larger
2 Traditional Fermi function Fy (Eq. (6))

3 Finite size of the nucleus Lo (Eq. (16))

4 Radiative corrections R (Eq. (47))

5 Shape factor C (Eqg. (100) and (105)) 1071-1072
6 Atomic exchange X (Eq. (157))

7 Atomic mismatch r (Eq. (170))

8 Atomic screening S (Eq. (144)) ®

9 Shake-up See item 7 & Eq. (160) °

10 Shake-off See item 7 & Eq. (163) & x2™ (Eq. (164)) ©

11 Isovector correction Cr (Eq. (113))

12 Distorted Coulomb potential due to recoil Q@ (Eq. (45)) 10-3.10—4
13 Diffuse nuclear surface U (Egs. (25) and (29))

14 Nuclear deformation Drs (Eq. (40)) & D¢ (Eq. (135))

15 Recoiling nucleus Ry (Eq. (41))

16 Molecular screening ASwvor (Eq. (176))

17 Molecular exchange Case by case

18 Bound state 8 decay I'y/T. (Eq. (171)) ¢

19 Neutrino mass Negligible Smaller than 1-107*
20 Forbidden decays Not incorporated

& Here the Salvat potential of Eq. (147) is used with X (Eq. (145)) set to unity.
b The effect of shake-up on screening was discussed in Sec. VII.C.1 with Eq. (160).
¢ Shake-off influences on screening and exchange corrections were discussed separately in Sec. VII.C.2. This has to be evaluated in a case

by case scenario.

d This does not affect the spectral shape, as discussed in Sec. VILE, but does enter the Ft analysis.

the ratio of vector and axial vector f values

2F 10" 0"

]_-tmirror = TR
1+ fT/p

the 10~ range both for CVC and single-particle results.
In the cases where this is absolutely not the case, such as
the outliers at 33Cl and 3°Ar, the disagreement reaches
1%. A similar failure is then expected in the evaluation
of the ratio of matrix elements in A, defined in Eq. (107).

(177)

The separate f values have been calculated by Towner
and Hardy (2015) using the same methods as those used
in Fig. 10. We have now two possibilities to compare
our results. As these are all mirror nuclei, the Holstein
form factor d vanishes identically and CVC allows us to
precisely calculate the weak magnetism term from exist-
ing experimental data (Severijns et al., TBP). On the
other hand, we are able to approximate the latter using
single-particle matrix elements as we have discussed in
Sec. VI.F.2. Both results are shown in Fig. 11.

As expected from the results for superallowed decays,
the agreement in the vector sector is exquisite, with all
differences smaller than 4-10~%. For the axial vector part
the general agreement is good, but there are some dis-
tinct features. We see that for cases where the extreme
single-particle approach is justified, the deviation is in

Important to note, however, is that the shell model has
issues pinning down the right values in these cases as well
(Severijns et al., TBP). The accuracy with which the shell
model is able to explain these values is found to be on the
order of 10% (Severijns et al., TBP), meaning deviations
away from unity in our comparison do not necessarily
stem from a failure in our evaluation of A, and are at
least in part due to the dominant weak magnetism cor-
rection. Judging from the comparison between the CVC
and single-particle results, one would conclude there to
be a complete failure of the extreme single-particle model
to accurately predict the weak magnetism contribution.
A surprising yet pleasant result is found, however, when
one moves from a spherical harmonic oscillator to a de-
formed Woods-Saxon potential but retains the extreme
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Figure 11 Comparison of pure fy (top) and fa/fv (bottom)
values for mirror decays as calculated by Towner and Hardy
(2015) and by using our formalism described here. We see
an excellent agreement for the fiy values, with differences be-
ing smaller than 4 - 107%, as we expected from the results in
Fig. 10. For the calculation of fa/fv, the weak magnetism
contributions were calculated using CVC in one case and the
single-particle estimates discussed in Sec. VI.F.2. Overall a
good agreement is found except for special cases where the
spherical harmonic oscillator evaluation breaks down, i.e. for
Z = 17 and Z = 18. The importance of an accurate rep-
resentation of weak magnetism is underlined by these 33Cl
and 2% Ar isotopes, for which the shell model is also unable to
correctly calculate b/Ac;.

single particle approximation (Severijns et al., TBP). Ex-
cellent agreement is found throughout the entire region
for which experimental results are available, and even
the outliers can be nicely reproduced when introducing
strong oblate deformations based on mean-field results
(Moller et al., 2015). Using this approach to calculate
all relevant matrix elements, we show the new results
for fa/fy in Fig. 12. While not any more analytically
available, it shows a remarkable agreement with much
more advanced shell model calculations while using the
extreme single particle approximation.

Remaining uncertainties can safely be attributed to
differences in the exact value of weak magnetism,
for which the shell model is shown to perform only
marginally better than our deformed single particle ap-
proach (Severijns et al., TBP). Combined with the excel-
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Comparison of fi//f4 values for mirror decays
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Figure 12 Comparison of fa/fv values as calculated by
Towner and Hardy (2015) and those by using our formalism
described here, with the addition of deformed Woods-Saxon
(DWS) result as described in the text. We have retained the
same vertical scale of Fig. 11 to show the vast improvement
over the spherical harmonic oscillator results. The calculation
of the nuclear matrix elements, while still evaluated in an ex-
treme single particle fashion, are now not any more analyti-
cally available. The single particle wave function is expanded
in a spherical harmonic oscillator basis for which the coeffi-
cients have to be calculated by numerical diagonalization of
the deformed Hamiltonian. This is performed automatically
by the C++ code accompanying this work (Hayen and Sever-
ijns, TBP). As shell model calculations reach only a slightly
better precision in estimating b/Ac; (around 10%) (Severijns
et al., TBP), the observed deviations from unity when using
CVC results can be attributed to this fact.

lent agreement in the vector sector through a comparison
of fy, these results show both the potential of the ex-
treme single particle method and the consistency of the
developed formalism described here.

On the other hand, this raises important questions on
the accuracy of the fa/fy calculations when experimen-
tal results enter this domain. Seeing as to how differ-
ences in weak magnetism predictions can shift these val-
ues by several parts in 102, this undermines the claims of
reaching 0.01% in theoretical calculations (Towner and
Hardy, 2015). The currently most precisely measured
mirror Ft isotope, °Ne, is seen to behave rather well un-
der the single-particle approximation and is not so much
affected by this concern. Experimental campaigns are
under way, however, for precision measurements of the
B-v correlation of 32Ar, ¥Ne 3°Ar (Couratin et al., 2013;
Liénard et al., 2015; Severijns and Blank, 2017) and the
B-asymmetry parameter of 3°Ar (Severijns and Blank,
2017) and 37K (Fenker, 2016). For the extraction of V4
to be valid, a significant amount of attention needs to be
given to a precise evaluation of the A factor in Eq. (107).
When this can be done reliably, the formalism devel-
oped here can be combined with the experimentally de-
termined weak magnetism contribution. Following this,
we comment once more on the significance of the induced



pseudoscalar component in Eq. (107). Its contribution,
assuming the free nucleon value gp = —229, is compa-
rable to that of the ratio of matrix elements, meaning
strong deviations are expected to occur. It is possible
that shifts can occur even on the per mille level. When
ignoring this contribution, a reasonable error must be at-
tributed to all f4/fy calculations until a way is found to
accurately account for this effect.

The results shown when moving to a deformed Woods-
Saxon potential were obtained by the custom code that
calculates the full 5 and (anti)neutrino spectrum shape.
It allows for a calculation of all nuclear relevant matrix
VIA Mg s in an extreme single particle fashion, with sev-
eral options for customization in order to correctly spec-
ify the single particle state. It allows for a coupling with
more advanced shell model and mean field codes by ex-
pressing the transition matrix elements in a single par-
ticle basis. It is properly discussed in a separate publi-
cation, and will be publicly available (Hayen and Severi-
jns, TBP). Results concerning weak magnetism including
contributions from this custom code are discussed else-
where (Severijns et al., TBP).

IX. BETA-SPECTRUM SHAPE SENSITIVITY TO WEAK
MAGNETISM AND FIERZ TERMS

In the previous section we have shown our indepen-
dent correspondence with the currently best numerically
calculated f values in the work by Towner and Hardy
(2015). We can then reliably use the expressions found in
this document, and use it as the basis in looking for new
physics results at the per mille level. As mentioned in
the introduction, investigation of the Fierz term has the
important advantage of looking for deviations linear in
new, exotic coupling constants. The 8 spectrum shape is
an ideal observable for this as the sensitivity to the Fierz
term varies as 1/E while the effect of weak magnetism
on the 8 spectrum shape varies proportional to E.

A. Spectral sensitivity

The weak magnetism and a possible non-zero Fierz in-
terference term both modify the shape of the 8 spec-
trum in an energy-dependent fashion. Historically, this
was investigated experimentally by defining a so-called
shape factor after which one defines the slope of the re-
sultant ratio (see, e.g., the work by Calaprice and Hol-
stein (1976)). Experimentally an unnormalized shape
factor is obtained by dividing the number of counts
observed for each f-particle energy by the quantity
K(Z,W, Wy, M)pW (W — Wy)? (see Eq. (4)) which is
then normalized to unity at some energy Wyorm by di-
viding these unnormalized values by the value at Wyorm

45

to yield the normalized shape factor! (Calaprice and Hol-
stein, 1976)

SW) =C(Z,W) | C(Z, Wnorm) - (178)

The slope dS/dW then provides the physics informa-
tion. A similar ratio can be constructed for the Fierz
term. A typical value for b/Ac; is about 5 (see, e.g., the
work by Wauters et al. (2010)). For bpier, a precision
of 1% or better is typically required in view of current
constraints on C’g) or C(T/) coupling constants (Naviliat-
Cuncic and Gonzélez-Alonso, 2013; Severijns et al., 2006;
Vos et al., 2015). Moreover, as was shown recently, at a
precision of about 0.1% measurements of bgjer, in nuclear
B decay and neutron decay remain competitive with di-
rect searches for new bosons related to scalar and tensor
type weak interactions at the LHC collider in the channel
p+p— e+ MET+ X (with MET standing for the miss-
ing transverse energy) which has an underlying dynam-
ics similar to 8 decay at the parton level (Khachatryan
et al. (CMS Collaboration), 2015; Naviliat-Cuncic and
Gonzélez-Alonso, 2013). To generate some perspective

Comparison Weak Magnetism and Fierz effect
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Figure 13 Example of the effects of a weak magnetism and
Fierz term on the 8 spectrum shape. Both effects are normal-
ized at 100keV, i.e. a ratio is constructed as in Eq. (178).
This clearly shows the advantage of measuring low energy
transitions for Fierz, while high energy endpoint transitions
are favourable for weak magnetism studies.

on the magnitude of this slope when introducing a Fierz
or weak magnetism term, we show in Fig. 13 an example
shape factor, S(W), for b/Ac; = 5 and b/Ac; = 3, and
brierz = 0.005 and bgier, = 0.001. This clearly stresses the
need for an accurate value of b/Ac; when extracting Fierz

ITo remain consistent with our notation, we have written the shape
factor as C instead of the spectral function h; as per Holstein and
coauthors.



information. Further, this requires an excellent theoret-
ical description of the beta spectrum shape, as has been
presented here. The slope for bgier, = 0.005 over the first
250 keV interval is equal to —0.33% MeV~!. The energy-
dependent information of the theoretical spectrum must
thus be accurate enough to guarantee all remaining slope
artifacts to be < 0.1% MeV 1. Special attention has been
given when describing atomic corrections to avoid any
residual energy-dependent slopes.

At the lowest energies, care has to be taken when inter-
preting experimental results, as the Fierz term spectral
modification is approximately linear in this regime. Ex-
periments are then sensitive to ~ (bym — brierz)E, and
there is no way to decouple the separate contributions
from their energy-dependent behavior. This again un-
derlines the required precision and accuracy in evaluating
the weak magnetism contribution when searching for new
physics (see also Gonzalez-Alonso and Naviliat-Cuncic
(2016)).

B. Effective field theory approaches

The traditional search for exotic interactions in 3 de-
cay is described by introducing additional coupling con-
stants and currents in the  decay Hamiltonian. This
makes direct comparison with results from high energy
colliders like LHC difficult. It is here that effective field
theories can bridge the gap. Assuming the mass scale of
new physics, Agsas, to be beyond what is probed right
now at LHC, both high and low energy experiments can
be directly compared in an effective field theory. Here ad-
ditional coupling constants are introduced that are sen-
sitive to exotic currents in higher order operators. A
significant amount of effort has been put into its devel-
opment, showing that both low and high energy fron-
tiers can be competitive in its current experimental stages
(Bhattacharya et al., 2012; Cirigliano et al., 2013a,b; Er-
ler and Ramsey-Musolf, 2005; Holstein, 2014a; Naviliat-
Cuncic and Gonzalez-Alonso, 2013; Ramsey-Musolf and
Su, 2008; Vos et al., 2015). The classical 8 correlation
terms of Jackson et al. (1957) have been written in terms
of these extra coupling terms, allowing both energy fron-
tiers to provide an upper limit on the same parameters.

Care has to be taken to avoid overlap when combining
the formalism presented here with, for example, that of
Bhattacharya et al. (2012). As an example, the Fierz
term, bpiers, for neutron decay presented therein carries
a non-zero SM contribution (Eq. (B15) in Bhattacharya
et al. (2012))

bSM__me 1+2/1:VA+A2
T My 1+ 3\2 ’

(179)

where py is the difference between proton and neutron
magnetic moment, and A = ga/gy. The full correction
term is written as m 6™ /E.. The presence of yy points
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to a weak magnetism contribution, and consequently the
term can indeed be retraced to the equivalent terms in
Eq. (105).

X. CONCLUSIONS AND OUTLOOK

In this review, we have presented a fully analytical de-
scription of the 8 spectrum shape, for the first time com-
bining kinematical, electromagnetic, nuclear and atomic
corrections to a few parts in 10%. These corrections are
expected to hold from 1keV to the endpoint. The impor-
tance of the atomic corrections was underlined, showing
that although the largest deviations are found at low en-
ergy, their influence can be felt at high energy. The the-
oretical framework for the description of atomic screen-
ing was combined with precise Dirac-Hartree-Fock-Slater
calculations and showed excellent agreement with numer-
ical results down to the lowest energies. This avoids
the ambiguous evaluation of the screening exponent as
it was described before. Atomic exchange calculations
were performed for the entire atomic number chain, and
a fit was provided to enable analytical evaluation with
high precision. The oft-neglected contributions stemming
from exchange with atomic p; /5 orbitals was shown to be
significant, and included into our analytical description.
Further atomic corrections from different sources were
combined with the work done by Wilkinson dealing with
electromagnetic finite size corrections.

An overview of the corrections sensitive to nuclear
structure was given and a full correction was derived for
both Fermi and Gamow-Teller decay. We have presented
these results in the transparent notation by Holstein
while maintaining the precision of the lepton wave func-
tion and nuclear current decomposition as per Behrens
and Biihring. Besides the weak magnetism contribu-
tion, we remain sensitive to nuclear structure informa-
tion through the explicit evaluation of several matrix
elements, and the proposed isovector correction. We
have shown that the former can be analytically calcu-
lated to a sufficient precision given that the state is prop-
erly described in a spherical extreme single-particle man-
ner. When this is not the case, it was shown that mov-
ing to a deformed Woods-Saxon potential while retain-
ing the extreme single particle approach provides excel-
lent agreement. If wanted, more extensive methods such
as the shell model can provide the relevant matrix ele-
ments which can directly be incorporated into the formu-
lae presented here. Further, we note the influence of the
induced pseudoscalar contribution to the Gamow-Teller
shape factor and point to the importance of its correct
evaluation when experimental precision for mirror decays
reaches that of the superallowed transitions.

The formalism presented here was compared against
the most precise numerical calculations of the total in-
tegral of the 3 spectra performed by Towner and coau-



thors. For both the superallowed and mirror decays, a
very good agreement was found throughout the entire
investigated mass range. Even for the most exotic cases
where deformation effects provide a significant contribu-
tion, excellent agreement was found. The calculation of
the Gamow-Teller spectrum is more difficult as here we
are directly influenced by nuclear structure influences we
can circumvent in the vector sector. Using the extreme
single-particle approach, very good results nevertheless
were obtained for the cases where this is reasonably jus-
tified based on electromagnetic moment data. When this
is not the case, significant deviations occur, as expected.
Moving to a proper deformed potential alleviates these
problems for the investigated cases. Important to note
is, however, that the shell model calculations which were
used to compare against, also cannot reliably predict the
weak magnetism contribution to the argued precision.
This raises serious questions on the validity and accu-
racy of the presently available calculations.

We therefore conclude that the work presented here
can accurately describe the 8 spectrum shape to the re-
quired precision given that the nuclear structure input
can be reliably calculated, be that through use of CVC,
the extreme single-particle approximation or more ad-
vanced methods. Spectral shape measurements have an
additional advantage here in that they are not as sensi-
tive to nuclear structure effects outside of the weak mag-
netism effect, and can thus be the basis for experimental
Beyond Standard Model searches exploring the per mille
regime.

When looking for Fierz contributions one must remain
wary, however, since Standard Model effects such as the
weak magnetism contribution and their corresponding
uncertainties can interfere destructively with our ability
to extract meaningful results. Great control in its eval-
uation is required in case CVC cannot be invoked and
one must rely on alternate methods of calculating the
relevant matrix elements. Ideally this value is known to
about 10% in order to look for per mille level Fierz con-
tributions, as discussed in the previous section. This is
clearly a difficult task, and is currently the largest un-
certainty by almost an order of magnitude in the precise
determination of the 8 spectrum shape, unless it can be
determined through CVC arguments. Even so, one must
be careful in the evaluation of the CVC result, as only
the isovector component is of relevance.

The full calculation of the work presented here was au-
tomated in a custom code, discussed in a separate publi-
cation (Hayen and Severijns, TBP). Based on simple con-
figuration files, it aims for flexibility and user-friendliness
in the use of this vast size of work.

Nevertheless, the importance of an accurate 8 spec-
trum shape cannot be understated in the search for Be-
yond Standard Model physics in the electroweak sector
due to the linearity of exotic coupling constants in the
observables. Assuming no exotic currents it is conversely
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also a perfect tool to study the weak magnetism contri-
bution. Particularly for higher masses little is known ex-
perimentally about about its magnitude. This also forms
an important ingredient in the analysis of the reactor an-
tineutrino anomaly (Mueller et al., 2011). In the current
analysis, a constant value is assumed for weak magnetism
throughout the entire fission fragment region. Clearly,
this is not an optimal method of treating this complex
effect, as can already be deduced from the discussion on
single-particle matrix elements given in this document.
Additionally, a correct treatment of higher order effects
in the translation from electron to antineutrino spectra
forms the basis of a correct analysis procedure. The for-
mulae presented here serve as the basis for this analy-
sis, where we note the added complexity of the shape
factor compared to its usual treatment. Atomic effects,
though mainly confined to the lower energy regions, be-
come transported to the end of the antineutrino spectrum
and remain highly relevant. This further underlines the
importance of a precise description of atomic effects at
low energy, and will no doubt be the subject of further
research.
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Appendix A: General shape factor

In Sec. VI.E we have given results assuming isospin in-
variance, in that we replaced the nuclear wave functions
with the full charge distribution in the evaluation of the
nuclear matrix elements. Doing so, this leaves us with
the question of how to accurately treat said charge dis-
tribution. The general equations for superallowed Fermi
decay are the following

WoR)?2"Y 9
Vi, = —% F1110 F §aZWORVF1111

Z 2
(@2)" v ;1999

1
Ve, = §W0R2 VF1110
2 14 1 14
Fg0ZR (VF1221 - SVFLL) L (Ala)
2 A
e = gWoR*VFI110 % % VF1211  (Alb)

4
Ve, = —532 VF1110. (Alc)



using the notation by Wilkinson (1993b) to write

1
VESS (keym,n, p)

0
Y o

VFkemnp =

(A2)

Due to the property that I(ke,m,n,0) = 1, we have sim-
ply

VF(l) <7"2>
1% 000
F1110 = = —. (A3)
0 2
“ry

The results of Eq. (100) assumed a uniformly charged
sphere with radius R such that (r?)ex, = 3R%/5. We
can, however, do better than this. One method uses the
modified Gaussian distribution of Eq. (18), where we
now have one fit parameter, A. This can be calculated
using the method outlined by Wilkinson (1993c) from
which the different ratios can be calculated using

F1111 = 0.757 4 0.0069(1 — exp(—A/1.008))  (A4)
F1221 = 0.844 — 0.0182(1 — exp(—A/1.974))  (A5)
F1222 = 1.219 — 0.0640(1 — exp(—A4/1.550))  (A6)

such that we are consistent with our isovector correction
employing a modified Gaussian charge distribution.

The Gamow-Teller shape factor was evaluated in the
same spirit. Here the situation is more complicated, how-
ever, as we have more than one type of form factor con-
tributing. The most general expression can be written as
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where we have omitted a common division by AFl(Oi in

all terms for notational clarity. As was mentioned in Sec.
VLF, the treatment of the Gamow-Teller shape factor is
slightly more complex, since different types of form fac-

tors are present. There we have split up the nuclear struc-

0 0
VF{) AR

and AFl(gi7 from the terms containing AFl(Oi(l,m,n,p).
For the ratios of the later we can use the same parametri-
sation as for vector decay in Eqs. (A4)-(A6). The evalu-
ation of the nuclear structure dependent terms can occur
in the standard way via single-particle estimates or shell
model calculations.

ture dependent parts, i.e. terms containing

In this treatment we have assumed only a nuclear
charge distribution and neglected the influence of atomic
electrons on the electrostatic potential. The largest effect
was, however, already taken care of when introducing the
screening correction in Sec. VII.A as the modification of
the Fermi function, Eq. (9), due to screening. Further,
due to the nature of the form factors coefficients all re-
sults are written in an expansion of the root mean square
radius, which is matched to the experimental value for
all chosen charge distributions. In order to estimate the
relevance of the spatially averaged screening effect, we
consider as an example the two largest contributors

I(k,l,l,l;r):(2k+1)r’2k’1/ U (x)dr  (AS)

0
I(k,2,2,1;7) = 2(2k + 1)r—2 /OT Uly)y =2k (A9)
y /O ’ 20 (2)dady (A10)
where U(z) is defined by
V(z) = —%U(m). (A11)

Assuming now, for the sake of the argument, that the
difference between the screened potential of Eq. (147)
and that of a point charge holds also within the nu-
cleus, the first-order expansion results in a difference
AU =3, a;f; ~ O(a). Tt can be checked numerically
that the shape factor of Eq. (100) changes by a few
parts in 10* up to large Z. In these highZ cases, how-
ever, the order of perturbation to which all expressions
are derived is insufficient to provide the highest level of
precision, such that these changes are insignificant. In
order to guarantee best performance in this situation, a
further expansion is required or replaced instead with a
fully numerical approach.



Appendix B: Single-particle matrix elements

The Gamow-Teller shape factor contains several weak
form factors which cannot always be transformed to their

electromagnetic analogs through the use of CVC. In the

0 0
VERY. AR

and AFl(gi. The former two are known as the weak mag-
netism and induced tensor contributions, and can only
be related to CVC results for specific transitions as dis-
cussed in Sec. VI.C. The latter needs to be evaluated in
our definition of A in Eq. (107). For all these form factors
we require their ratio with the main Gamow-Teller form
factor, AFl(gi. As we have seen in Sec. VI.D, these form
factors can be written as a combination of single-particle
matrix elements when employing the impulse approxi-
mation. These results were compiled by Behrens and
Buhring (1971) such that one has

notation of Behrens and Biihring these are

V2 (rt)
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< gl () £ + sign( ) Gura(—ry. :)
(el () 190}

with s = 1 for VM&?{ and s = 0 for AMj;o. Here, the
Grrs(ky, ki) capture all spin-angular information of the
reduced matrix elements. These coefficients were intro-
duced by Weidenmiiller (1961) and are listed in the work
by Behrens and Biihring (1982). For AFl(gi and VFI(?%,
K and s are equal to those of AFl(S% such that the ratio
simplifies considerably. For the former, this means the
ratio can be written as

(B2)

Guo(rpks)  CUkg) Uy 2000 | 112
Guonleyom) — Ollkg) ) 0:00) )| 7 i lf(’;f))
1107
Uity om

where C(. ..) is a regular Clebsch-Gordan coefficient, and
the quantities in brackets are Wigner-9;j symbols. Here
l(k)=rifk>0and I(k) =|x|—-1if kK <O0.

We list the relevant results from Appendix F of
Behrens et al. (1978) for the convenience of the reader.
These can be directly deduced from Eqs. (B1)-(B2) using
the non-relativistic approximation to express the small
radial function f(r) as a function of g(r). These are
categorized by the initial and final single particle spins
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participating in the correction.
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with I = [ gf(r)g;(r)r?dr ~ 1 in the non-relativistic ap-
proximation. Here £(r?)/R? is the evaluation of
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evaluated for a spherical harmonic oscillator wave func-



tion to give

2v
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[2(n; — ?”Lf) +1; — lf] (B5)
with v the harmonic oscillator parameter defined as in
Eq. (115a).

Assuming a spherical extreme single-particle approach,
we then recover the results of Eq. (127). In the deformed
case as discussed in Sec. VI.H.2, however, the situation
is not as straightforward and we require full expressions
for the different matrix elements.

Appendix C: Many-particle matrix elements in jj-coupling

The formulae presented in Sec. VIL.F.2, Sec. VI.H.2
and Appendix ?? dealt with odd-A [ decays, which in
the extreme single particle approach we have taken here
considers initial and final states consisting of one single
nucleon. In Sec. VI.D we have discussed that the many-
particle angular momentum couplings reside in a factor
C(K), which depends only on the tensor rank K of the
operator. This fact is of great assistance, as it drops out
completely when taking the ratio of two form factors with
identical rank. In the spirit of the extreme single-particle
approach taken here, it is worthwhile to discuss odd-Z,
odd-N (0-0) to even-Z, even-N (e-e) 3 decays and vice
versa. For this we use the results by Rose and Osborn
(1954a), written using the isospin formalism (Wilkinson,
1969). In line with our previous extreme single particle
methods, we consider now two particles in initial and
final states, coupled to a core isospin. We then write for
0-0 to e-e transitions

(joja g MyTyTsp| Y {Ofpome},, 1152 i MiT/Ts;)
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where the quantities in curly brackets are Wigner-6j
symbols. We have explicitly extracted the results from
the Wigner-Eckart theorem in both spin and isospin
spaces. For a final matrix element one has to average
over initial spin projections and sum over the final M.
The isospin components can be directly evaluated, using
(1]It]]3) = v/3/2. An equivalent formula can be written
down for e-e to 0-o 3 decays.

In the case of deformation the angular momentum, J,
is not any more a good quantum number, and Eq. (C1)

a0

has to be rewritten. Using the results of Ref. (Berthier
and Lipnik, 1966), the spin-reduced matrix element for
even-even to odd-odd decays is found to be
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while the reverse case can be found in several publications
(Behrens and Biihring, 1982; Berthier and Lipnik, 1966).
Here Cjo = (—)%’jWQCj,Q with mq the parity of the
orbital.

Appendix D: Relativistic Coulomb amplitudes

In Sec. VI.G we discussed the influence of the rel-
ativistic matrix elements, and concluded that for spec-
tral shape measurements these are insignificant on the
aimed-for level of precision. We discuss them briefly
for completeness. These contributions consist of two
parts, the nuclear structure embedded into the ratio of
form factors and the electromagnetic influence through
the slowly varying Coulomb functions. We specify here
for Fermi transitions the energy-dependent functions us-
ing the older leptonic wave expansion by Behrens and
Janecke (1969) as shown in Table VIIL

Table VIII The coefficients Hay, D2o+1, h2o, No and dast1
used in the expansion of the leptonic radial wave functions.
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The leading order Coulomb functions for pure Fermi



transitions can be written as
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The Coulomb functions f, and f3 are written in terms of
the elements in Table VIII as

V(W) = —2(Dy + Ny) + 2%7611 (D2a)
Vf3(W) = —2(Ds + N1Hy — Ny Dy — N3)
+ 2m;/”(d3 — Nady) (D2b)

It is worth noting here that D;(1) + N1(1) = aZ/2 +
WoR/3 is independent of W. Typical values for f;(W)
for several 0t — 07 transitions can, for example, be
found in Behrens and Buhring (1968), and are usually
on the percent level of smaller. The relativistic matrix

elements VFéﬁ) obey recursion relations after invoking
CVC, specified in Eq. (89).

Appendix E: Comparison of finite size effects and
electromagnetic corrections in the Behrens-Biihring and
Holstein formalisms

As discussed in Sec. II, there is some confusion in the
name ‘finite size effects’, as it entails different things for
different authors. In this work we have mainly based our
approach on the rigorous work of Behrens and Biihring,
culminating in the standard work by the same authors
(Behrens and Biihring, 1982). We have, on the other
hand, written some of these results in the more transpar-
ent formalism of Holstein. In light of transparency and
their increasing importance in other fields not directly
related to nuclear physics, we have attempted to eluci-
date this more quantitatively and convince the reader of
the internal consistency of the approach presented in this
work.

1. Generalization including electrostatics

The simplest 8 decay Hamiltonian is written down as
a simple current-current interaction

H, :Gcof;%u@mu +75)0(D){ fpa [V + A"i)
+ H.c. (E1)

where plane wave have been used for the leptons, and p2
and 0 denote final and initial nuclear momenta. The S
matrix is developed to first order and the corresponding
spectrum is calculated using standard techniques. Given
that the nucleus interacts electromagnetically with the
outgoing leptons, one must incorporate the Coulomb in-
teraction. As it is several times stronger than the weak

o1

interaction it can, on the other hand, not be treated per-
turbatively (Halpern, 1970). Neglecting the difference
between initial and final Coulomb fields, the lepton wave
functions are considered solutions of the Dirac equation
in the final Coulomb field!.

As discussed previously, the Behrens-Biihring formal-
ism starts from the results by Halpern (1970). The ap-
proach taken by Holstein et al. (Calaprice and Holstein,
1976; Holstein, 1974a) starts from the generalized matrix
element as described by Armstrong and Kim (Armstrong
and Kim, 1972b; Holstein, 1979)

M :GC\C}Z% /d%\f/e(r,p)w(l +75)o(l)

d3k ir- .
< ey © Herro-ulVF + Alia),  (E2)

where U, is the electron wave function in the presence of
a nuclear Coulomb potential. Both results are identical
up to this point after neglecting the difference in initial
and final Coulomb potentials. In both the Holstein and
Behrens-Biihring formalisms the nuclear current is now
expanded using a series of form factors, replacing the
impulse-approximation results of Egs. (83). Those of the
former are useful for allowed transitions whereas those of
the latter make no inherent distinction between the order
of the transitions. Translation tables between both de-
scriptions can be found in several publications (Behrens
and Biihring, 1982; Behrens et al., 1978) and will not be
repeated here. Terms relevant for the discussion below
can be easily deduced from Tables III and IV.

Both approaches use as a starting point the so-called
Behrens-Jénecke Fermi function, which corresponds to
Eq. (9). In works by Holstein and derivatives thereof it
is typically expressed as the point charge Fermi function,
Fj, times some correction factor as discussed in Sec. III.
The crucial difference between both approaches, however,
now lies in two points, both in favour of the Behrens-
Biihring formulation. The first is the expansion of the
electron wave function, and the corresponding electro-
static finite size corrections discussed in Sec. IV. The
second concerns the combination of the expansion of the
nuclear current with that of the lepton wave function.

2. Approximations by Holstein and notes for the wary

We concern ourselves first with the expansion of the
electron wave function. As was briefly mentioned in
Sec. III and Sec. VLE, the Behrens-Biihring approach
expands these as a function of (aZ)?, (WR)”~* and

LAs discussed in Sec. III, neglecting this difference is corrected for
in the radiative corrections of Sec. V.



(meR)*~Y with the coefficients of these expansions en-
coded in the functions I(|&|, u,v, p;7). The latter are
sensitive to the nuclear potential and examples can be
found in the works by Behrens and Biihring (1970). In
the Holstein (1974a) approach one expands ¥, keeping
only leading j = 1/2 and j = 3/2 terms, such that it be-
comes a function of f,, g, with x € {—2,-1,1,2}. Spe-
cific results of the expansion can be found for instance in
Armstrong and Kim (1972b); Holstein (1974a,d). Here
the first difference occurs, as the expansion of the latter
is performed only for a uniformly charged sphere. Our
discussion in Sec. IV shows that this is not sufficient, and
effects of moving to a diffuse charge distribution cannot
be ignored.

The calculation proceeds analogously to that of Arm-
strong and Kim (1972b) where a weak charge density is
defined through the Fourier transform of the leading or-
der expansion of the nuclear current. We have then

~ Gceoslc

-5

where p#(r) is simply the Fourier transform of the in-
volved form factors

d*r¥e(r, p)yu(1 + 75)v(l)p" (r) (E3)

d3s . .
P (x) = / 56 fompi VF + Alio).  (E4)
(2m)
The second difference now appears in the expansion of
the nuclear current, and the consequent artificial split of
nuclear structure terms and the Coulomb corrections in
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the Holstein approach. This is in part because Coulomb
corrections to induced corrections were neglected (Hol-
stein, 1974a), such that for Gamow-Teller decay it is ap-
proximated as

(Fpa[ V" + Ali0) = —g"e(W5 —p3)C0 15", (E5)
with C' a regular Clebsch-Gordan coefficient. The weak
charge density is then typically normalized by extracting
a factor ¢(0).

Here once again great care must be taken when com-
paring to the Holstein formalism, as the corrections are
written differently in different papers (Calaprice and Hol-
stein, 1976; Holstein, 1974a,d, 1979) by the same authors.
In particular the used Fermi function differs with fac-
tor (14 v)/2 depending on the publication, resulting in
changes of order (aZ)? when naively comparing formu-
las. Further, the redefinition of the so-called spectral
functions taking into account Coulomb interactions has
been written in two different ways. The first (Holstein,
1974d,d) replaces

WO W) = F(ZW)RO (W) + Ahy(W)] - (E6)
where F(Z,W) = (1 + v)/2Fy, with Ah;(W) defined in
those works. The later works (Calaprice and Holstein,
1976; Holstein, 1979), on the other hand, artificially split
the transition matrix element of Eq. (E3) into a nuclear
structure part and their Coulomb corrections

~ 2
N(W)dW « hy (W) [|A|2 +|B[? + O + D[ + SRe(4"D + B'C)

1

w 3

c 1 2
+ 2 Re (A*B +C"D+ S AC B*D) — 2L Re(A*F — B*G + 3F*D — 3G*C)

with hy (W)

~ 2 W,
hi (W) =cf —

gﬁO01 (C1 +d:l:b)

2w m? 9
+ 57l (5er £20)] — o [201
Wo—W
+c1 (d +2b) — clh(;M} (E8)

and A-G denoting integrals of the different parts of the
leptonic expansion with the weak charge distribution
of Eq. (E4). These are given, for example, by Hol-
stein (1974d) and will not be repeated here for brevity.
Here the Fermi function consistently refers the so-called
Behrens-Jénecke Fermi function, discussed in more detail
in the following section. It is Eqs. (E7) and (E8) that
should be compared against the combination FyLyUC' in

oW (ED)

(

the current work. For clarity, we will continue with the
later results of Eqs. (E7) and (E8) and refer only to the
older works when necessary in Appendix F.

Expanding Eq. (E5) to zeroth order will introduce
the Fermi function, while the first order introduces the
leptonic convolution. These will be discussed separately.
Finally, the inclusion of the Coulomb corrections to in-
duced currents will be briefly touched.

3. Fermi function and finite size correction

The Coulomb corrections of Eq. (E7) depend on the
precise evaluation of the integrals A-G, which are in turn
dependent on the weak charge distribution of Eq. (E4)
(Calaprice and Holstein, 1976). In a first approximation



we can approximate the Gamow-Teller form factor c(q?)
as a constant, in which case p(r) becomes a simple Dirac
delta function. Now only A and B survive such that

} 22me 3,.53
2N W /d rd°(r)

P+ (W)Qf%m] (E9)

»

Al* +|BJ?

X

= FyLg

when taking into account the differing normalization defi-
nitions of the wave functions in the Behrens-Biihring and
Holstein formalisms. As f; and g_; have only been ap-
proximated for a uniformly charged sphere for low Z in
the Holstein approach, the expression obtained, for ex-
ample, by Calaprice and Holstein (1976) and Huffaker
and Laird (1967)

(E10)

13
|A|? + |B]* = Fy [1 F IE)QZWR}

is clearly less precise than our Eq. (16) as was discussed
already in Sec. III. The term can easily be recognized as
a simplified version of that found in Eq. (16). Further, it
contains no corrections stemming from a diffuse nuclear
charge, for which we have derived explicit expressions
and analytical parametrisations in Sec. IV.A.2.

4. Nuclear and leptonic convolution

The finite nuclear size does not only affect the Coulomb
potential as felt by the charged lepton and the behav-
ior of its wave function near the origin. The interaction
volume becomes a sphere with radius R, and thus the
matrix element requires an average for all the nucleon
positions. This is clearly visible in Eq. (E3), and is in-
herently present in our definition of the C' factor of Sec.
VLE. In the initial results by Huffaker and Laird (1967)
the shape factor contains an additional term

(r*)

Co(W) = ﬁaZWR,
as a remnant of explicit averaging of f; and ¢g_; inside
the nuclear volume. For a constant nuclear wave func-
tion, i.e. a rectangle of width R, one finds (r?) = 2R? so
that Co(W) = 2aZWR. The approach of Holstein and
co-authors builds on this result and provides a more con-
sistent discussion by introducing the elementary particle
treatment. We move beyond the approximation of the
previous section and now expand Eq. (E5) to first order
in ¢2, c(q?) ~ c1 + caq? to find

dgk irk C2 o
=~ w14+ =
, /<2w>3e < *aq)

= (1+ 20+ v9) 0

(B11)

(E12)
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where V is the gradient operator. In this manner, all
further expansions in ¢? will always result in a constant
factor times 6%(r) as F[q"] oc V™63(r). This entails that
all leptonic radial wave functions will still be evaluated
at the nuclear center, be it multiplied with some constant
factor depending on nuclear structure. As such, all re-
sults will always be proportional to the Fermi function
defined at the origin, such that it can always be mean-
ingfully extracted as we have always done so far. Again,
however, results presented by Holstein and colleagues
have only been listed for uniformly charged spheres. Us-
ing Eq. (E12) we find only only A, D and F integrals
survive, all of which are proportional to the square root of
the Fermi function as expected (Calaprice and Holstein,
1976). Equations (13) and (A.16) in Calaprice and Hol-
stein (1976) are then to be compared against Eq. (E11)
and (106d). A critical ingredient in the quantitative con-
nection between the different formalisms lies in the eval-
uation of ¢a/c;. In the impulse approximation it can be
written as (Calaprice and Holstein, 1976)

2

1 (Bllr*or?||er)
~6

(Bllr*a|c)
L (Bllr*[o x /[ FaYa(r)][le)
6v10 (Bllr*olla) ’

and is related to the shape of nuclear wave functions. In
the initial isospin invariant formalism, these were always
treated as rectangles with only non-zero values for r < R,
i.e. a uniformly charged sphere with radius R. Using
this, one arrives at co/c; = %Rz. The correction factor
to the Behrens-Janecke Fermi function (i.e. FyLg in our
formalism) in the Holstein formalism is then written as

C1

(E13)

9
asC(Z, W) =1+ R*/5 — (WoR)?/5 — %(azf
2 11
2 2
+ gVVORZW - 5R2W2. (E14)

If we use the older expansion of W, (Behrens and
Janecke, 1969; Wilkinson, 1990), we have for Gamow-
Teller decay

aC(Z, W)y =14+ A0+ 2O,W + AC,W?2, (E15)

where
9
ACy = _70(@2)2 — (WoR)?/5 + aZWoR/15 + R*/5,
AC) = F2aZR/3 + AW, R? /9,
ACy = —4R?/9. (E16)

It is clear every term can be identified with a similar
one in Eq. (E14), except for a factor 2 difference in the
aZWyR term. All of these results are again valid only



for a uniformly charged sphere, both in the expansion of
the lepton wave function and in the calculation of the
weak charge density. In Sec. A we have looked at the
deviation of the former due to a more realistic charge
distribution. Further, to correct for the breakdown of
the latter we introduced the isovector correction C; in
Sec. VL.F. Due to its large contribution this can for sure
not be neglected. In combination with a more precise
expansion of the lepton wave functions, it is clear the
approach presented in this work is superior to that of
Holstein.

5. Induced terms

Finally, the Holstein formalism requires an adjustment
for the approximation introduced in Eq. (E5). Initially,
Coulomb corrections to the induced terms in the nu-
clear current were neglected as the latter are already
suppressed by a factor ¢/M. As discussed by Bottino
et al. (1973, 1974), however, this approximation is not
strictly valid. The reasoning starts from the result by
Armstrong and Kim (1972b) showing that (f(py)| should
be replaced by (f(ps + pe — p)| where p is an inter-
nal momentum of the Fourier transform. This has the
consequence that induced terms are now a function of
¢ = (Ps +Pe — P) — p; rather than ¢ = py — p;, thereby
introducing Coulomb corrections to the induced terms.
This can clearly be seen from the fact that the additional

term
]. qje e )
o o] far (T2 e
(271') ue(pe)
Fu(q') 8
—_— P (pe — E17
X om, < (Pe —P)s (E17)
becomes identically zero when W, reduces to

e~ TPegi (p.) in the absence of Coulomb interac-
tions. The correction factor given by Calaprice and
Holstein (1976) and Holstein (1974c)

V10 aZ

6 R
can be obtained from the results of Egs. (9) and (13)
in Bottino et al. (1974) after proper conversion from Fiy
(Fa) to b (c) using the definition of the nuclear currents
(Eq. (5) in Bottino et al. (1974) and, e.g., Eq. (1) in
Holstein (1974a)), with an exception of the d!, d!! terms.
The results from Bottino et al. (1974) can, however, eas-
ily be extended to include this result, and a quick glance
on the behavior of b and d terms leads directly to Eq.
(E18). A discussion on the signs for electron and positron
decay can for instance be found in Holstein (1974a). As
there is no artificial separation of nuclear structure and
Coulombic terms and all terms of the nuclear current are
retained, these corrections occur naturally in the C' factor
of the Behrens-Biihring formalism followed in this work.

Shi(Z) ~ 20+d" +d" +¢)  (E18)

o4

6. Summary

While the Holstein formalism initially profits from a
more transparent description of the different factors and
their origins participating in the 8 spectrum shape, sev-
eral approximations introduced along the way limit the
usefulness of the quoted final formulae when requiring
a high precision description. Several terms have to be
added, such as Coulomb corrections to induced currents,
thereby introducing confusion as to the origin of these
terms and how they play with the other results. This is
further hindered by a difference in definitions throughout
several papers about the correct manner of introducing
Coulomb corrections. We have looked at individual parts
of the calculation and for each of them discussed the su-
periority of the formalism presented in this work. To
facilitate the interpretation of experimental results and
cut back on notational clutter, the formulae in Sec. VL.E,
while calculated in the Behrens-Biihring formalism, are
presented using the well-known Holstein form factors.

Appendix F: Validity of harmonic oscillator functions

Recently the issue of finite size corrections was ad-
dressed by Wang et al. (2016), incorporating density
functional theory (DFT) results to calculate the weak
charge density. The analytical formulation to first order
in aZ and R by Holstein (1974a) was used, and rewritten
in terms of nuclear Zemach moments (Zemach, 1956)

o W, (r)7.
Ops ™ = —TZ <4W<7"><2) + W (r)y — <3 i
@ 0. (F1)

where (r) () and (r)f,, are defined as

o= [ #ss [@roipalr-a,  (F2)
Wy = [ s [@rputorr opalr -5 (#9)

Here py, and p., are the weak and regular charge densi-
ties, respectively. As discussed in the previous section,
care must be taken when looking to compare Eq. (F1) to
those found in this manuscript. Holstein (1974a) defines
the Coulomb correction to the spectral function through
Eq. (E6), where Ahy (W) is given by a simplified version
of the Coulomb terms of Eq. (E7) without the last term,
and subtracting the Fermi function (1 4 +)/2Fy. This is
then developed to only first order in a7 to yield Eq. (25)
in (Holstein, 1974a). It is thus a combination of electro-
static finite size effects contained in Lo and the leptonic
convolution. The previous section has discussed in great
detail the improvements made by both formalisms, and



we will not spend any more time on explicitly showing the
correspondence to the formulae presented there. We will
instead treat the evaluation of the Zemach moments in
a purely spherical harmonic oscillator fashion and com-
pare the results with those of Wang et al. (2016) obtained
through DFT. This will serve as a benchmark for the va-
lidity of using harmonic oscillator wave functions in the
evaluation of our more carefully expanded results.

As we discussed previously, a uniform density is not
appropriate for the weak charge density. As a result, we
added the C; correction discussed in Sec. VI.F. Here
we introduced the rms radius of the weak charge den-
sity, (r?)w, as the essential parameter in our correction.
Wang et al. (2016) calculated this quantity for a series of
nuclei ranging from A = 14 to A = 120 using both DFT
and uniformly charged radius results. We presented the
way to analytically calculate these radii using a charge-
insensitive harmonic oscillator distribution model. We
use the charge radii listed by Wang et al. (2016) to obtain
an optimal comparison of our method. This is plugged
into Eq. (115a) to evaluate (r?),, for the last occupied
transforming nucleon. We use the approximation dubbed
as ‘Behrens-Biihring’, which involves approximating the
form factor ¢(¢?) ~ c1(1 + (r?)y/6). The Zemach mo-
ments are then reduced to

2 -1
()2 ~ (r)en + A Dwlr™ e >W<§ Job
2(r?)w(r en

3 )

The last of these is, however, a poor approximation, as
can be seen from numerical results listed by Wang et al.
(2016). If we attempt to extend this approximation by
expanding ¢ to O(g*), dimensional analysis tells us this
factor will be proportional to —(r*) (r=2)e,, which is,
however, not convergent. We thus keep in mind that Eq.
(F5) tends to overestimate the integral by about 30%.
Table IX shows a comparison of our analytical methods
with DFT results for the relevant parameters in our cor-
rections.

While the agreement is fair for lower masses, differ-
ences appear for the highest masses that were investi-
gated. The reason for this is twofold

(F4)

{r)z) ~ (F5)

1. The approximation we have thus far used by con-
sidering only the final decaying neutron is not any
more valid for the higher mass, A > 100, re-
gions. Here the difference between quantum num-
bers for proton and neutron orbitals becomes too
large and Eq. (115a) is an unsustainable estimate.
A more correct approach is then to calculate the ac-
tual overlap integral [ drr2R%R’,,/ [ dr R%R’,,
where o and 8 are the neutron and proton har-
monic oscillator wave functions.

2. Our harmonic oscillator functions are charge-
insensitive, while the DFT results are not. We

%)

Table IX Comparison of DFT and analytical results using
both uniformly charged sphere and harmonic oscillator (HO)
functions as described in the text. We compare the weak
charge radius (r?)y used in our our isovector correction (Eq.
(113); column 3), together with the Zemach moments dis-
cussed by Wang et al. (2016) for several 8~ transitions. Here
BB stands for the approximations listed in Egs. (F4) and
(F5). Units are in fm and fm®. These were used together
with a uniform and harmonic oscillator charge distribution.

<r2>yang <T2>‘I:I]O <T>UniBB <T>HO—BB <T>Wang

@) (2) 2)
Ho/MN 878 777  3.52 3.67 3.66
»Na/*Mg 11.63 11.82  4.01 4.41 4.22
358 /35C1 13.77 12,97  4.43 4.70 4.62
BCa/®Sc 1712 18.09  4.71 5.38 5.07
61Cr/%"Mn  18.88 19.02  5.02 5.58 5.36
61Co/%Ni  18.87 18.97  5.12 5.60 5.41
100N /190Mo  25.80  27.17  5.86 6.62 6.28
04Nb/ Mo 26.14  27.77  6.07 6.73 6.33
121 /1218hL  28.11  33.81  6.26 7.31 6.56

expect then an additional effect arising from the
breakdown of isospin invariance, introducing the
so-called nuclear mismatch §¢ (Towner and Hardy,
2010). This has a strong Z dependent behavior as
is to be expected, and is a worthy subject in its
own right. This is, however, beyond the scope of
the work here.

Application of number 1 yields results accurate to
within 10% of the DFT results. The remaining discrep-
ancy we attribute to inherent limitations of the harmonic
oscillator treatment, and to a lesser extent the nuclear
mismatch problem of number 2. The latter can be as-
sumed to drop out to first order when taking ratios of
matrix elements suffering from the same issue. This pre-
cision is, however, sufficient for our current purposes, and
we conclude the harmonic oscillator wave functions yield
appropriate results. An extension of the latter to de-
formed nuclei is straightforward, as discussed in several
places throughout this text. Results obtained in a de-
formed Woods-Saxon potential using harmonic oscilla-
tor basis functions show excellent agreement with exper-
imental weak magnetism data, extensively discussed by
Severijns et al. (TBP). This allows us to put our trust
into the approach presented here.

Appendix G: Tabulation of fit parameters for exchange
correction



Table X: Fit coefficients as defined in Eq. (157) for Z = 2 to Z = 120.

Z a b c d e f g h i

2 -1.086e-07 1.068e-10 1.871e-05 1.722e+01 1.113e-05 1.488e+01 9.520e-01 -8.818e-01 2.393e+00
3 2.997e-05 1.687e-08 -1.976e-03 1.024e+01 1.058e-04 -7.653e-01 8.487e-01 -1.244e+00 3.414e+00
4 4.988e-05 2.844e-08 -1.998e-03 6.092e+00 6.669e-05 -1.009e400 8.709e-01 -1.423e+00 -2.134e+00
5  7.620e-05 3.072e-08 -2.104e-03 4.125e+00 6.329e-05 -1.289e+00 7.189e-01  -2.240e4-00 -9.738e-01
6 1.062e-04 2.468e-08 -2.182e-03 3.037e+00 5.568e-05 -1.740e+00 7.762e-01 -1.903e+00 -6.206e-01
7 1.401e-04 8.890e-09 -2.264e-03 2.388e+00 2.340e-03 1.294e+01 1.000e+00 -3.328e-01 9.933e+00
8  1.742e-04 -1.178e-08 -2.299e-03 1.951e+00 2.662e-03 1.042e+01 1.000e+00 -3.270e-01 1.013e+01
9 2.128e-04 -4.182e-08 -2.432e-03 1.723e400 5.917e-04 1.173e+00 9.959e-01 -5.510e-01 1.876e+00
10 2.439e-04 -1.109e-07 -2.335e-03 1.469e+00 4.140e-04 6.387e-01  9.951e-01 -5.716e-01 1.975e+00
11 2.596e-04 -1.301e-07 -2.453e-03 3.983e+00 7.148e-04 2.133e+00 9.346e-01 -8.554e-01 2.942e-01
12 2.734e-04 -1.450e-07 -1.154e-03 5.130e-01 1.940e-03 7.942e+00 9.964e-01 -4.244e-01 9.947e+00
13 2.891e-04 -1.660e-07 -8.890e-04 2.754e-01 -1.986e-03 7.023e4+00 9.990e-01 -4.004e-01 8.219e-01
14 1.751e-04 -7.528e-08 3.810e-02 9.843e+01 -5.707e-04 -1.716e-01 9.995e-01 -4.109e-01 1.076e+01
15 1.929e-04 -9.963e-08 3.712e-02 8.751e+01 -2.431e-04 -8.754e-01 8.911e-01 -1.241e+00 -2.264e+00
16 2.041e-04 -1.164e-07 3.362e-02 7.463e+01 2.384e-04 -8.782e-01 8.939e-01 -1.228e+400 1.302e+00
17 2.136e-04 -1.276e-07 3.155e-02 6.444e+01 2.344e-04 -9.904e-01 9.057e-01 -1.181e+400 1.636e+00
18 2.226e-04 -7.221e-08 4.052e-02 9.146e+01 4.061e-04 -2.184e-01 9.990e-01 -4.153e-01 7.299e+-00
19 1.916e-04 -2.147e-07 4.966e-02 5.015e+01 2.803e-03 1.722e+01 9.980e-01 -4.577e-01 8.447e+00
20 1.935e-04 -1.588e-07 3.318e-02 4.335e+01 -2.428e-04 -1.565e+00 9.078e-01 -1.183e+00 5.468¢e+00
21 2.985e-04 -1.152e-07 3.727e-02 6.718e+01 1.018e-03 4.676e+00 9.735e-01 -7.184e-01 4.303e+00
22 2.494e-04 -1.617e-07 3.268e-02 3.945e+01 -1.136e-04 -2.425e+00 8.876e-01 -1.448e4-00 -5.778e-01
23 2.098e-04 -1.460e-07 3.280e-02 3.189e+01 -1.133e-04 -2.865e+00 7.308e-01 -2.082e+4-00 -2.984e-01
24 2.850e-04 -1.841e-07 3.129e-02 3.803e+01 -4.920e-04 1.980e+00 7.955e-01 -1.637e+400 4.723e-01
25 2.617e-04 -1.806e-07 3.229e-02 3.192e+01 -4.422e-04 1.403e+00 7.347e-01 -1.975e+00 6.128e-01
26 2.662e-04 -1.898e-07 3.202e-02 2.975e+01 -4.369e-04 1.363e+00 7.008e-01 -2.157e+00 8.981e-01
27 2.659e-04 -1.926e-07 3.203e-02 2.768e+01 -4.216e-04 1.245e+00 6.850e-01 -2.253e+00 1.070e+00
28 2.300e-04 -1.786e-07 3.185e-02 2.344e+01 -2.733e-04 2.695e-01  6.736e-01 -2.394e+4-00 7.120e-01
29  2.932e-04 -2.190e-07 3.161e-02 2.634e+01 -4.634e-04 1.464e+00 6.850e-01 -2.215e4-00 1.496e+00
30 1.543e-04 -1.500e-07 3.586e-02 1.945e+01 -5.500e-04 -2.227e-01 9.987e-01  -5.090e-01 -4.903e-01
31 2.639e-04 -2.105e-07 2.886e-02 2.065e+401 -3.007e-04 7.157e-01 6.780e-01 -2.297e+00 1.620e+00
32 2.855e-04 -2.329e-07 3.486e-02 2.301e+01 -2.991e-03 8.912e+00 9.955e-01 -4.896e-01 5.965e+00
33 -4.790e-05 -1.026e-07 5.153e-02 1.704e+01 1.144e-02 3.496e+01 9.991e-01 -3.853e-01 1.155e+01
34 7.407e-05 -1.032e-07 3.488e-02 1.547e+01 1.788e-03 2.474e+00 9.847e-01 -5.869e-01 3.104e+00
35 7.408e-05 -9.532e-08 3.537e-02 1.536e+01 1.793e-03 2.177e+00 9.782e-01 -6.341e-01 2.949e+00
36 1.990e-04 -1.086e-07 2.094e-02 1.274e+401 9.880e-04 2.218e+00 9.673e-01 -7.077e-01 2.972e+00
37 4.465e-04 -3.168e-07 2.259e-02 2.414e+01 -3.280e-03 9.347e+00 9.962e-01 -4.799e-01 5.931e+00
38 1.775e-04 -1.787e-07 3.279¢-02 1.390e+01 3.394e-03 4.506e+00 9.814e-01 -6.096e-01 2.950e+00
39 1.566e-04 -1.638e-07 3.200e-02 1.355e+01 3.428e-03 4.234e+00 9.823e-01 -6.032e-01 3.034e+00
40 2.130e-04 -1.489e-07 3.627e-02 1.487e+01 -3.540e-03 4.125e4+00 9.800e-01 -6.241e-01 -3.205e-01
41 1.328e-04 -1.679e-07 3.384e-02 1.313e+01 8.717e-03 2.632e+01 9.990e-01 -3.848e-01 3.696e+01
42 1.691e-04 -1.566e-07 2.560e-02 1.114e+01 2.885e-03 3.548e+00 9.741e-01 -6.512e-01 3.159e+-00
43 1.090e-04 -1.306e-07 3.082e-02 1.154e+01 3.426e-03 3.301e4+00 9.772e-01 -6.339e-01 3.200e+00
44 1.312e-04 -1.380e-07 2.775e-02 1.060e+01 3.116e-03 3.132e+00 9.732e-01 -6.554e-01 3.253e+00
45 1.200e-04 -1.333e-07 2.818e-02 1.027e+01 3.148e-03 2.954e+00 9.720e-01 -6.624e-01 3.291e+00
46 1.367e-04 -1.365e-07 2.720e-02 9.318e+00 2.644e-03 2.635e+00 9.632e-01 -7.076e-01 3.329e+00
47 1.606e-04 -1.613e-07 2.531e-02 9.299e+00 2.794e-03 2.633e+00 9.656e-01 -6.955e-01 3.362e+00
48 1.065e-04 -1.359e-07 2.966e-02 9.752e+00 3.311e-03 2.561e+00 9.730e-01 -6.541e-01 3.421e+00
49 1.474e-04 -1.503e-07 2.565e-02 9.084e+00 2.762e-03 2.288e+00 9.661e-01 -6.909e-01 3.442e+-00
50 1.701e-04 -1.763e-07 2.568e-02 9.253e+00 2.607e-03 2.119e+00 9.680e-01 -6.803e-01 3.464e+00
51 2.022e-04 -2.052e-07 2.561e-02 9.642e+00 2.440e-03 1.981e+00 9.730e-01 -6.499e-01 3.501e+00
52 2.768e-04 -2.693e-07 2.824e-02 1.183e+01 2.437e-03 2.027e+00 9.994e-01 -4.774e-01 3.720e+00
53 -3.450e-04 9.634e-08 5.688e-02 1.013e+01 4.885e-03 1.901e+00 9.779e-01 -6.305e-01 3.521e+00
54 9.169e-05 -2.279e-08 1.653e-02 4.935e+00 -1.601e-03 1.182e+00 8.650e-01 -1.113e400 9.171e-01
55 2.354e-04 -1.770e-07 2.134e-02 8.269e+00 -6.621e-04 -2.613e-01 8.194e-01 -1.357e+00 2.195e-01
56 7.078e-05 -1.059e-07 3.504e-02 9.273e+00 4.701e-03 1.981e+01 9.996e-01 -3.563e-01 6.236e+00
57 1.089e-04 -1.237e-07 3.055e-02 8.570e+400 -3.235e-02 1.019e+02 1.001e4+00 -1.102e-01 1.389e+01
58 1.046e-04 -1.220e-07 3.049e-02 8.359e+00 8.993e-03 9.662e+01 1.001e4+00 -2.621e-01 8.552e+00
59 2.514e-04 -1.869e-07 2.607e-02 8.187e+00 -1.006e-02 1.628¢+02 1.001e+00 -2.876e-01 4.610e+00
60 7.021e-05 -2.183e-07 3.195e-02 7.964e+400 -1.556e-02 1.277e+02 1.001e4+00 -2.490e-01 4.305e+01
61 1.422e-04 -1.595e-07 2.965e-02 7.861e+00 1.142¢-02 1.048e+02 1.001e+00 -2.300e-01 9.077e+00
62 1.357e-04 -1.504e-07 2.981e-02 7.695e+00 1.141e-02 1.105e402 1.001e+00 -2.636e-01 2.127e4-00
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63 9.268e-05 -1.322e-07 3.169e-02 7.590e+00 4.465e-03 1.945e4+01 1.000e+00 -3.413e-01 1.178e-01
64 1.582e-04 -1.679e-07 2.751e-02 7.133e+4-00 1.192e-02 1.204e+4-02 1.001e400 -2.522e-01 2.296e+00
65 1.382e-04 -1.602e-07 2.932e-02 7.150e4-00 1.424e-02 1.221e+02 1.001e4-00 -2.567e-01 2.181e+00
66 1.438e-04 -1.691e-07 2.895e-02 6.952e+00 4.329e-03 2.183e+01 1.000e+00 -3.387e-01 1.043e-01
67 1.406e-04 -1.705e-07 2.902e-02 6.809e+00 4.528e-03 2.138e+01 9.997e-01 -3.521e-01 -7.053e-03
68 1.360e-04 -1.667e-07 2.921e-02 6.686e+00 1.386e-02 1.079e+02 1.001e+00 -2.570e-01 2.216e+00
69 1.365e-04 -1.685e-07 2.896e-02 6.510e+00 1.446e-02 1.152e4+02 1.001e+00 -2.762e-01 1.777e+00
70 9.703e-05 -1.463e-07 3.027e-02 6.390e4-00 5.402e-03 2.021e4+01 9.999e-01 -3.464e-01 6.341e+00
71 7.948e-05 -1.331e-07 2.962e-02 6.112e4+00 1.362e-02 1.009e+02 1.001e+00 -2.597e-01 1.475e401
72 3.533e-05 -9.579e-08 2.999e-02 5.866e+00 4.382e-03 1.675e+01 9.996e-01 -3.557e-01 1.267e+01
73 1.075e-05 -7.545e-08 2.959e-02 5.605e4+00 7.651e-03 7.204e+01 1.000e+00 -2.904e-01 2.065e+01
74 -8.774e-06 -6.116e-08 2.884e-02 5.354e+00 3.267e-03 1.447e+01 9.996e-01 -3.547e-01 1.908e+01
75 -1.441e-04 -8.529e-08 3.097e-02 5.158e4-00 -1.192e-04 -3.617e+00 3.964e-01 -5.578e+00 1.985e-01
76 -4.895e-05 -2.286e-08 2.821e-02 4.969e+00 2.519e-03 1.237e+01 9.983e-01 -3.870e-01 3.783e+01
77 -1.488e-04 5.760e-08 3.026e-02 4.861e+4-00 2.579e-03 1.092e+01 9.956e-01 -4.393e-01 1.248e+01
78 -1.027e-04 2.336e-08 2.722e-02 4.576e4+00 1.626e-03 9.830e+00 9.954e-01 -4.347e-01 1.263e+401
79 -4.278e-05 -2.664e-08 2.494e-02 4.352e+00 -7.813e-07 -9.021e+00 9.478e-01  -1.100e+00 -1.295e+01
80 -2.557e-04 1.265e-07 3.189e-02 4.558e+00 -9.565e-05 -3.286e+00 4.920e-01  -5.381e+00 -5.901e+00
81 -7.098e-05 5.439e-09 2.371e-02 3.945e+00 9.153e-05 -5.026e+00 2.210e-01  -8.591e+00 -5.621e-02
82 -1.143e-04 3.228e-08 2.530e-02 3.939e4-00 -2.001e-04 -4.590e4-00 1.759e-01 -1.052e+4-01 3.104e+00
83 -1.895e-05 -4.816e-08 2.249e-02 3.641e+00 -1.259e-05 -4.992e+00 9.787e-01  -7.329e-01 2.160e+00
84 1.370e-04 -1.503e-07 2.040e-02 3.482e+00 -4.136e-03 3.065e+01 9.998e-01  -3.530e-01 9.100e+00
85 2.154e-04 -2.676e-07 2.117e-02 3.698e+00 -1.036e-02 1.887e+01 1.000e+00 -3.370e-01 3.309e+00
86 -7.300e-04 5.375e-07 4.329e-02 3.907e+00 3.152e-03 1.051e4+00 2.893e-01 -6.118e+00 -5.791e-01
87 4.102e-05 -5.003e-08 1.967e-02 2.900e+4-00 2.401e-03 1.743e+01 9.683e-01 -7.324e-01 4.706e+00
88 -1.022e-04 1.486e-08 2.474e-02 3.148e+00 -2.388e-03 3.931e+00 3.439e-01 -4.958e+00 1.464e+01
89 -1.146e-04 2.322e-08 2.495e-02 3.070e4-00 -2.624e-03 3.817e+00 3.720e-01 -4.506e+4-00 2.018e+00
90 -2.164e-04 1.138e-07 2.610e-02 2.975e+00 -2.449e-03 3.434e4+00 4.243e-01 -3.825e+00 1.952e+00
91 -1.648e-04 6.655e-08 2.496e-02 2.873e+00 -7.087e-05 -4.039e+00 5.707e-01  -5.835e+00 -6.273e+00
92 9.309e-04 -7.636e-07 3.979e-02 5.967e+00 -1.319e-03 -8.810e-01 8.498e-01 -1.813e+00 -5.036e-01
93 4.583e-04 -3.712e-07 3.995e-02 4.310e+00 -5.650e-03 2.561e+00 3.357e-01 -4.846e+00 2.008e+00
94 4.697e-04 -3.735e-07 4.037e-02 4.265e4-00 5.618e-03 2.467e+00 3.493e-01 -4.619e4-00 -1.166e+00
95 4.820e-04 -3.848e-07 4.061e-02 4.202e+00 1.130e-02 1.015e+01 6.044e-02 -2.582e+401 2.097e+01
96 4.830e-04 -3.837e-07 4.109e-02 4.146e+00 -5.051e-03 2.738e+01 -1.258e+00 -5.775e+00 2.062e+01
97 4.955e-04 -3.870e-07 4.162e-02 4.113e+00 5.018e-03 2.721e+01 -9.652e-01 -1.074e401 1.096e+01
98 5.060e-04 -3.953e-07 4.219e-02 4.076e+00 3.836e-03 -6.679¢-01 -9.847e-01 -1.190e+01 6.179e+4-00
99 5.228e-04 -4.119e-07 4.253e-02 4.026e4-00 -1.513e-02 3.377e+02 -1.274e+00 -6.563e+4-00 1.742e+01
100 5.227e-04 -4.085e-07 4.244e-02 3.952e+00 -2.118e-02 3.399e+02 -4.189e-01 -6.116e+00 2.269e+01
101 5.413e-04 -4.158e-07 4.369e-02 3.947e+00 -3.653e-01 8.987e+02 4.293e-01 -7.326e+00 -9.633e+00
102 5.535e-04 -4.210e-07 4.421e-02 3.903e+00 -1.233e-02 9.025e+00 5.011e-02 -3.066e+01 -7.396e-01
103 5.600e-04 -4.312e-07 4.463e-02 3.848e+00 -1.260e-02 8.837e+00 4.790e-02 -3.209e+01 -6.863e-01
104 5.743e-04 -4.496e-07 4.518e-02 3.802e+00 -5.438e-03 1.558e+00 8.858e-01 -9.817e-01 -5.088e+00
105 8.192e-04 -6.238e-07 5.879e-02 4.530e+00 -2.097e-02 3.426e+02 -1.437e+00 -8.942e+00 1.732e+01
106 5.902e-04 -4.611e-07 4.672e-02 3.726e+00 -5.411e-03 1.378e400 8.965e-01 -9.379e-01 -5.028e+00
107 5.990e-04 -4.668e-07 4.748e-02 3.688e+00 -5.429e-03 1.301e+00 9.034e-01 -9.097e-01 -4.998e+4-00
108 6.118e-04 -4.778e-07 4.805e-02 3.637e+00 -5.413e-03 1.228e+00 9.089e-01 -8.882e-01 -4.967e+400
109 6.237e-04 -4.886e-07 4.867e-02 3.586e+00 -5.400e-03 1.159e+00 9.137e-01 -8.689e-01 -4.937e400
110 6.349e-04 -5.008e-07 4.943e-02 3.545e+00 -1.493e-02 8.146e+00 4.101e-02 -3.754e+01 -5.238e-01
111 6.395e-04 -5.053e-07 5.041e-02 3.512e+00 -4.902e-03 6.968e-01  3.738e-01  -4.036e+4-00 -3.969e+00
112 6.489e-04 -5.126e-07 5.124e-02 3.469e+00 -4.952e-03 5.688e-01  3.487e-01 -4.388e+4-00 -3.870e+-00
113 6.642e-04 -5.299e-07 5.186e-02 3.406e+00 -4.987e-03 4.280e-01  3.242e-01  -4.787e+4-00 -3.770e+00
114 6.738e-04 -5.425e-07 5.238e-02 3.342e+00 -5.066e-03 3.090e-01  3.048e-01 -5.153e4-00 -3.691e+00
115 6.908e-04 -5.646e-07 5.294e-02 3.277e+00 -1.720e-02 8.007e+00 4.223e-02 -3.631e+01 -5.273e-01
116 7.101e-04 -5.853e-07 5.382e-02 3.224e+00 -1.767e-02 8.011e4+00 4.346e-02 -3.520e+4-01 -5.449e-01
117 7.153e-04 -5.885e-07 5.462e-02 3.171e+00 -1.828e-02 8.019e+00 4.447e-02 -3.434e+01 -5.593e-01
118 7.287e-04 -6.006e-07 5.540e-02 3.116e+00 -1.895e-02 7.953e+00 4.466e-02 -3.419e+01 -5.555¢-01
119 7.381e-04 -6.159e-07 5.640e-02 3.069e+00 -2.044e-02 8.176e+00 4.809e-02 -3.179e+01 4.337e+01
120 7.513e-04 -6.362e-07 5.728e-02 3.013e+00 -2.097e-02 8.159e+00 5.008¢-02 -3.044e+01 -6.434e-01
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