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ASYMPTOTIC NONLINEAR AND DISPERSIVE PULSATILE
FLOW IN ELASTIC VESSELS WITH CYLINDRICAL
SYMMETRY

DIMITRIOS MITSOTAKIS*, DENYS DUTYKH, AND QIAN LI

ABSTRACT. The asymptotic derivation of a new family of one-dimensional, weakly non-
linear and weakly dispersive equations that model the flow of an ideal fluid in an elastic
vessel is presented. Dissipative effects due to the viscous nature of the fluid are also taken
into account. The new models validate by asymptotic reasoning other non-dispersive sys-
tems of equations that are commonly used, and improve other nonlinear and dispersive
mathematical models derived to describe the blood flow in elastic vessels. The new sys-
tems are studied analytically in terms of their basic characteristic properties such as the
linear dispersion characteristics, symmetries, conservation laws and solitary waves. Unidi-
rectional model equations are also derived and analysed in the case of vessels of constant
radius. The capacity of the models to be used in practical problems is being demonstrated
by employing a particular system with favourable properties to study the blood flow in
a large artery. Two different cases are considered: A vessel with constant radius and a
tapered vessel. Significant changes in the flow can be observed in the case of the tapered
vessel.
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Figure 1. Sketch of the physical domain for a single vessel segment with elastic
and impenetrable wall.

1. Introduction

The study of the axisymmetric flow of an inviscid fluid in elastic vessels is important
on several accounts but especially because of its applications to the blood flow in arteries.
The mathematical modelling of arterial systems is based on the equations of continuum
mechanics for the flow of an incompressible fluid in vessels known as the NAVIER-STOKES
equations, [32]. The incompressible NAVIER-STOKES formulation of the blood flow has
the advantage of taking into account the dissipative effects of the flow due to viscosity.
On the other hand, the flow exhibits a rather complex structure due to the mechanical
interaction between the fluid and the vessel walls. Another very important factor that
influences the blood flow is the viscoelastic nature of vessel walls. For example, large
arteries deform under blood pressure and they are capable of storing elastic energy during
the systolic phase and release it during the diastolic phase. Modelling the elastic properties
of the vessels appears to have significant difficulties of mathematical and numerical nature,
[16, 32, 43, 50, 54, 5§].

Several attempts to simplify the study of the blood flow have been made, especially
in the case of large vessels with elastic wall that are capable to deform under pressure.
In many recent studies the viscosity of the flow has been neglected since otherwise the
mathematical modelling becomes very complicated. To this end, the focus is mainly on
the inviscid, incompressible and radially symmetric fluid flow equations known to as the
Euler equations. These equations written in cylindrical coordinates take the form:

1
Uy + Uy + VU, + =Py = 0, (1.1)
p
1
vy + uvy + v, + —p, = 0, (1.2)
p
1
Uy + v, + —v =0, (1.3)
r
where u = wu(x, 7 t), v = wv(x,r t) are the horizontal and radial velocity of fluid

respectively, p = p(z, r, t) is the pressure of the fluid, while p is the constant density of
the fluid.
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A sketch of the physical domain of this problem is presented in Fig. 1, where the distance
of vessel’s wall from the centre of the vessel in a cross section is denoted by rv (z, t)
and depends on z and t while the radius of the vessel at rest is the function ro(x). In
general the deformation of the wall will be a function of z and ¢. If we denote the radial
displacement of the wall will by n(xz, t) then the vessel wall radius can be written as
rv(xz, t) = ro(x) + n(z,t).

The governing equations (1.1) — (1.3) combined with initial and boundary conditions
form a closed system. A compatibility condition is also applied at the centre of the vessel
(due to cylindrical symmetry). Specifically, we assume that

v(x,rt) =0, forr = 0. (1.4)
On the vessel wall the impermeability condition can be written in the form:
v(z,rt) = n,(z,t) + (ro(z) + n(z,t))u(z,rt), forr = r*(x,t), (1.5)

and expresses that the fluid velocity equals the wall speed v = r}’. The second boundary
condition is actually NEWTON’s second law on the vessel wall written in the form:

E,h
“h t) = pv¥ t) - —— t 1.6
p ntt(xu ) p (.T, ) Tg(l‘) Y](.’L', )7 ( )
where p¥ is the wall density, p* is the transmural pressure, h is the thickness of the
vessel wall, £, = 3 FJQ where E is the YOUNG modulus of elasticity with ¢ denoting

the POISSON ratio of the elastic wall. In this study we assume that F is a constant and
in general we will replace in the notation F, by E. It is noted that because the flow is
pressure-driven the effect of gravity is neglected. For more information about the derivation
of the EULER equations and the boundary conditions we refer to [16, 64]. It is noted that
assuming a laminar flow and small viscosity the NAVIER-STOKES equations can be reduced
to a modified system which is very similar to the EULER equations, [54], and therefore an
analysis on the EULER equations can easily be generalised to the specific simplified viscous
case.

Due to the complexity of the EULER equations several one-dimensional models have been
introduced, [1, 33, 45, 52, 55, 56, 59, 63]. The models include unidirectional, c.f. e.g. [14, 19,
26, 41, 62|, and bidirectional models, c.f. e.g. 9, 15, 42]. Although these models usually
are neither asymptotic models nor dispersive, systematic comparisons between one and
three dimensional idealised arterial blood flow models showed a very good agreement, c.f.
e.g. |61]. Moreover, one-dimensional models can also be used to compute inflow boundary
conditions to three-dimensional models. However, one-dimensional models cannot handle
curved vessels unless the central axis is a graph of a function. For this reason three-
dimensional models cannot be totally replaced by the simple one-dimensional models, c.f.
e.g. |8, 28,48, 57, 61|. Tt is noted that the literature is not limited in the above references
but is very extensive and we apologise if we do not include the complete literature in the
field.

In this paper we derive some new asymptotic one-dimensional model equations of BoussI-
NESQ type (weakly non-linear and weakly dispersive) that approximate the system (1.1) —
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(1.3) with boundary conditions (1.4) — (1.6). The new systems describe inviscid and irrota-
tional fluid flow in elastic vessels of variable diameter and can be used as an alternative to
the EULER equations (1.1) — (1.3). We also derive dissipative BOUSSINESQ equations from
the NAVIER-STOKES equations using standard arguments on the velocity profile, [54], and
extending the asymptotic reasoning of the inviscid case to the viscous case. The new mod-
els are generic and can be used to study the blood flow in large arteries while discarding
the dispersive terms then classical non-dispersive models can be recovered. For this rea-
son we validate the new mathematical models by studying the blood flow in ideal arterial
segments of the human body using a numerical method based on simple finite-difference
methods. The new model equations are of significant importance since they validate using
asymptotic reasoning standard 1D models commonly used to simulate blood flow in ar-
teries, they extend these models to more accurate weakly nonlinear and weakly dispersive
models, they can be integrated numerically efficiently, and also used to simulate fluid flows
in elastic tubes.

The paper is organised as follows: In Section 2 we review some recent 1D model equations
describing nonlinear and dispersive fluid flow in elastic vessels. In Sections 3 and 4 we
derive the new asymptotic models ignoring the viscosity of the flow. In Section 5 we
extend the new model equations by incorporating dissipative effects due to viscosity. In
Sections 6 and 7 we limit the analysis to vessels with constant initial radius. In Section 6
we derive unidirectional models and discuss some important characteristic properties of the
new models such as symmetries and conservation laws. In Section 7 we study the linear
dispersion relation of the derived systems and we discuss the existence and computation
of traveling wave solutions. We also present model equations with improved dispersion
characteristics. In Section 8 we employ a particular system which is characterised by its
simplicity and its accuracy and we validate the new models by numerical means in studies
of blood flow. We close this paper with some conclusions.

2. Review of 1D models for pulsatile flow in elastic
vessels

Recent studies of fluid flows in vessels focus on the derivation of simplified models that
take into account the elasticity of the vessels of constant radius 7o > 0 (or constant
cross-sectional area A). These models usually ignore the viscous nature of the fluid, and
are based on the assumption that the flow is symmetric around the axis of the vessel.
All these models are systems of partial differential equations in one space dimension, c.f.
[15, 30, 53|, and are based on the mass and momentum conservation of fluid flow in an
elastic vessel, [63]:

1 1
Ne + Mt + 5MUs + 5T0Us = 0, (2.1)
1

Uy + Uy, + —pg = 0, (2.2)
P
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where n = n(z, t) denotes the radial displacement of the vessel wall from its rest position,
u = u(x,t)and p = p(x,t) is the cross-section averaged velocity and pressure of a fluid
of constant density p at point x at time t. The choice of the pressure p appeared to be
crucial in the mathematical classification of the system (2.1) — (2.2). For example, using
the simple Laplace law to a pressure-area relation leads to the formula

Eh

p = T—gna (2.3)

where E is the YOUNG modulus, A the thickness of the vessel and ro the constant radius
of the relaxed vessel leads to a hyperbolic system of conservation laws, [53]:

1 1
Mg © MW+ 5N + 5 T0Uz = 0, (2.4)
Eh
Up + uUy + —5 1, = 0. (2.5)
PTy
On the other hand, using (1.6) to the pressure/displacement relationship, [15]:
w Eh
pUhn, =p - —5m, (2.6)
7o
and substituting p into (2.2) one obtains the nonlinear and dispersive system, [15]:
1 1
Ne ¥ Mt + 5MNUe + 5 ToUs = 0, (2.7)
Eh wh
Uy + Uy + — 1N, + p—nx“ = 0. (2.8)
"o P

The last BOUSSINESQ-type system is unfortunately not very useful for practical problems
due to its poor stability properties, [11]. For this reason further investigation can lead
to other regularised BOUSSINESQ systems. For example, consider the non-dimensional

variables:
* n * x * u * t
= d ax o 2 oyt — = 2 2.9
" a’ A co’ T’ (2.9)
where a is a typical excitation of a pulse, A a typical wavelenght of a pulse, T" = 2a\/rgcq
the characteristic time scale, while

2Eh
co = — , (2.10)
To PTo
is a modified MOENS—KORTEWEG characteristic speed, [34, 40]. Then, non-dimensionalisation
and scaling of (2.7) — (2.8) using (2.9) — (2.10) leads to the non-dimensional system:

Ny + 2en.u” + enfute + utye = 0, (2.11)

ufe + i+ 2eutul. + 6%ant.,.,. = 0, (2.12)

where here ¢ = afrg, 02 = 1r2/A%?, 2,02 <« land o = p“h/2pry. From (2.11) —
(2.12) we observe that nf. = —u*. + O(e, 62) and thus n?* = —Ul. e + O(g,02).

R A A
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After substituting the last relationship into (2.12) and omitting the high-order terms of
0 (62, §*) we obtain the regularised system of BOUSSINESQ equations

Ny + 2eni.u” + enful. + up. = 0, (2.13)
**m*t* = O’ (2:14)

* * * % 2
ufe + i+ 2eutul. - 0Tau;

which can be written in dimensional variables in the form:

1
Ny + Neu + 5+ ro)us =0, (2.15)
Up + UU, + Eh - ﬂu
t T pT8 nx 2pE rxt
One can also derive one-way propagation model equations of KdV and BBM type by
assuming that

= 0. (2.16)

u' =n"+eF + 0°G, (2.17)
where F' = F(z,t), G = G(x,t) are unknown functions. Substitution of the last

equation into the system (2.13) — (2.14) and equating coefficients of same order, [60], leads
to the KdV-type equation:

5
Mee * S ENTNGe + Mo ¥ 52%77;2*1*1* =0,
and the BBM-type equation
* 5 * * * a *
N F 587} Ngx + Ngx ~ 525”96*9&*15* = 0,

or in dimensional variables

. . pYhry .
+ + — + =0
nt Cnm 2,',.0 Cm% 4p TTT )
and . h
. - pYhro
" " — =0 2.18
nt Cnx 2T0 Cnnx 4p Txt ’ ( )
. Eh | L
where ¢ = is the MOENS—KORTEWEG characteristic speed, |34, 40].
PTo

Although equations (2.1) — (2.2) (and the derived systems (2.4) — (2.5) and (2.7) — (2.8)
appeared to be useful and quite accurate in the approximation of the blood flow in large
arteries, [15, 30, 50, 53|, their derivation is based on the assumption:

fﬂQdcr = Au?,
s

where in this notation S is a cross-section of the vessel and A its area, © = u(x, r, t) is
the horizontal velocity of the fluid measured at distance r from the centre of the vessel.
Moreover, the equations for the cross-sectional averaged pressure (2.3) and (2.6) are not
asymptotic and therefore the derivations following (2.1) — (2.2) is not clear that are valid
by asymptotically means.

An asymptotic unidirectional model equation was derived in [14]. This equation is a vari-
able coefficient KdV-type equation and describes the unidirectional propagation of pulse
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waves in an elastic vessel of variable radius. Other model equations for the flow in cylindri-
cal tubes of constant cross section in equilibrium has been derived in [51]. These equations
are asymptotic approximations of EULER’s equations but again written in their simplest
form are difficult to use in practice since each equation contains temporal derivatives of
both the excitation of tube’s wall and velocity of the fluid. Although asymptotic unidi-
rectional models exist in the literature, bidirectional models are of significant importance
since they have the capacity to model wave reflections from the walls and boundaries of
the fluid domain. Next section focuses on the asymptotic derivation of weakly nonlinear
and weakly dispersive model equations that describe the two-way propagation of waves in
elastic vessels of variable radius that are easy to use in practice.

Remark 1. Although the viscous nature of the fluid has been neglected in all these models,
it can be recovered by adding an extra dissipative term. This has been considered in several
works c.f. e.g. [30, 50, 53] and also in Section 5 bellow.

3. New model equations

In order to derive an asymptotic model we first write the EULER equations in a non-
dimensional and scaled form using the following change of variables:

N
Ty T\ - R ST
1 1 1
u* = —u, v = —u * = 3.1

where a is a typical excitation of the vessel wall, \ a typical wavelenght of a pulse, R is
a vessel’s typical radius, T = \/¢ the characteristic time scale, while ¢ = \/JEh/2pR
is the MOENS-KORTEWEG characteristic speed. It is noted that the external pressure is
considered zero and is neglected. The parameters € and ¢ characterise the nonlinearity and
the dispersion of the system:

a R
£ = —, 0= —.
R A
Usually, € and § are very small. Specifically, we assume that ¢ < 1, §2 « 1, while the
STOKES-URSELL number is of order 1: ¢/62 = O(1).
Omitting the * from the notation below, the non-dimensional form of the EULER equa-

tions takes the form:

Uy + EUU, + EVU, + P = 0,

62 (vy + euvy, + €vv,) + pr = 0, for0 < r < r¥

=To + €&
ru, + (rv), =0,

2 —
5Um_u7'7
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while the boundary and compatibility conditions are written as:
v(z, r*,t) = n,(z,t) + ryu(e,r" t),

pY(x,t) = p(x,r* t) = a52ntt(a:, t) + B(z)n(z, 1),

v(z,0,t) =0,
where denoting
_ pYh - Eh
a = and [ (z) = , 3.9
, @ = @ 39
then
_ oR2,
a = % and ([ (x) = ghpﬁ(x). (3.10)

Equation (3.5) represents the irrotationality of the flow and it is equivalent with the as-
sumption that the flow is potential, [35].

In the long wave approximation the horizontal velocity is a small perturbation of the
velocity of the fluid at the vessel wall. This can be seen by integrating (3.5) from r to r¥
and solving for u:

w

u(z,r,t) = u(z, r,t) — 62 fr v, (z, s, 1) ds. (3.11)

The last equation gives a low-order asymptotic relation for the horizontal velocity u (x, r, t) =
u(x,rv,t) + O(52) and shows that the velocity is almost uniform along the radius r.
Moreover, differentiation of the last equation yields

u, (z,7,t) = O(5%). (3.12)

In the sequel we will denote u® (x,t) = w(z, r¥, t). Using this notation we observe that
ugp (x,m,t) = ugp(z, 7Y, t) + r%u, (z, r, t) + 0(62) and uy (2, r, t) = ue(x, 7V, t) +
ru, (x, rv,t) + 0(0%). But since u,, = O(6?) then we have that

e (2,7, t) = u¥(z, t) + O(52), (3.13)
u (z,t) + O(5?). (3.14)

Uy (.’,U, T, t)

Since the radial accelerations are negligible we can simplify the momentum conservation
Equation (3.2) into

wy(z,r,t) + cu(w, r,ug(z,rt) + po(z,r,t) = O(e6?), (3.15)

We continue with the derivation of analogous asymptotic approximations for the radial
velocity v. We consider the function

1 r
Q(x,r t) = - f su(x, s, t)ds.
r Jo

Using (3.11) we obtain the relation

Q7 1) = %forsuw(x,t)ds FO(?) = Sut () + 0(7).
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Integrating the mass conservation equation (3.4) we have

fr(sv)sds = —frsuxds,
0 0

from which, after integration by parts we obtain:

v(z,r t) = —% for Suyzds = —Q,(x, 1, 1),
or using asymptotic reasoning
v(z, 7 t) = —guj;j’(:c, £) + 0(62). (3.16)
The boundary condition (3.6) using (3.16) is reduced to the equation

Sl (e t) = () ¢ rEu (e t) + 057,

which gives an equation for 7
1
n, (z,t) + §rwu$ (z,t) + r?u®(z,t) = O(6?). (3.17)

It is noted that this equation is a low order approximation of the mass conservation equation
(similar to that of [15], see also Eq. (2.13)).

In order to eliminate the pressure from (3.15) we need to derive high-order approxima-
tions of the non-hydrostatic pressure as follows. Equation (3.16) implies:

vie rt) = = Sub (e t) + 0(5%), (3.18)
while momentum equation (3.3) implies that
5%2v, + pp = O(e6?). (3.19)
Substituting (3.18) into (3.19) we have the expression for the pressure:
prle rt) = 82 S uly(a,1) + 0(e52, 5%,
which after integration leads to the formula:
w 2, w (rv)? - r? 2 54
p(x,rt) = p“(x,t) - 0°uy, (x, t)T + 0(e0%,6%). (3.20)

Differentiation gives

w2 _ 2 W g W
b t) = p2 () - 0% e ) T2 5 T e () v 002, 0%).
(3.21)
Finally, we derive high-order asymptotic expansions for the velocities and eventually for
the mass and momentum conservation equations. Starting from the horizontal velocity
u(x, r, t) we combine (3.11) and (3.16) to obtain

w

u(x,rt) = u”(x, t) + 52fr guﬁx(x,t)ds + 00,

T
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which leads to the high-order approximation of the horizontal velocity:
— 2

w2
uw(x,rt) = u¥(z,t) + 5%u?, (x, t)%

and of the time derivative of the horizontal velocity (since r* = ro + en):

+ 00, (3.22)

2 (rv)? - r? 4 2
ug(x,rt) = uf (z, t) + 0°ul,, (x,t) — * O(0%,€6), (3.23)

In order to compute high-order approximation to the radial velocity we integrate (3.4) from
0 to r™ we get

ro(z, r’, t) = —f sug(z, s, t)ds.
0
The last equation with the help of the boundary condition (3.6) leads to

w

T
r(n, + ryu”) = —fo Su, ds,

(from (3.22)) = - forw s [uw + 02 (uw W)Zi_sz)] ds + 0(37),

_1 (,r.w)Zuw _ ﬁ(rw 4uw _ 5_2 (Tw)?)rwuw + 0(54)

rrx
Solving the last relationship for n, we obtain the approximate mass conservation equation:

1 w ,,w w ,,w 52 w\2 ,.w ,,w 52 w\3 ,,w 4
n, + 57“ u¥ + r¥u" + Z(T ) rYul, o+ E(T U = 0(5%). (3.24)

rxrxT

Furthermore, substituting (3.21) into (3.15), and using (3.23), (3.13), (3.14) and the
boundary condition (3.7), yields the approximate momentum conservation equation,

Tww

uf + euu? + [B(z)n], - 02 27“35 u, + ad’n,,, = 0(s6?). (3.25)

We can further use the low order approximation of the mass conservation equation
(3.17) to improve the term 7 _,, in (3.25). Specifically, differentiating (3.17) we obtain
Nyt = —(% rYu? + r® u“’) + 0(02). Substituting the last equation into (3.25) we

xt

obtain the BBM-type equation:
52 W g W 52
S - T (ru) = 0(ed%, 6.
(3.26)
Finally, we recollect the high-order approximations of mass and momentum equations.
Since r* (x, t) = ro(z) + en(x, t) we can further simplify the terms multiplied by §2 or
e in (3.24) and (3.26) and obtain:

ui +[B(@)n]e+euuy - ad® (ryu") e

1 52 52
n, + §(r0 +enul + (ro, + en,)u” + ZTOQTOxugm + 1—6r03u$m = O(e6?% 6,
(3.27)
2 2
uf 4 [A)nle + sutul - ad(ro,ul), - 00 yu _ 200 ey = 0262, %)

2 ot 2
(3.28)
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Discarding the high-order terms system (3.27) — (3.28) can be written in dimensional form
as

2 3
To Toxuw + To w
rxr rxrx
4 16

n, + %(To + nuy + (ro, + n,)u" + =0, (3.29)

Eh pYh roro, pYh
w w,,w wy - wo_ w = 0.
uy + lrgpn]x + urul ; (rosut’) 5 uy, 2 (rouyy),
(3.30)

We mention that the last system differs from the non-asymptotic model derived in [15] and

it has similarities with analogous asymptotic models derived in the context of water waves,
[44].

Remark 2. The viscoelastic nature of a vessel can be taken into account by considering
in the left hand side of the boundary condition (1.6) an additional term proportional to the
displacement velocity v n, with v a positive damping parameter. This is the case of a simple
VoicT/KELVIN model, cf. e.g. [31]. The addition of this term will result in additional
dissipative terms in the momentum equation that we will study in detail in the future.

4. Further developments

In the previous section we approximated the velocity u (x, r, t) by the velocity u (z, r, t)
eliminating in this way the radial component of the velocity from the equations and re-
ducing the dimensionality of the system to one. Using similar arguments to [11, 13| and
approximating the velocity at any radius r we can derive a whole new class of systems.

Using the high-order approximation (3.22) to the horizontal velocity we observe that

w)2 _ 2
u(z,t) = u(x,rt) — 02Uy, (z, 1, 1) (T)TT + 0(0Y).
Taking r = 6r™® with 0 < # < 1 and denoting u (z, 7%, t) by u? (z, t) we have,

1 _ 92 w2
Zx( )(’I“ ) +O(54)
4
Using the previous expression to low-order terms and taking into account u® = u? + O (§2)
for the high-order terms in Equations (3.27) — (3.28) we have:

u? = u? - §%u

1
n, + 5(7*0 +enul + (ro, + en,)u’
L 103 (262 - 1)

2 TO2TOJ1(1 — 202) u? o+ k) u? = 0(552 54) (41)

-0
4 rx 16 rxrxT

0

(1 - a52T0x$)uf + [ﬁn]x + Eueux

3a + 1y W0 g2 [2a + (1 - 6%)ro]re

2 xt 4 uzzt = 0(852754)' (42)

- 527“033
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We can further use the low-order terms:

1
N, = —§T0ug ~ royu? + 0(e, 6?), (4.3)
wl = —[Bnle + O 6%). (4.4
The BBM-type relation (4.3) implies that

0

TrxT

b - 4T0xu21 - QTO:B:v:vue + 0(87 52)7 (45)

ToU = =27, — OT0zzUy

while the BBM-type relation (4.4) implies that
uzmt = _[ﬁn]mmm + O([—j, 52) . (46)

1] 0 = 0 _ 0 0 - 0 _ 0
ertlllg Ugpgy = VUggy (1 V)uazaw: and Upgt = HUgzgr T (]' M)uxxt for K, Vo€ R’

and using (4.5) and (4.6) into the last terms of (4.1) and (4.2) respectively we get the
system:

n, + %(TO + Eﬂ)ug + (TOx + Enm)ug - 52‘A($)u2:m + 52‘3($)u2:m$ (47)

- 0%2C(x)(5rog,ul + 4rg,ul, + 270, u’ + 2n,..) = O (62, 6%),

(1 — ad?rozp)ul + [Bn]e + cu’ul - 62D (x)ul, +

52E (1) [ BN lara - 3T (D)ull, = O(62 6%), (43)
where
2 _ 902 3 2 _
Az) = To 1“096(11l 20 )’ B (1) = To (2016 1)1/’ (4.9)
o oro?(202 - 1)(1 - v) 1o, (B3a + 7o)
(20 + (1 - 0%)ro]rop C[2a+ (0 = 0%)re]re(1 - p)
E(x) = 1 ., F(x) = 1 . (4.11)
In dimensional variables the Equations (4.7) — (4.8) take the form:
n, + %(ro + n)ug + (ro, + nm)ug - A@)ul, + B(x)ul,, -
— C(2)(Brog,ul + dro,ul, + 2rg..u’ + 2n,.,) = 0, (4.12)
(1 - arogz)uf + [B@)n]e + v’ul - D(x)ul, +
E(@)[B(@)N]ews - F(2)ufy = 0, (4.13)
where
2 _ 902 - 3 2 _
A(z) = To TOJC(le 20 )’ B () = o (2016 1)1/’ (4.14)
é(aj‘) _ T02(2¢92 - 1)(1 - I/) @(Jj‘) _ Tom(?)O_é + To) <4 15)
16 ’ 2 ’ ’
- = _ P2 ~ ~ _ p2 _
E(I‘) _ [2& + (1 40 )TO]TOM’ 9_-(1,) _ [2& + (1 04)T0]T0(1 :u) (416)
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Remark 3. The simplest of all these systems can be obtained by choosing 02 = 1/2 and
w = v = 0, which is:
1
n, + 5(7“0 + enul + (ro, + en,)u’ = 0(cd?,6%), (4.17)

[%
T

(1 - ad?ro)ul + [Bn]. + cu’u
52 (Ba + 19)ros

2
This system has many similarities with PEREGRINE’s system of water wave theory, [47].
The rest of the systems (4.7) — (4.8) are relevant to the BOUSSINESQ systems derived in the
context of water waves in [11, 39]. In dimensional and unscaled variables, and discarding

the high-order terms the system can be written as:

da +
( Q STO)TO u?mt

0 2
Uyy — 0

= O(c02,0%). (4.18)

1
N, + 5(7’0 + nul + (ro, + %)“6 =0, (4.19)
(1 - arog)ul + [B@)n]e + u’ul

(34 +2'ro)roI u?, - M 6 =0, (4.20)

where o, &, 3 and B are defined in (3.9) and (3.10).

Remark 4. Further alternatives can be derived by replacing the terms (or some of the
terms) 62u? by =62 B (z)n]. due to the low order approzimation u? = —[f(z)n]. +
O(e, 62). For example, system (4.19) — (4.20) can be written in the alternative form:

n, + %(To + mul + (ro, + n)u’ =0, (4.21)

(1 = argug)ul + [B(x)n]. + ulul +
(30_4 + T’Q)TOI = (45( + To)'f’o
L L D
The last system appears to be more convenient for practical use for reasons explained in the
next section. We will also refer to this system as the classical BOUSSINESQ system due to
1ts structure.

Remark 5. Dropping the high-order terms of O (62), the new asymptotic models are re-
duced to the commonly used hyperbolic one-dimensional model equations, [30, 53], but now
we can see that dissipative effects due to vessel’s variations can be lost.

5. Dissipative Boussinesq systems

The motivation for the derivation of the previously mentioned reduced model equations
is the accurate description of the blood flow in arteries. Although blood in large arteries can
be considered as a NEWTONIAN fluid, in order to simulate the blood flow more accurately
one should take into consideration the viscous nature of the flow (it is known that blood can
become almost two times more viscous than water). The governing equations for viscous
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flow are known to as the NAVIER-STOKES equations. Assuming once again cylindrical
symmetry of the vessel and using the same change of variables as in (3.1) we can write the
NAVIER-STOKES equations in the following non-dimensional and scaled form:

1 11
Uy + EUU, + EVU, + Dy = 53 e l; (ru,), + 52um], (5.1)
1 ]1
62 (vy + cuv, + cvv,) + pp = R—[—(rvr)r - % + 52113333], for0 < r < r%,
el|lr r
(5.2)
ru, + (rv), =0, (5.3)

where if k denotes the kinematic viscosity coefficient then Re is the REYNOLDS number
defined as

A¢

=

Deriving asymptotic approximations to the NAVIER-STOKES equations is in general very
difficult and usually results in very complicated systems that are difficult to use in practice,
[24, 36]. In order to derive dissipative BOUSSINESQ systems from the NAVIER—STOKES
equations without using the boundary layer theory and simplifying the analysis we assume
that the viscosity of the fluid is not significant, i.e. the kinematic viscosity of the fluid is
very small and that 1/Re = O (e§?). This assumption is realistic for blood flow problems
since it is known that Re ~ 103 for the blood in aorta for example. Then following [23, 54]
we discard terms of order O (£?2) and consider the reduced equations:

Re =

1 1 1
Uy + EUU, + EVU, + Py = ﬁ R_ [— (Tur)r]7 (5-4)
elr
62 (ve + euvy + €vv,) + pr = 0, for0 < r < v, (5.5)
ru, + (rv), =0, (5.6)

To further simplify these equations we employ some classical heuristic arguments that have
been proposed in [30, 32, 54, 58] to derive analogous dissipative models for the study of
blood flow problems. First, we assume that the flow is smooth (laminar) and that the
velocity profile is given by the formula

w(x,rt) = u(z,t)p(z,r,t) + O(52),

w2 2

with ¢ (x, r, 1) = 2%——=". Then we observe that the viscous term is reduced to the
simple

1 u"

—(ru = -8 —,

r (rue), ro2

and thus we consider the reduced dissipative system:
1 8 wuv
32 Re r¢?’
w

62 (v + euvy + €vv,) + pp = 0, for0 < r < v,

(5.7)

Ug + EUUL + EVU, + Py =

ru, + (rv), =0,
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where again we consider u = wu (x, r, t). These equations differ from the EULER equations
(3.2) — (3.4) only to the dissipative term of (5.7) and most of the analysis carried in
Sections 3 and 4 can be repeated for the new set of equations without imposing new
boundary conditions or assuming rotational flow. Specifically, the only difference occurs
in Equation (3.25) which is now written in the form:
rery L 9 1 8 u®
Uy, + adn,,, = 5% Re ro?
and therefore we obtain the following dissipative BOUSSINESQ system in lieu of (3.27) —
(3.28)

+ 0(e6?), (5.10)

wp + euul + (Bl - 8 v

1
n, + §(r0 +enuy + (ro, + en)u” +

O o Prosu®, + orodur = 0(c6%, 5% (5.11)
1 To Tog Uy 16 To Ugppye = € s s .
ud + [Bn]e + euu? — ad?(rozul).
02T0T00 ad? w 1 8 uv
-l - = (roud), = S he T 0(e0?,6%). (5.12)

System (5.11) — (5.12) can be written in dimensional form and discarding the high-order
terms as:

2
To"Tog 7“03

1
N+ g (ro + nuy + (ro, + n,)u” + 1 ul. + 1—6u§m =0, (5.13)
Eh pYh
uy + | — + uuy - TogUy) e
t [TgpﬂL P ( )
TOT0z 4 pYh w uv
- Tum - 2—p (Touxt)$ = —8K,ﬁ. (514)
0

Furthermore, since u®” = u? + O(6?), and since we have assumed that 1/Re = O (c6?)
we can extend all the BOUSSINESQ models derived in Sections 3 and 4 to the dissipative
systems by just adding the term -8 ku/r3 on the right-hand side of momentum equations.
Since the classical BOUSSINESQ-type System (4.21) — (4.22) is the simplest system and for
other reasons that we explain later we rewrite it here in its dissipative form

n, + %(7’0 + nul + (ro, + n,)u’ =0, (5.15)

(1 - drOxx)u? + [Bn]ar + ugugz

(Ba + ro)rog
2

This system will be used later in some practical applications to verify the applicability of
the analysis of this paper.

_ A& 0
[B1])aw - “%gromuﬁm T —) (5.16)
o

Remark 6. The dynamic viscosity for the blood is usually around 0.4 x 1072 Kg/(m - sec)
on 37 °C' and so the kinematic viscosity is then £ = 0.4x 107> m2/sec. We will see bellow
that for practical use in blood flow problems the dissipative BOUSSINESQ systems are very



D. Mitsotakis, D. Dutykh & Q. Li 18 / 45

useful and the results are very close to in vivo observations of the blood pressure and flow
for a common carotid artery, [3, 43].

6. Unidirectional models and other conservation laws

In this section we study some properties of significant importance of the systems (4.7) —
(4.8), (4.10) — (4.11) in the case of a vessel with constant radius ro = R. For scaled radius
ro = 1 the Equations (4.7) — (4.8) become:

N %(1 +enug + enu’ + dfaug,, - 6%bn,,, = 0(6%6%), (6.1)
= 0(e62,0%), (6.2)

0 6,06 2 2 7.0
u; + Bn, +euuy + 0°Ben,, . — 0 duy,,

and in dimensional variables for general constant radius ro > 0:

1
n, + 5(7“0 + ul + n u® + riaul,, - ribn__, =0, (6.3)
ul + Bn, + uul + Brien,,, - ridul,, =0, (6.4)
where
(202 - 1)v ! (202 - 1)(1 - v)
aqQ = —8 =
16 ’ 8 ’
C_(2a+1—02)/,c d_(2a+1—92)(1—,u)
B 4 ’ B 4 '
We mention that because the radius is constant R = 7y the parameter o contains the

known constant radius ryg .

It is noted that the well-posedness theory of [11, 12] can be generalised for the new set
of BOUSSINESQ systems in a straightforward way. We only mention here that following
[11] it turns out that a BOUSSINESQ system of the form (6.1) — (6.2) is linearly well-posed
if and only if one of the following conditions holds:

(1)b>0,d>0,a<0,ﬁc<0,
2)b>0,d >0,2a = Bc >0,
3)b=4d<0,2a = fFc > 0.

We can then distinguish the following linearly well-posed systems:

Classical BOUSSINESQ-type: u = v = 0,62 = 1

BONA-SMITH-type: v = 0, € R, 2a+1-02)u < 0,(2a+1-602)(1-p) 20
BBM-BBM-type: v = 0, u = 0,62 € (1/2,2a + 1)

KdV-BBM-type: v = 1, u = 0,02 < min(1/2,2a + 1)

e KAV-KdV-type: v = 1,4 = 1,602 € (1/2,2a + 1)

where because of the linear well-posedness conditions more restrictions apply on a. We
first study one-way propagation models that can be derived from these systems.
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6.1. Unidirectional models with constant radius

Considering the scaling parameters (2.9) — (2.10) then the simplest of the Systems (6.3)
—(6.4) with 02 = 1/2, 4 = 0, (i.e. whena = b = ¢ = 0andd = (4o + 1)/8) can be
written in the following non-dimensional and scaled form:

no + 2eni.u” + enful. + up. = 0, (6.5)
-0, (6.6)

which has the same form with system (2.13) — (2.14) but with coefficient d instead of «.
Using the same arguments as in Section 2, we derive the KdV-type equation:

* * * ok 2 *
utx- + nfL‘* + 2€’LL u$* - 5 dux*wx—t*

5 d
N+ S EN NG+ N5+ 85N, = 0, (6.7)
and the BBM-type equation
* 5 * * * d *
nt* + 56.{] nz* + nz* - 525”1*:):*15* = O’ (68)
which in dimensional variables are written in the form
von o+ ¢ + =rkc =0
nt naﬁ 2,',.0 nna} 2 0 nxxx - ’
and

) 5 ,
nt + CY]J: + 2_,',.Ocnnan - Eronxxt = O’

where ¢ = \/Eh[2pr( is the MOENS—KORTEWEG characteristic speed.
It is well-known, the KdV equation is integrable and, thus, it admits infinite number of
(independent) conservation laws. Here we provide only a few of them:

Ny [5(71 * %&nz * 5%)] =0,

36°n3, + 3602 - 368nm,, + 36n,n,)], =0,
(%n(&tn + 2t - %x))t + [~’% + catn? + %ééﬂtng - %&xrﬁ +
caftnn, - %6&Btni ~(z - ét)yn - Bz - 6t)nm] =0,
where
p*hro

S 5 .
a = o g = I
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Conservation laws and symmetries were computed using GeM package in MAPLE, [18]. Let
us compute also the symmetry group of the KdV equation. Its infinitesimal generators are
given below:

Xl = ata
X2 = al’u
X3 = 60~[t8x + 87}’

3 1 .
X4 = —§t8t - (5.1’ + Ct) 63[; + 7]8”

The corresponding point transformations are given here:

t" =t + e, ' = x, n' =,

t' = t, ' = x + g, n' =,

t" = t, ' = x + e3zcat, n =1+ €3,

t' = cetPeig, gl = (x - Gt)e P 4 el = efiy

The first two transformations are time and space translations correspondingly. The third
transformation is the GALILEAN boost and the last transformation is the scaling.

Nonlinear and dispersive wave equations usually admit solitary waves propagating in
one direction without change in their shape and with constant phase speed s. In the case
of unidirectional models it is usually easy to compute analytical formulas following c.f. e.g.
[60]. The exact solitary wave to the particular KdV equation can be found easily to be of
the form:

n(z,t) = asech” (% /if) :

where

aQ ~ ad
=z -st, K=1/—, s=2¢(1+ 5255(1+—).

Periodic cnoidal-type travelling waves can also be found in the form:

n(z,t) = acn? (% k&, m), m € (0, 1),

ada . _2m? -1
E=x - st, kK = = ,s=c(1+aa—).
3B m? 3m?

From these analytical results one can see that when the solution amplitude a tends to 0,
the travelling wave speed tends to the speed of linear waves, i.e. s — ¢, where ¢ is the
MOENS-KORTEWEG velocity.

Contrary to the KdV equation, the BBM equation is not integrable. Thus, it can have
only a finite number of conservation laws. Writing the BBM equation into the following
conservative form:

where

~ N 1 __
(- Bna.), + [cn * 50&#]9& =0,
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we were able to find an additional conservation law:

Lo, 1z, 15 ) [1~2 Laans 25 15 ]_
(2n+6/8nm 36nnxxt+ 2Cn+3(xcn 3/Bnnxt+3/8nxntm_0

The infinitesimal generators of the BBM equation symmetries are given here:

Xl = 8257
X2 = 8:137
X3 = —atd, + (1 + an)o,.

The corresponding point transformations, which keep invariant the set of the solutions to
the BBM equation are given below:

! /

t' =t + e, ' =z, n' =,

t' = t, ' = 1 + €9, n' =,

t' = e 9e3¢, ' = x, n = i(ed“(l + an) - 1).
a

The first two symmetries are time and space translations respectively. The third transfor-
mation is the scaling transformation.
The exact solitary wave solution to this equation can be easily derived:

n(z,t) = asech” (% Hf) ,

‘ ac . ac
fZ.T—St,/‘Q: m,S:C(l-F?).

Periodic cnoidal-type travelling waves to the BBM equation can also be found in the form:

where

n(z,t) = acn? (% k€&, m), x9 € R, m € (0,1),

where

£=x—3t,/<;:\l ~a5¢ =,
(3m? + aa (2m? - 1))

From the expression for k it follows that cnoidal-type solutions for the BBM equation exist
provided that

3m? + a@ (2m? - 1) > 0.

Figure 2 presents solitary and cnoidals waves (for m = 0.99) of the KdV and BBM
equations of amplitude @ = 1 in thecase of E = h = ro = p = p¥ = 1. We observe
that traveling waves of the BBM equation are wider (have larger support) compared to
the analogous waves of the KdV equation. We will discuss traveling wave solutions again
later.

It is interesting to notice that the speed/amplitude relations s = s(a) are identical
for the KAV and BBM equations. Moreover, the shapes of travelling waves are slightly
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Figure 2. Comparison between traveling waves solution of the KdV and BBM
equations. The cnoidal waves have been computed for m = 0.99.

different. However, these differences vanish again in the limit of linear waves, since

lim, & +oKKkav/kBBM = 1.

Remark 7. All the previously derived model equations are usually accompanied by appro-
priate initial and boundary conditions to form a well-posed problem in the HADAMARD
sense. These conditions can vary among the systems and the exact number of boundary
conditions required by the system is known for some of the Systems including (4.21) —
(4.22) in case of vessel with constant initial radius, [5, 7, 29]. In applications it is usually
required to provide the velocity and the deviation of the vessel radius at an inlet position
while similar conditions should be specified at the end of the vessel. These are enough to
form well-posed problems for the commonly used systems such as the BBM-BBM system,
or the classical BOUSSINESQ and these are the boundary conditions we use in Section 8 to
demonstrate the capacity to use the classical BOUSSINESQ model in practical problems.
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6.2. Symmetries and conservation laws for the Boussinesq systems
of constant radius

Now we consider the general BOUSSINESQ systems (6.3) — (6.4) with constant radius rg
and we explore some symmetries and conservation laws of these systems.
Equation (6.4) can be written in the conservative form:

~ 1 ~
(u - d'r’gum)t + [57} + §u2 + 567“37]9”] = 0.

As always, 3 = Eh/ pra. However, it is interesting to find less trivial conservation laws.
Let us assume that @ = 0. In this case we are able to find an additional conservation law,
which plays the role of the potential energy balance:

1 2 2 1 3 1 2 2)
— + ron — br - —br + = br +
(2.{] on 0MMaz 3 0Nez 6 0Nz .

[%uyﬁ + Toun + %r%u + %brgnxnt - %br%rmtz]x = 0.

If additionally we assume that a = ¢ = 0, then we have an additional conservation law,

c
which can be interpreted physically as the kinetic energy conservation:

(1u2—26n+ lal'r’oui + 2Bbrin ) +
2 6 Tx .
[lug—g(+r)u+1d7“2uu—gdruu]=0
3 n 0 3 o0 Ux g 3 0 tx . .
We also computed the symmetry point transformations of Equations (6.3), (6.4) for
general values of the free parameters p, v and 0. Without any further assumptions, the
solutions remain symmetric only with respect to time and space translations. However, if

we assume that v = 0 or 2 = % , an additional symmetry transformation appears. The
complete set of the infinitesimal generators in this particular case is given here:
0
X = —
1 8:[7 Y
0
Xo = —,
Y
0 0
X3 = —t— +2(n+1r9)— + u—.
2= Ay P2 o) G gy

The corresponding point transformations are given below in the same order:

t'=t, ' =2 +¢e1, n =n, !

t' =t +eq, ' =z, n =n,

th=et, ' =z, 7 =—r0+e253(7’0+n), u' = e
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where €1 53 € R are free parameters. The last transformation is a scaling transformation.
It is noted that in order to achieve further symmetries to the solutions one should include
higher order terms even if they break the asymptotic order of the models, c.f. [21].

7. Dispersion characteristics and solitary waves

In this section we study the linear dispersion characteristics of the new BOUSSINESQ
systems (with constant initial radius) while we show a method to choose the parameters
w1 and v in order to obtain a system with improved linear dispersion relation. Finally, we
explore the solitary waves solutions of these systems.

7.1. Dispersion characteristics

We start with the linear dispersion characteristics and compare with those of the lin-
earised EULER equations:

1
Uy + —py = 0, 7.1
v (7.1)
vy + lp =0 (7.2)
t P T ) .
1
Uy, + U, + —v = 0, (7.3)
r
with linearised boundary conditions
v(z,r*,t) = n,(z,t), (7.4)
Eh
pw(x’ t) = pwhntt(l‘a t) + 7”(1‘7 t)a (75)
0
v(x,0,t) = 0. (7.6)
So considering solutions of the form u (z, r,t) = uo(r) exp(i(kz - wt)), n(z,r, t) =

o (r) exp(i(kz-wt)),v(z, rt) = vo(r) exp(i(kz -wt)), p(z, r,t) = po(r) exp(i(kz -
wt)) and substituting into the linearised EULER equations we obtain the equation for

ug (r):

ruf (r) + ub(r) - rk*ue(r) = 0, (7.7)
which is the modified BESSEL equation. Similarly, the boundary conditions take form:
uh(0) = 0, (7.8)
w pw Eh
P hw?ng(ro) + 7 Yo (ro) - 2 o (ro) = 0, (7.9)
0
ug(ro) = wkn,. (7.10)

A solution of (7.7) that satisfies also the boundary conditions (7.8), (7.10) is the function
uo(r) = nowlo(rk)/Ii(rok), where Iy (2), I, (2) are modified BESSEL functions of
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first kind. Finally, substituting into the boundary condition (7.9) we obtain the linear
dispersion relation
E h To k [1 (7’0 k)
wi(k) = .
PTo rokIi(rok) + Io(rok)

pTO

(7.11)

Similarly, taking u? (z,t) = woexp(i(kz - wt)) and n(z,t) = nyexp(i(kr - wt))
solutions to the linearised System (6.3) — (6.4)

1
n, + §r0ug + rdau’ robn,., = 0, (7.12)

uf + Bn, + Brien,,, - rodul,, =0, (7.13)
with 3 = Eh/ prg, we obtain the dispersion relation
Eh (1 = c(rok)?)-(1/2 = a(rok)?)
pra (1 + b(rok)?)-(1 + d(rok)?)
Instead of using the frequency function w we consider the phase velocity, which describes
the propagation speed of various spectral components ¢ = w (k)/k. The TAYLOR expan-

sions of the EULER equations dispersion relation (7.11) in the long wave limit & — 0
provide us with the reference approximation for the phase velocity:

wi (k) = (rok)?. (7.14)

ce (k) da + 1 14402 + T2 + 13

— = 1 - 5 (rok)” + 3 % 29 (rok)
960 3 + 7200? + 228 v + 31 6
B 3 x 213 (rok)
4032 4 44032 341 2 4424 4591
N 03200 a* + 403 00045 +380(;01804 + 80a + 459 (Tok’)8 + (‘)(k‘lo), (7.15)
X X

where ¢ is the MOENS-KORTEWEG characteristic speed defined as

[ Eh
c = . 7.16
¢ 2pro ( )

The same TAYLOR’s expansion can be obtained for the BOUSSINESQ system dispersion
relation as well:

cq (k) _ 9 4o + 1
— 51

(rok)? - % [(64u - 48)a® +
(644 (1 - 6%) +320% - 40) o +

C

16 (je+ v = 1)0% = 8(4p+ 20 = 3)0% + 16 + 4v — 11] (ro k)"

Ps(a; p, v, 02) Pyla; p, v, 02)

- 3E (rok)® + 519 (rok)® + O(k'%), (7.17)
where P34 (o p1, v, 62) are some well-defined cubic and quartic polynomials in the variable
a.

From the expansions (7.15) and (7.17) we observe that the BOUSSINESQ equations ap-
proximate the full EULER dispersion relation to the second order uniformly for all values
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of the parameters (u, v, 02). However by choosing these parameters appropriately, we can
further improve its dispersion characteristics.

Remark 8. Fven if the BOUSSINESQ models were initially derived to represent long waves
(k — 0), it is not forbidden to look at its phase speed behaviour in the short waves limit
k — +oo. First, we compute the reference asymptotic behaviour from the full EULER

model:
1 E 1 P 1 1
Cg(k) = — —'|:—— _‘|+O(ﬁ)

ro V p¥ | k 2pvh k2
The quantity \/E [ p™ has the dimension of the wvelocity and is called the first velocity,
while the coefficient 1/ro\/E [ p* is the first frequency. The dispersion relation of the
BOUSSINESQ systems has the following asymptotic behaviour (provided that 6% # 1/2,

w# landv # 1):
1
cq (k) —co\/( _1 (1/—1) O(E)

If0? = 1/2, then the value of v is immaterial and we obtain a similar asymptotic behaviour:

cg (k) = co p 'l_L T+ O(%)

Thus, the phase speed of short waves in the BOUSSINESQ model tends to a finite value,
while EULER’s equations phase speed decays monotonically to zero. This drawback can be
corrected by taking v = 0 oru = 0. The value p = 0 seems to be preferable since it
works for all values of the parameter 6 . By making a different choice of other parameters,
the decay rate of the phase velocity cg (k) as k — +oo may be corrected as well. However,
the precise rate might be of secondary importance provided that the trend goes into the right
direction, i.e. imy, . 0 cg (k) = 0. Additionally, as we observe in Figure J among other
classical candidates the classical BOUSSINESQ system with p = 0, v = 1 and 0% = 1/2 is
one of the best choices as far as it concerns the dispersion characteristics. In what follows
we take p = 0.

By equating the coefficients of O (k%) terms of the Expansions (7.15) and (7.17) we
obtain the equation:
3v =5
12

E1(0,v;a) = (20% - Da + (v - 1)0* - (V - —) 02 + =0. (7.18)
It can be easily verified that the value 2 = 1/2 does not satisfy the Equation (7.18).
Specifically, we have €1 (y/1/2, v; @) = 4 for all v and «. Therefore, although the choice
02 = 1/2 leads to the simplest System (4.21) — (4.22) it cannot be accurate beyond the
standard second order term.
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Similarly, equating the terms of order O (k%) we obtain the equation:

Ex(0,v;a) = (202 - 1)a? + [(%y— 1)«94 - (%y— 2)«92 + 1/1—28]a

1 1 1 1 1 1 1 1
--v(l - 1/)6’6+(—1/2 - E1/ - —)04—(—1/2 - —v - —)02+—1/2——1/—1 = 0.
3 2 12 4 4

In order for the dispersion relations (7.15) and (7.17) to match up to the sixth order of
accuracy the Equations (7.18), (7.19) have to be solved simultaneously for a fixed value of
the parameter «:

81(97y;a) 07
82(07 v a)

I
—~
I

20)
(7.21)

Only solutions that belong to the infinite strip (9, 1/) € [0, 1] xR are admissible. Geomet-
rically these solutions correspond to the intersection of two real algebraic curves defined by
Equations (7.18), (7.19) in the (0, v)-plane. Let us consider a biologically realistic value
of the parameter « = 0.05. In Figure 3 we show the loci of two algebraic curves in the
admissible strip. We can see that there is only one intersection in the admissible strip. The
coordinates of this intersection point (6*, v*) for a = 0.05 is given here (correct to 30
digits):

v* = 1.53773145502645468091997801621 . . . ,
0* = 0.58088109654602731473797307004 . .. .

The topology of algebraic curves defined in (7.20), (7.21) does not depend on the parameter
a, i.e. for any positive value of o we have a unique intersection point in the admissible
strip. If we increase the parameter & — +oo, the solution v* — +oo as well, while
the other parameter tends to a finite value #* — 0.70---. The BOUSSINESQ model with
parameters (0* (), v* (), p* = 0) will be called the improved BOUSSINESQ system.

The phase speeds for the full EULER, classical and improved BOUSSINESQ equations are
depicted in Figure 4. We can see that the judicious choice of free parameters results in
the substantial improvement of the dispersion relation properties for long waves (infrared
region, which is achieved naturally by construction), but also for short waves (‘ultraviolet’
region, which is rather surprising). We computed the TAYLOR expansion coefficients of
dispersion relations in the long wave limit & — 0 for « = 0.05 for the classical and
improved BOUSSINESQ models. Their numerical values are reported in Table 1. One can
see that the coefficients of the improved model coincide with the reference values up to the
sixth order. It is not a surprise, but rather a verification. However, we can see that beyond
sixth order the coefficients remain close to the exact values. The classical BOUSSINESQ
system starts to differ from the fourth order.
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_3,

Figure 3. Loci of algebraic curves €15 (0,vv) = 0 in the admissible strip for
the physical parameter o = 0.05. The dashed line (——) represents the curve
€1(0,v) = 0 while the solid line (—) shows £2 (0, v) = 0.

Degree of the term Euler 1Boussinesq classical Boussinesq
kO 1 1 1
k2 -0.075 -0.075 -0.075
k4 0.011041(6) 0.011041(6) 0.00843750
kS -0.00180338 -0.00180338 -0.00105469
kS8 0.00030594 0.00030526 0.00013843
k10 -0.00005304 -0.00005279 -0.00001868
k12 0.00000934 0.00000927 0.00000257
k14 -0.00000166 -0.00000165 -3.57903671 x 1077
k16 2.98218393 x 1077 | 2.94810072 x 10~7 | 5.03302038 x 108
k18 -5.38927682 x 1078 | =5.31665759 x 10-8 | -7.13011220 x 10~°
k20 9.79265927 x 1072 | 9.64105154 x 10= | 1.01604099 x 1019

Table 1. Comparison of coefficients in TAYLOR expansion of dispersion

relations at the long wave imit k — 0.
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Figure 4. Comparison of dispersion relation of various BOUSSINESQ systems
against the reference solution provided by the linearised EULER model.

Let us check now how the improved system behaves asymptotically for short waves
k — +oo. First of all, the reference solution is

ce(k) 1 10 145 1
ook k2R T O( )
The classical BOUSSINESQ system gives

e (k 0.4082 1.3608 1

ces (k) _ B + (‘)( )7
Co k k3

while the improved system gives

cin (k) _ 0.7422 . 19.3358 L0 (i)
Co k k3 k4
We can observe that the improved system outperforms the classical one in the ultraviolet
region as well.
The question that one could ask now is how the optimal parameters (9*, v*) change
when we let a vary in R*? We addressed this problem numerically and the continuation
curve in the space (0*, v*) is shown in Figure 5. It is not difficult to estimate also the
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0*

Figure 5. The optimal parameters (0*, v*) as functions of « € R*. The
arrows indicate the direction of increasing o .

limiting points of this curve. Namely, in the limit « — 0, we depart from the point

6 (0) Sl R y—
- 7 ~ 0.5572. ..
1
v*(0) = g - 2(5 - 5\/57) ~ 1.3187... .

On the other hand, when the parameter « - +oco, we tend to the point:

? ~ 0.7071...

v*(+00) = +00.

0" (+00)

We continue with the study of solitary wave solutions of the new BOUSSINESQ systems.

7.2. Solitary waves

Finding analytical formulas for the solitary wave solutions of unidirectional model equa-
tions such as the KdV and BBM equations is usually straightforward. The computation
of the solitary waves to BOUSSINESQ systems such as for the System (6.3) — (6.4) is very
difficult and there are only a few cases were analytical formulas can be found, [17]. Using
the appropriate ansatz we were able to compute exact solitary waves in a particular case
when 1 = v = Oand 62 € [0,1] ~ {1/2}. For these values the coefficients become:

202 - 1 20 + 1 - 02
= b = — = d e u———
a =0, 3 , c =0, 1
The exact solution reads:
n(z,t) = 9(a + ro)sech® (k&) — 6(a + ro)sech® (k&) - 2@ — 37, (7.22)

u(z,t) = 3ssech?(k¢), (7.23)
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where ¢ = v — st — x( and

~ 1 | 28(a + o) (262 - 1)
e -1 N 20 -307

By 3 we denote as usual the coefficient 3 = Eh/ prg while @ is a parameter that defines
the amplitude of the solitary wave. It is worth mentioning that the n—component of the
solution (7.22) does not tend to zero as || — oo except for the case where 2a + 3ry = 0
which defines a unique solitary wave for each value of #. These traveling wave solution are
not classical solitary waves and can be rather unphysical and are expected to be rather
unstable. We also note that the classical BOUSSINESQ system with 62 = 1/2 does not
admit solitary waves of the form (7.22) — (7.23). On the other hand, other traveling wave
solutions can be found for the specific system by assuming that n = 0.

Although it is difficult to find analytical formulas for the traveling wave solutions of
the BOUSSINESQ systems at hand, one can see that dynamical systems techniques used
in [20] can be applied in a straightforward manner to the general system (6.3) — (6.4)
and conclude that all admissible systems with coefficients as shown above and in [20]
possess classical solitary waves that decay exponentially to zero as |x| — oo. Because
the classical BOUSSINESQ system is of significant importance for applications due to its
simplicity and because it has favourable dispersion characteristic properties we compute
approximately solitary waves with high accuracy using the PETVIASHVILI method, [46, 49].
The PETVIASHVILI method is a modification of the classical fixed point iteration but with
several advantages. For example, it is known that the classical fixed point iteration applied
to solitary wave problems usually diverges in contrast with the PETVIASHVILI method
which is usually convergent, c.f. e.g. [4]. This method was applied successfully to similar
systems of differential equations such as the analogous classical BOUSSINESQ system of
water wave theory, [21].

We consider the System (6.3) — 6.4 witha = b = ¢ = 0and d > 0. In what follows
we drop € in our notation. Using the ansatz n(z,t) = n(£) and u(z, t) = w(£) where
¢ = x — st to denote traveling wave solutions propagating with constant speed s, the
classical BOUSSINESQ system can be transformed into the system of ordinary differential
equations

p A R S (7.24)
ro + M u - s

—su’ + Bn + uu' + ridsu’” =0, (7.25)

where in (7.24) we have separated the variables, while ’ stands for the derivative d%. In-

tegrating both equations and using the assumption that the solutions decrease to zero as
|€| = oo we have that

n = 7“o(—l + ;) (7.26)

ju - s|

- 1
- su + fBn + §u2 + raddsu” = 0. (7.27)
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Combining (7.26) and (7.27) we get a single equation for the unknown velocity profile u

S

~ 1
- su + fro (—1 + ) + §u2 + ridsu” = 0. (7.28)

ju — s
Due to physical restrictions we assume that u < s for s > 0 otherwise the wave would
break and also assume that n > 0. Then (7.28) becomes:

S

1 I
— u) + §u2 + radsu” =0, (7.29)

- su + BTO(—l +

while

n = ro (—1 + > ) (7.30)

s - u
Other assumptions on s, u and n will result to other traveling waves, such as solitary waves
of depression, and the analysis and the methods are the same so we focus only on classical
solitary waves of elevation. Using the classical FOURIER transform to (7.29) we get an
equation of the form
LU = NU),

where U = Fu denotes the FOURIER transform of w, while LU = (1 + r2dsk?)U
and N(U) = F [BTO (—1 + /T u) + %uQ] are the linear and nonlinear parts of the
Equation (7.28) respectively, and v = F~1U is the inverse FOURIER transform of U . Here
k denotes the FOURIER modes. The PETVIASHVILI method is formulated then as follows:
Given an arbitrary initial profile Uy, the (n + 1)—th approximation U, ,; of the FOURIER
transform of the solution is given by the recursive formula:

LUn+1 = M;ZN(Un)a

where

(LU, Uy,
O N(U), Ua)

is known as the stabilising factor. Here (-, -} denotes the usual L? inner product and
v is a free parameter that controls the convergence of the method and is usually taken
v = 2. In order to apply this iterative scheme in practice we consider periodic boundary
conditions in a large domain [ —L, L | while the FOURIER transform is approximated using
the discrete FOURIER transform. As a termination criterion for the iterative proceedure
we consider the error |U,+1 — U,|w < tol, which in our computation the tolerance
has been taken tol = 107'%. Therefore, we compute an approximation u ~ F~1(U)
while the approximation for n can be computed using the exact Equation (7.26). Initial
approximations Uy of the solitary wave can be computed using the exact solitary wave
solutions computed for the KAV and BBM equations as well as for the BOUSSINESQ systems
with #2 /= 1/2 since they are all expected to be similar in shape.

Figure 6 presents several solitary wave profiles of the classical BOUSSINESQ system in
thecaseof E = h = ro = p = p¥ = 1 for various values of the speed s acquired using
the PETVIASHVILI method. We observe that solitary waves of higher amplitude propagate
faster as it was expected. Moreover, due to the unusual relationship between the wall vessel
excitation n and the velocity profile u, their profiles differ in shape by a nonlinear manner.
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Figure 6. Solitary wave profiles for various values of speed s .
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Figure 7. Phase diagram of a solitary wave with s = 1.

Using also (7.29) we are able to plot the solution curve in the phase space (u, u’, u")
of numerically computed solitary waves of the classical BOUSSINESQ system as they can
be represented by homoclinic orbits to the origin in the three dimensional space. Figure 7
presents the homoclinic orbit of a solitary wave with s = 1 in the three-dimensional space
along with its projection on the (u, u’") plane. Various projections can be drawn from this
data onto two-dimensional spaces resulting to other homoclinic orbits, c.f. e.g. [20].
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Figure 8. The speed s of the solitary wave as a function of its amplitude for the
unidirectional propagation models (KdV/BBM) and the classical BOUSSINESQ
system (cB).

It is noted that the relationship between the amplitude a of a solitary wave and its speed
s can be found analytically for the classical BOUSSINESQ system. Specifically, multiplying
(7.29) with u’, integrating (using the fact that solitary waves and their derivatives tend
exponentially to zero), using (7.30) and solving for s when v’ = n’ = 0 we obtain:

s = \1657“0 (2 _52)(3__22)1 — C, (7.31)
where
2
¢=1- (a +07“0)2'

We observe that the speed-amplitude relation is universal for all classical BOUSSINESQ
systems of the specific form since it is independent of the coefficient d. Similar behaviour
has been observed also between the KdV and BBM equations which share the same speed-
amplitude relation. Figure 8 shows the speed of the solitary wave as a function of its
amplitude for the classical BOUSSINESQ system and the unidirectional model equations.

In this figure also we present the computational values of the speed obtained during
the computation of the solitary waves with amplitudes in the range [0.01, 1.2 ] with the
PETVIASHVILI method. We observe that the numerical values coincide with the analytical
solution while the speed of the solitary wave of the unidirectional model equations diverges
from the analogous speed of the solitary wave of the classical BOUSSINESQ system as the
amplitude of the solitary wave increases.

8. Numerical results and applications to blood flow

In this Section we consider the System (5.15) — (5.16) in a finite domain defined by a
vessel of finite length L (located in the interval [0, L]) with appropriate time dependent
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DIRICHLET boundary conditions u (0, ¢), n(0, t) and (L, t), n(L, t) and initial condi-
tions u (x, 0) and n(z, 0). Here we drop the 6 from the notation since it is fixed to § = 1/2.
This particular system is a dissipative version of the classical BOUSSINESQ system |11, 47].
After constructing a simple and efficient numerical method for the numerical solution of
this classical BOUSSINESQ system, we validate the constructions of the previous sections
by studying the propagation and the reflection from a wall of a solitary wave. We close
this section by demonstrating the applicability of this system in blood flow studies.

8.1. Numerical validation of the model

We start with the presentation of the numerical method. BOUSISNESQ systems in the
context of water waves have been discretised successfully using finite difference schemes,
[47] and other sophisticated numerical methods such as spectral, finite element/continuous
and discontinuous GALERKIN, and finite volume methods, c.f. e.g. [6, 7, 22, 25, 27, 38|.
For the purposes of this paper we consider a simple and efficient numerical method based on
finite-difference discretisation. Specifically, we discretise the classical BOUSSINESQ system
using the method of lines comprised by a second order finite difference scheme in space and a
third order adaptive RUNGE-KUTTA method in time. The temporal discretisation is imple-
mented using the MATLAB ode23 method. In order to discretise the spatial derivatives we
consider a uniform subdivision z; = ¢-Axz, ¢ = 0, ---, N of the computation domain [0, L],
where Az = L/ N is the constant mesh length. We will approximate the solution u (x;, t)
by the values U; (t), n(z;, t) by H; (t) while R; = ro(z;), a; = a(z;)and 8; = B(x;).
We will also consider the solution vectors V' = (H,U)T = (Hq, -, Hy, Ug, -, Uyn)T .

To describe the spatial discretisation we introduce the following notation for the approx-
imation of the spatial derivatives with finite-difference operators:

Vier = Vi
A S 1
oV, = T L 31)
Vien = 2Vi + Vi
AV, = 2
V. L et 32)
Then the semi-discrete problems can be written as:
8tHi + f(HZ, Uz) = 0, (83)
Aav: VR,
(1 - @ZARZ - ( i +8RZ)RZ A)@tU, + g(HZ, Uz) = O, (84)

where d; denotes the temporal derivative and
1
f(H, Us) = §(Ri + H;)oU; + 6(R; + Hy) Uy,

The System (8.4) can be written as a system of ordinary differential equations of the form

A(R)O,U = F(U).

g(H;,U;) = 5[BiHi] + U;0U; +
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Figure 9. Propagation and reflection of a solitary wave of the classical
BOUSSINESQ system (s = 1.2).

where A is a tridiagonal (N + 1) x (N + 1) matrix that depends on R;, &, and Ax. After
solving for 0, U using a tridiagonal algorithm, the resulting system of ordinary differential
equations is being integrated in time using the adaptive RUNGE-KUTTA method. It is
noted that when inhomogeneous boundary conditions are provided the system can be
transformed to a similar one with homogeneous DIRICHLET boundary conditions using
a linear transformation of the solution and modifying the function F' and the matrix A
appropriately. Moreover, we mention that in the case constant radius we only need to
impose boundary data for the velocity u in order to determine the solution of the classical
BOUSSINESQ system, [29]. We also mention that the derivatives on the boundary are
treated appropriately in order to comply with the given boundary conditions.

In order to verify the efficiency of the numerical method we consider the case of the
propagation of a solitary wave with s = 1.2 in a vessel of constant length L. = 140 and
radius ro = 1. For simplicity we take in this experiment £ = h = p = p¥ = 1.
We impose reflective boundary conditions v = 0 on both boundaries while we take the
viscosity coefficient Kk = 0. After we constructed the solitary wave numerically using
PETVIASHVILI'S method in the specified domain and using Ax = 0.02 we move the
solitary wave to x = 40 and let it propagate until the final time 7' = 150. For the adaptive
time-stepping method we consider the relative error tolerance 10~ which appeared to be
sufficient to compute the solution accurately. Figure 9 shows the propagation of the solitary
wave and its reflection on the right boundary.

We observe that the solitary wave propagates without variations in its shape. The
reflection is not elastic as it was expected since for BOUSSINESQ systems the result of the
reflection coincides with the head-on collision of two solitary waves of the same amplitude
that propagate in different directions. Similar results have been observed for the analogous
classical BOUSSINESQ system of water wave theory, [6, 7].
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Vessel’s length L 12.6 x 102 m
Vessel’s nominal radius R 0.3x102m
Vessel’s thickness h 0.03x 1072 m
Wall density pv 1000 kg/m?
Fluid density 1060 kg/m?

p
Young’s modulus E 4.07x10° kg/m - sec?
K

Kinematic viscosity 0.4 x 1075 m?2/sec

Table 2. Characteristic values of an ideal blood flow in a carotid artery in S.I

Inlet Outlet

Sl SZ

Inlet Outlet
S, 52

Figure 10. Sketch of ideal and tapered carotid arteries.

8.2. Application to a blood flow problem

In the rest of this section we use the prescribed numerical method to study the blood
flow in a vessel that represents an ideal common carotid artery. Analogous experiments
have been considered in [28, 61]. In this experiment we consider an ideal blood flow in
an artery of a fixed length L with a constant nominal radius R where we also consider
variations of this vessel with variable radius as well. The required characteristic quantities
for this particular experiment are summarised in Table 2.

We consider two cases: (1) an ideal and (2) a tapered carotid-like artery. In the case (1)
the vessel has constant radius o = 0.3 x 10~2 m. The tapered artery initially has a luminal
radius 7¢ (0) = 0.003 m while the outflow boundary has radius ¢ (0.126) = 0.0026 m. A
sketch of the two different vessels is presented in Figure 10. In all cases the inlet is located
at x = 0 while the outlet at #+ = L where all the vessel parameters are described in
Table 2.

In each case the blood flow is determined at the inlet by a standard velocity waveform
during a cardiac cycle for the left common carotid (c.f. e.g. [3]) which is presented in
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Figure 11. The velocity wave at the inlet of an ideal carotid artery model.

Figure 11 and it is used as a left boundary condition of the horizontal velocity for the
numerical simulation. While boundary conditions based on lumped models [2, 37| can be
employed to describe the radiation of the flow to other vessels in a more realistic setting,
we choose to use a standard absorbing layer by extending the computational domain suf-
ficiently and imposing standard wall boundary conditions on the right boundary of the
extended domain. We also assume that initially there is no flow in the vessel while the ves-
sel wall is at rest. The initial pressure can also be prescribed using realistic data and here
we consider initially that the pressure in the vessel is 10.26 kPa (or 76 mmH g). Due to the
boundary requirements of the classical BOUSSINESQ system (and since the vessel initially
has constant radius) at the inlet it is not necessary to prescribe boundary conditions for
the motion of the vessel wall, i.e. for the n component of the solution but we compute it
using the mass conservation equation (5.15), [29]. In the case of variable radius at the inlet
the additional boundary conditions on 7 are prescribed using low-order approximations
such as (2.3).

We compute numerically the velocity and the pressure at two different locations denoted
by S; and S5 in Figure 10 and at the inlet and outlet of the vessel. We take the stations S
and Sy at z = 0.006 m and x = 0.12 m respectively. We also compute an approximation
of the flow rate

w

q = 27Tf sudr = mriu’ + 0(e6?),
0

at all stations. The results for the case (1) are presented in Figure 12 and for the case (2)
in Figure 13. It is noted that pressure has been computed using Equation (3.7) which is
an O (02%) approximation of the pressure p(z, r, t) due to the asymptotic relation (3.20).
It is noted that we studied also the case of a stenosed vessel with a symmetric stenosis.
We observed that when the radius of the vessel at the centre of the stenosed vessel was
decreased by a small amount (for example by 0.00005 m) then the effects of the stenosis
were insignificant. The flow and pressure weren’t affected significantly by the geometry of
the vessel but only insignificant reduction to their absolute value of O (10-2) from the case
(1) was observed. This reduction to the flow and pressure were mainly observed because
of the partial reflection of some portion of the transmitted pulse. It is also noted that the
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Figure 12. The velocity, flow rate and pressure at the inlet, outlet and stations
S1 and So of an ideal carotid artery model.

location of the stenosis wasn’t important and its effects were always similar. For smaller
values of the diameter of the stenosed vessel results to an unstable flow due to turbulence
and therefore cannot be studied with the current model. A remarkable change of the
velocity and the pressure can be observed in the case of the tapered vessel. Although the
flow rate is decreasing slightly, we observe a noticeable increase in the velocity of the fluid
while we observe lower pressure values due to the decreasing values of the luminal radius
of the vessel. Due to the high speed values the differences between the station S, and the
outlet cannot be observed with eye accuracy except for the cases of the tapered vessel where
the tapering effects are more effective compared to a local stenosis. The changes observed
in the pressure can also be justified by considering Bernouli’s principle of fluid flow in
pipes. In all the experiments we used Az = 5x 1074 m in the spatial discretisation while
for the adaptive time-stepping method we considered the relevant error tolerance 10-6.
We also implemented the implicit numerical method of [47] and we verified the validity
of our numerical experiments. Finally, we mention that in all the previously mentioned
experiments a typical deformation of the vessel was of O (10-%) and taking into account
the size of the prescribed vessel we verified that the ¢ ~ 0.07, 2 ~ 0.03 are of the same
order, while Re = O (1076), and therefore the examples fall into the regime modelled
by the model equations. For more realistic results and comparisons with in vitro and n
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Figure 13. The velocity, flow rate and pressure at the inlet, outlet and stations
S1 and So of a tapered carotid artery model.

vivo measurements the inclusion of the viscoelastic properties of the vessels along with
branching effects [10] should be considered but we leave this for future studies. Turbulent
phenomena can also be handled either by discarding the dispersive terms when the flow
becomes critical and by using other numerical techniques that can handle the propagation
of discontinuities, [53], but this is beyond the purposes of this paper.

9. Conclusions

In this paper we derived a new set of weakly nonlinear and weakly dispersive asymptotic
model equations that describe the irrotational flow of an ideal fluid in an elastic vessel.
Extensions including dissipative effects due to viscosity have also been considered. The
new systems verify other commonly used hyperbolic equations by asymptotic means and
improve previously derived BOUSSINESQ equations in the same context. Fundamental
properties of the new models such as dispersive and nonlinear characteristics were studied
in depth. A particular model similar to the classical BOUSSINESQ system of water wave
theory appeared to have favourable properties and attracted some special attention. This
model was tested against the propagation of solitary waves using a simple finite-difference
algorithm. Finally, we used this model to study the propagation of a single pulse in an ideal
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blood vessel modelling a carotid artery and study the effects of tapering and stenosis. The
results were qualitatively in the range of observed in vivo measurements ([58|) confirming
the applicability of the new model equations to regular blood flow problems. More realistic
situations require the inclusion of viscoelastic effects of the vessel wall along with shock
capturing numerical techniques so as to simulate unstable flows. The new models can also
be used to provide initial conditions to three-dimensional models that have been developed
to study blood flow in complicated geometrical settings.
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