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Abstract— Emerging Non-Volatile Memories (NVM) based on 

resistive switching mechanism such as RRAM are under intense 
R&D investigation by both academics and industries. They 
provide high write/read speed, low power and good endurance 
(e.g. >1012) beyond mainstream NVMs, enabling them to be a 
good candidate for Flash replacement in Micro-Controller Unit 
(MCU). This replacement could significantly decrease the power 
consumption and the integration cost on advanced CMOS nodes. 
This paper presents firstly the HfO2 based RRAM technology 
and the associated compact model, which includes related physics 
and model card fitting experimental electrical characterizations. 
The 128kb memory architecture based on RRAM technology and 
28nm FDSOI CMOS core process is presented with a bottom-up 
approach, starting from the bit-cell definition up to the complete 
memory architecture implementation. The key points of the 
architecture are the use of standard logic MOS exclusively, 
avoiding any high voltage MOS usage, program/verify procedure 
to mitigate cycle to cycle (C2C) variability issue and direct bit-
cell read access for characterization purpose. The proposed 
architecture is validated using post-layout simulations on MOS 
and RRAM corner cases. 
 

Index Terms—Embedded non-volatile memory, memory 
architecture, resistive switching memory, RRAM,  

I. INTRODUCTION 
The non-volatile Memory (NVM) development is driven by 
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two strong markets: the high performance, high density, high 
capacity memories for computation in servers, and the low 
energy, low cost embedded-memories devoted to autonomous 
connected nodes. The growth of these two markets is strongly 
related to each other and is at the basis of Internet of Things 
market. 
High performance computing applications for servers require 
high quantities of NVM [1] in order to store and process 
tremendous amount of data generated by the autonomous 
connected nodes that are spread in the environment [2]. To 
this aim, high performance Volatile and Non-Volatile 
memories are used. In classic computing, the first elements of 
memory hierarchy are the volatile memories: SRAM and 
DRAM. The DRAM memory is used as a buffer between 
NVM and SRAM cache memories. At the end of the hierarchy 
are NVM memories HDD [3] and NAND Flash technologies 
[4]. The main constraints of these memories are (i) overall 
power consumption (from the DRAM refreshment to the NVM 
programming operations), (ii) communication cost between 
processing units and memories, and (iii) production costs per 
bit.  
Embedded memories for autonomous connected objects are 
more focused in reducing energy consumption and the overall 
chip cost. These device operations are based on classical 
memory hierarchy. Von Neumann or Harvard architectures are 
considered. SRAM memories are used to store the variables 
while NVM is used to store the instruction code. Embedded 
NVM are based on NOR flash technologies [5] [6] [7] down to 
40nm commercial CMOS technologies. 
For both server applications (standalone NVM) and 
autonomous connected nodes (embedded NVM), scaling down 
the technology nodes is a real struggle. NAND flash 
technology complexity (air gap [8], vertical stacking [9], 
multiple patterning [10]) and production costs are becoming 
unaffordable. On the embedded side, NOR flash is facing 
extremely complex structure [11], and the co-integration with 
advanced CMOS nodes leads to reliability issues due to the 
high voltages needed for NVM programming operations. 
Moreover, scaling down floating gate technologies leads to 
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reduced endurance and retention [12].  
In order to continue the scaling of NVM technologies, for both 
Embedded and Standalone applications, emerging resistive 
switching technologies (i.e. RRAM) are extensively 
investigated [13] because of their Back End of Line (BEoL) 
compatible structure and their high scalability [14]. Among all 
the RRAM technologies, the Oxide-Based RRAM (OxRAM), 
because of their simple stack structure, fast switching, and 
common material appear as a promising solution for Flash 
memories replacement [15]. Several metal oxides can be used 
to obtain the OxRAM behavior such as AlOx, NiOx, TaOx, 
TiOx or HfOx [16] [17] [18] [19]. Integrating RRAMs as 
Flash memories replacement can be a solution either for 
Standalone Memories or for Embedded Memories. In the 
context of Standalone Memories, the supporting CMOS 
technology is totally dedicated to the memory integration and, 
as a consequence, the associated CMOS technology does not 
suffer from the memory requirements. In the context of 
Embedded Memories, CMOS technology is a limitation due to 
integration severe constraints. For example, in NOR Flash 
integration at advanced CMOS nodes, High Voltage Thick 
Oxide Transistors are integrated at the cost of additional 
masks, higher thermal budget and higher occupied area [20]. 
The co-integration of RRAM at sub 30nm CMOS 
technologies leads to reliability issues on the Thin Oxide 
Transistors and is usually solved by using the IO transistors 
(thicker gate oxide process with no impact on the thin oxide 
transistor performances) [21]. The direct impact is a higher 
maximum voltage, but also a larger footprint (up to 15 times 
for an equivalent drive). Several Embedded RRAM Memories 
are presented considering thick gate oxide transistors, in [22] a 
4Mb HfO2-based RRAM memory in 180nm CMOS 
technology with write verify technic is demonstrated, in [23] a 
4Mb embedded RRAM memory is demonstrated with process 
variation control circuits in 130nm CMOS technology. In [24] 
a 4Mb macro using a unipolar RRAM is embedded in 65nm 
CMOS technology. A 1Mb RRAM memory embedded 28nm 
bulk CMOS is demonstrated in [25] with write assist circuits. 
However, in these papers the reliability issue on MOS 
transistors during programming operations and during the 
forming step is not considered. Others studies using thick 
oxide transistors and Conductive Bridge Random Access 
Memories (CBRAM) [21] or Phase Change Memories (PCM) 
[26] are reported.  
In [27], a testchip with 28nm thin-gate oxide bitcells was 
presented and the MOS transistors reliability is shown for a 
3V programming voltage.  

 This paper presents the architecture of an embedded 128kb 
memory cut based on a hybrid RRAM (HfO2) and thin-gate 
oxide 28nm Fully Depleted Silicon On Insulator (FDSOI) 
CMOS technology suitable for NOR Flash replacement. 
Validation of the proposed architecture is performed through 
post-layout simulation by using RRAM compact model 
calibrated on CEA-Leti RRAM samples [28] and implemented 
under transistor-level simulator Eldo [29] and CMOS 28nm 
FDSOI design kit from STMicroelectronics. 

The rest of the paper is organized as follows: In the next 
section, the RRAM technology is briefly introduced together 
with the compact model calibrated on state of the art devices. 
In section III, the bit-cell and the memory array organization 
are described with the different modes of operation 
(FORMING/SET, RESET and READ). Section IV is 
dedicated to the full memory macro-cell description, including 
peripheral circuits, addressing hierarchy and scheduler. The 
validation of the macro-cell through simulation is presented in 
Section V. Finally, Section VI gives some concluding remarks 
and highlights on the proposed embedded memory. 

 

II. RRAM OVERVIEW: TECHNOLOGY AND COMPACT MODEL  
RRAM based on HfO2 are studied as part of the bit-cell of 

the proposed memory architecture. The RRAM stack is 
composed of a 5 nm thick HfO2 resistive switching layer 
embedded in-between a TiN/Ti Top Electrode (TE) and a TiN 
Bottom Electrode (BE). The resistive switching layers are 
deposited by Atomic Layer Deposition (ALD), whereas the 
metallic electrodes are deposited by Physical Vapor 
Deposition (PVD) [28]. 

 
RRAM modeling used in this study is based on the work 

presented in [30]. This approach relies on electric field-
induced creation/destruction of oxygen vacancies within the 
switching layer. The model enables continuous accounting for 
FORMING, SET and RESET operations into a single master 
equation in which the resistance is controlled by the radius of 
a conductive filament (namely rCF). 

 
After calibration, the model satisfactorily matches quasi-

static and dynamic experimental data measured on actual 
HfO2-based memory elements. Moreover, to account for the 
variability of RRAM technology, two corners cases were 
simulated. They include the two extreme behaviors observed 
experimentally: one favoring the SET mechanism and slowing 
the RESET, and the other being the exact opposite. 

 
The Fig.1 show the quasi-static behavior of RRAM devices 

and the good modeling correlation. The corners encompass the 
full range of features that ensure to take into account the worst 
case of FORMING, SET and RESET. 
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Figure 1: Experimental I(V) characteristics for Electroforming, Set, and Reset 
measured on a large number of memory elements reflecting the device-to-
device variability presented in [28] and simulation results including corners 
definition. 

 
Figure 2: Experimental (a) switching time for Forming, Set and Reset 
operations as a function of voltage and (b) RHRS as a function of stop voltage 
during Reset operation presented in [28] and corresponding simulation results. 

 
The Fig.2.a describes the dependence of the switching time 

according to the amplitude of the programming pulse voltage. 
It is important to note that rapid operations – low 
consumptions – need higher CMOS standard voltage. 
Furthermore, the Fig.2.b. underlines the interest of high 
voltage applied during the RESET to ensure a high resistance 
value. These two central behaviors are perfectly captured by 
the model implemented and extreme behaviors are included 
within in the corner simulations. 

III. BIT-CELL AND MEMORY ARRAY ORGANIZATION 
In this section, the bit-cell structure is detailed together with 

memory array organization. Based on the array arrangement, 
biasing conditions for selected and unselected cells in the 
array are discussed for the different modes of operation. 

A. Bit-cell structure 
The bit-cell is based on a 2T1R structure [31], as described 

in Fig.3.a and exhibits one NMOS and one PMOS to access 
the Top Electrode (TE) of the RRAM, whereas the Bottom 
Electrode (BE) is connected to the Reset Line (RL). In 
addition to the classical Bit-Line (BL) and Word-Line (WL), 
two others lines are present namely Reset-Line (RL) and Set-

Line (SL). 

 
Figure 3: (a) Schematic view of the bit-cell with 2T1R and four access lines 
(BL, WL, SL and RL) (b) Layout of the bit-cell, with a RRAM element 
introduces in the Metal Insulator Metal (MIM) stack to avoid CMOS process 
modification at the cost of large cell area. 

 
Figure 4: (a) FORMING/SET are performed through the PMOS, SL is set to 
the positive operation voltage, RL is grounded whereas NMOS transistor is 
off (b) RESET is performed through NMOS, RL is set to the positive 
operation voltage, BL is grounded whereas PMOS transistor is off. For READ 
operation, BL is set to the read voltage and RL is grounded, here also the 
PMOS transistor is off. To reduce voltage degradation, two different paths are 
used through PMOS and NMOS, in order to fit the bipolar behavior of the 
RRAM. 
 
As depicted Fig.3.b, to avoid any CMOS core process 
modification, the RRAM elements are introduced in the Metal 
Insulator Metal (MIM) stack between the first and second 8x 
metallization level in place of the decoupling capacitance. On 
one hand, this solution is fully compatible with the standard 
CMOS 28nm FDSOI process flow but on the other hand this 
integration scheme is achieved at the cost of a larger RRAM 
foot-print on the upper metallization level. 

The additional lines RL and SL are used to perform 
FORMING/SET and RESET/READ operations on two 
different paths, as illustrated Fig.4. Doing so FORMING/SET 
voltages are applied on the top electrode of the RRAM 
through the PMOS (Fig.4.a), whereas ground (gnd) is applied 
on the top-electrode through a NMOS and RESET voltage is 
applied on the RL during a RESET operation (Fig.4.b). With 
this scheme, degradation of the voltage level for the different 
operations is reduced, since positive voltages are applied 
through PMOS transistor whereas ground voltages are applied 
through NMOS. Moreover, the compliance current, during 
FORMING / SET operations, is defined by the sizing of the 
PMOS transistor and by the VDDM biasing. Given that the 
current flowing through the cell during the RESET operation 
must be above the FORMING / SET current, the NMOS 
transistor has to be larger than the PMOS for an equivalent 
biasing. 

  
(a) (b) 
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B. Memory array organization 
The arrangement of the memory array is given in Fig.5.a 

with the schematic view and Fig.5.b with the corresponding 
layout view. The RL and WL lines are shared per row whereas 
BL and SL are shared per column. To access a cell for a given 
operation, biasing of all the four access lines is mandatory, 
whereas inhibition voltages must be applied on unselected 
cells. Depending, on the operation unselected cells are 
inhibited by turning OFF the access transistor (NMOS and 
PMOS) with VGS below the threshold voltage or by having a 
voltage difference on the RRAM close to zero volt. Fig.6 
summarizes the biasing of the different access lines for four 
cases: selected bit-cell, unselected bit-cell on the same row, 
unselected bit-cell on the same column, unselected bit-cell on 
the rest of the array without any common lines with the 
selected cell. Three potentials are used, VDD equal to VDDM in 
the array, ground (gnd) and a high voltage (HV). HV takes a  
 

 
Figure 5: (a) Schematic view of a two by two bit-cell array (b) Layout view of 
a two by two bit-cell array. SL and BL lines are shared in column; RL and 
WL are shared in row. 
 
value close to 2.5×VDDM for the FORMING operations and a 
value close to 2×VDDM for the SET and RESET operations. 

 

Fig.6 depicts a single cell access, but this memory array 
organization enables to perform all the programming 
operations by selecting an entire or partial row or a full or 
partial array. This feature offers the capability to have the best 
compromise between speed and consumption.  

In the proposed memory macro-cell, the array is defined by 

the bank size. A bank is composed of 1024 cells organized on 
32 rows per 32 columns, in other words, 32 words of 32 bits. 
To program a word, a RESET operation is first performed on 
the bits to reset and followed by a SET operation on the 
remaining bits of the word. Similarly to NOR Flash memory, 
two programming phases are used to write a word. But, in our 
case, both operations are selective contrary to Flash memory, 
where erase operation is applied to all bits in the word 
followed by a selective write operation. 

  
 

Figure 6: (a) Array biasing condition for a FORMING/SET operation 
performed on a single cell (b) Array biasing condition for a RESET operation 
performed on a single cell (c) Array biasing condition for a READ operation 
performed on a single cell. Biasing condition of the selected cell can be 
extended to any cells on a row to perform parallel operations. Biasing 
conditions can also be applied on the full array to perform global operation. 
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IV. FULL MACRO-CELL ARCHITECTURE OVERVIEW 
In this section the full macro-cell architecture is detailed, 
starting with the peripheral blocks to address the bank array, 
up to the full macro-cell hierarchy including scheduler finite 
state machine to generate timing and internal signals. It is 
worth to note that the macro-cell communication bus is fully 
compatible with AMBA 3 AHB lite protocol [32]. 

A. Peripheral block description 
The macro-cell architecture is massively multi-bank, thus 

all peripheral circuits to program and read the content of the 
bit-cells are introduced at bank level. In this subsection, level-
shifters used for programming operations as well as sense 
amplifier used for reading operation are detailed.  
Banks are powered with two power supply VDD=VDDana and a 
higher voltage for FORMING/SET/RESET operations named 
HV. During programming operation, level shifters are used to 
drive HV on RL and SL access lines, while classic  
buffers are used to drive gnd/VDDana on BL and WL access 
lines. Table I gives a summary of possible biasing of the 
different access lines. 

 

 
 

 
Figure 7: (a) Schematic view of the level shifter used to drive SL access line 
(b) Layout view of the level shifter used to drive SL access line. The SL level 
shifter output swing is defined between VDDM and HV. The level shifter input 
is controlled with standard voltage logic (VDD domain). 
 
 
 

The architecture of level shifters acting on SL and RL are 
represented in Fig.7 and Fig.8 respectively with their 
schematic and layout views. Level shifter structures are 
designed with cascade MOS since the voltage difference 

between any MOS transistor nodes has to be below or equal to 
VDD to ensure reliability and avoid gate-oxide breakdown.  

Only bit-cells on a common row are activated at a time 
during programming operation, thus since SL level shifters are 
shared per column, they only have to drive single cell 
FORMING/SET compliance current, limiting the sizing of 
their output stage.  

On the contrary, RL level shifters are shared per row, thus 
during a RESET operation, they may drive up to the 32 bit-
cells of the addressed word. Thus, the sizing of the RL level 
shifter output stage is able to drive 32 times the current of a 
single cell. It is to be noted on the layout view of the RL level 
shifter (Fig.8.b), that a single output buffer is multiplied 32 
times to form the complete output stage. Similar to the SL 
level shifter, the input of the RL level shifter is driven by logic 
gate biased in the VDD domain. 

 
 

 
Figure 8: (a) Schematic view of the level shifter used to drive RL access line 
(b) Layout view of the level shifter used to drive RL access line. The RL level 
shifter output swing is defined between gnd and HV. The level shifter input is 
controlled with standard voltage logic (VDD domain). 

 
 

In order to sense the value of each bit-cells, sense amplifiers 
are added on top of the corresponding columns. Applying a 
current IREAD through the resistive element and comparing the 
resulting voltage VREAD with a voltage reference VREF gives 
the logic value of the bit-cell. IREAD is generated thanks to a 
Wilson current mirror structure. An operational full swing 
amplifier is used to discriminate between VREAD and VREF.  

Since, RRAM technology is still in development, the 
reference voltage VREF is provided externally for 
characterization purpose. Indeed, by trimming VREF value, 
knowing IREAD, it is possible to extract the resistance value of 
all the bit-cells in the array and thus extract Low Resistance 
State (LRS) and High Resistance State (HRS) distributions on 
chip. Doing so at the end of the characterization procedure, 
VREF value is set between the voltage distribution 
corresponding to LRS and HRS distributions. Moreover, an 
external pad gives a direct access to the bit-cell content to 
extract RRAM resistance value in order to verify the value 
extracted from VREF trimming. This pad can be connected to 
the sense amplifier of the first column (BL0) of each bank.  
 
 

TABLE I 
VOLTAGE SWING ON THE BIT-CELL ACCESS LINES 

Access lines Voltage swing 
WL gnd to VDDana 
BL gnd to VDDana

 

SL VDDana to HV 
RL gnd to HV 

 

 
(a) 

 
(b) 

 

  
(a) 

 
(b) 
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Figure 9: (a) Schematic view of the sensing circuitry connected to a bit-line 
including read current generation, output direct access and operational 
amplifier (b) Layout view of the 32 sensing circuitry associated to the 32 bit-
line of a single bank. 
 
Fig.9.a illustrates the sense amplifier architecture, including 
CDMA standing for Current Direct Memory Access to 
provide IOUT on the first column of each bank from an external 
PAD for characterization purpose, doing so internal current 
mirror is disconnected. Finally, it is worth noting that internal 
current mirror as well as operational amplifier can be 
disconnected from VDD when no sensing operation is required. 
The layout of the sense amplifier together with current mirror 
is given Fig.9.b.  
 
B. Bank organization and addressing hierarchy 
 

 
Figure 10: Layout view of a full bank including a 32 by 32 bit-cells with 
surrounding peripherals circuits, i.e. 32 SL level shifters below the array, 32 
BL drivers and 2 sensing circuitry on top of the array and 32 RL level shifter 
and 32 WL drivers on the right of the array. 

 
A bank is composed of 32 by 32 bit-cells to avoid voltage 

drop on the access line. Indeed, since the whole circuit is 
designed with GO1 devices the voltage budget is limited, 
especially during the FORMING steps. Thus, all peripheral 
circuits, i.e. level shifters, sensing circuitry are implemented at 

bank level, as depicted Fig.10 with the layout view. Moreover, 
addressing signal gates all control signals at bank level. Thus, 
unselected bank are completely inactive, with no internal 
signal change, preventing any disturb or extra power-
consumption. 

 
For the selected bank an acknowledgement signal is generated 
to properly apply all control signal and to avoid any temporal 
drift between signals due to hierarchy routing. The top-analog 
circuit is divided into four sectors of eight pages and each 
page contains four banks. Control signals, generated by the 
digital scheduler, are enabled at each level of the hierarchy. 
Moreover, buffers are inserted on all input signals (data, 
address and control) and tri-state buffer are inserted on the 
data-out signals, to prevent delay issue. 
 

 
Figure 11: Layout view of the full macro-cell with top analog (right) and 
scheduler (left). 
 
C. Scheduler description 

The scheduler is a Finite State Machine (FSM) compatible 
with AMBA 3 AHB lite protocol, which generates all 
necessary timing and internal signal to drive the top analog 
circuit. The timing can be trimmed since a programmable 
timer gives the time reference. Indeed, the targeted bus clock 
is in the range of a few ten’s of MHz, in other words a few 
hundreds of ‘ns’ period, while FORMING/RESET/SET 
operations are in a range of ‘ms’ to ‘µs’ depending on the 
targeted HV voltage and RRAM technology variability. Thus, 
to enhance yield, timing has to be programmable in order to fit 
the voltage/duration dependency of the RRAM technology for 
the outlier cells of the memory array. 

The scheduler states are Ready, Read, Write. The Write 
state is decomposed in a second FSM, since a write operation 
can be of two kinds FORMING or RESET/SET. Moreover, a 
write/verify procedure is embedded in the scheduler. After a 
write, which is a RESET operation followed by a SET 
operation, a read is performed and data are compared to data 
in, in case of mismatch, up to 10 cycles of RESET/SET 
operations can be applied. After 10 cycles, if Write operation 
still fails the HRESP signal indicates an error. This 
write/verify procedure has been implemented to tackle cycle-
to-cycle variability of the RRAM technology.  

The full layout of the 128kb Non-Volatile Memory based 
on a Hybrid RRAM (HfO2) / 28nm FDSOI CMOS 
Technology is given Fig.11 and its main simulated features are 
summarized Table II. 
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TABLE II 
MACROCELL SUMMARY 

FEATURES VALUE 
CAPACITY 128 KB 
SECTOR 32 KB 
PROCESS 28 NM FDSOI CMOS & HFO2 RRAM  
CHIP SIZE 2.52 MM × 1.03 MM = 2.6 MM2  

POWER SUPPLY (TYP.) VDDDIG = 1 V, VDDANA = 1.2 V, 
HVFORMING = 2.8 V / HVSET/RESET = 2.4 V 

BUS CLOCK 25 MHZ 
READ/WRITE SIZE 32 BITS 

WRITE THROUGHPUT (TYP.) 114 MB/S 
READ THROUGHPUT (TYP.) 400 MB/S 

 

V. FULL MACRO-CELL VALIDATION 

 
Figure 12: Simulation results (corner Typical) of the FORMING process 
for a full bank. Current through RRAM of the cell0,0 (Word 0, Bit 0) and 
of the cell31,31 (Word 31, Bit 31), CF radius evolution during forming, as 
well as access-line voltage to the  cell0,0 and  cell31,31 are plotted. 

 
In this section, the 128kb Non Volatile Memory circuit is 

validated through transistor-level simulations. To demonstrate 
the functionality of the proposed architecture, a post-layout 
simulation of the selected bank (corner typical) is performed 
with the following sequence: 
• FORMING sequentially each addressed word within a 

given bank 
• READ sequentially each addressed word to confirm 

FORMING operation, i.e. LRS value for all bit-cells in the 
bank. 

• PROGRAM the full bank with a checkerboard (0101.., 
1010..) pattern by addressing each word sequentially 

• READ sequentially each addressed word of the bank to 
retrieve the checkerboard pattern 

• PROGRAM the same full bank with an inverse 
checkerboard pattern by addressing each word sequentially 

• READ sequentially each addressed word of the bank to 
retrieve the inverse checkerboard pattern.  

Fig.12 shows the FORMING operation of a full bank, all 
the words are sequentially formed, it is worth to note that the 
FORMING process duration for a word is 100µs, thus for a 
full bank, it represents 3.2ms. The Fig.12 highlights the 
voltage, current and Conductive Filament (CF) radius 
variation for the first bit-cell of the first word (Cell0,0) and for 
the last bit-cell of the last word (Cell31,31). For all the bit-
cell, the compliance current during FORMING is set to 62µA, 
representing an overall current of nearly 2mA for a full word.  

 

 
Figure 13: Simulation results (corner Typical) of the full PROGRAM/READ 
process for a full bank.  CF radius evolution of the cell0,0 RRAM (Word 0, Bit 
0) and of the cell31,31 RRAM (Word 31, Bit 31), during PROGRAM&READ, 
as well as access-line voltage to the  cell0,0 and  cell31,31 are plotted. Finally, 
the similarity of the DATA_IN and DATA_OUT values shows the success of 
PROGRAM and READ operations. 
 

The evolution of the CF radius clearly shows the 
FORMING  
operation. The biasing conditions extracted from the 
simulation are:  
• All the BL and WL remains to VDDana=1.2V during the 

FORMING process,  
• SL is set to HVFORMING=2.75V, instead of 2.8V due to 

voltage drop in the SL level-shifter, 
• RL is set to 5mV, instead of ground due to voltage drop in 

the RL level-shifter for the selected word, whereas it is set 
to HVFORMING for unselected words.  

Thus the selected RRAM are biased to 2.75V during 
FORMING. One can notice a very low leakage on the already 
formed cell of 0.76µA (see ICELL (cell0,0) during the 
FORMING of the word 31 in Fig.12). 
Fig.13 shows simulation results for the overall 
READ/PROGRAM process on a bank (READ to verify 
FORMING, PROGRAM checkerboard pattern, READ to 
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verify checkerboard pattern, PROGRAM inverse 
checkerboard pattern, READ to verify inverse checkerboard 
pattern). Functionality is validated, since the programmed 
patterns are successfully read. 

 
Figure 14: Simulation results (corner Typical) of a PROGRAM operation on 
cell0,0.  Current and CF radius evolution of the cell0,0 RRAM (Word 0, Bit 0) 
and of the cell31,31 RRAM (Word 31, Bit 31), during PROGRAM, as well as 
access-line voltage to the  cell0,0 and  cell31,31 are plotted. The program 
operation is composed of two steps, RESET/SET. 
 

Fig.14 and Fig.15 highlight respectively a PROGRAM 
operation and a READ operation. The PROGRAM operation 
is divided into two steps, in a first step bit-cells corresponding 
to DATA_IN=’1’ are RESET, whereas in a second step bit-
cells corresponding to DATA_IN=’0’ are SET. On Fig.14 
DATA_IN0=’1’, thus the cell0,0 is RESET, with a current of 
87µA for a voltage on the RRAM of 2.32-0.11 = 2.21V. In the 
SET step, the cell remains unchanged. Each steps, RESET and 
SET, takes 80ns for a global PROGRAM time of 170ns per 
word. Global current consumption is in a range of 1.5mA 
(SET all the cell) to 2.9mA (RESET all the cell). It is 
important to notice that the RESET current, as shown in 
Fig.14, is not constant during the RESET phase. Fig.15 
exhibits the two steps of a READ operation, in the first step 
the current source is enabled to pre-charge the bit-line for 
40ns, during the second step the sense amplifier is activated 
for 2ns to differentiate between HRS and LRS state. The 
current through the cell during the READ operation is below 
2µA. The READ operation duration together with the voltage 
on the RRAM (worst case 0.8V for a HRS RRAM) allow to 
avoid any disturb on the cell. This assumption is validated 
since there is no CF radius change during the READ process 
presented Fig.15. 

The same simulations are performed for the corner cases 
obtained from the worst-case measurements on the RRAM 
cell as depicted in Section II together with the SS corner of the 
CMOS core process. The Fig.16. summarizes the time and 
energy per cell for different operations, comparing typical 
(CMOS & RRAM TT) and worst-case results using the 
corners case (CMOS SS & RRAM corner Slow 
FORMING/SET and Slow-corner RESET) for the nominal 
voltages, defined as V1 (HVFORMING=2.8V, HVSET/RESET=2.4V) 
and for two others voltages V2 (HVFORMING=3.0V, 
HVSET/RESET=2.6V) and V3 (HVFORMING=3.2V, 
HVSET/RESET=2.8V). 

 
Figure 15: Simulation results (corner Typical) of a READ operation for a full 
word.  CF radius evolution of the cell0,0 RRAM (Word 0, Bit 0) and of the 
cell31,31 RRAM (Word 31, Bit 31), during PROGRAM&READ, as well as 
access-line voltage to the cell0,0 and  cell31,31 are plotted. Pre-charge and sense 
phase are detailed. 
 
To guarantee the functionality of the macro-cell in the worst-
case scenarios, timing has to be adapted, due to the 
voltage/timing characteristic of the RRAM. Doing so for 
nominal voltage configuration, timings and energy per cell are 
strongly degraded versus typical simulation as represented 
Fig.16 (Typical (V1) versus Corners (V1)). To recover typical 
results at nominal voltages for worst-case scenarios, voltages 
have to be increased as represented Fig.16 by V2 and V3 
voltage sets. However, the maximal stress voltage defined as 
gate/source or gate/drain voltage ramps up to 1.8V for  
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Figure 16: Operation duration and energy per cell for typical and corners 
cases, for 3 different voltage sets. 
FORMING and 1.4V for SET/RESET with set V2 and 
respectively 2V and 1.6V with set V3. These voltages remain 
acceptable for the FDSOI 28nm standard logic CMOS 
technology. 

VI. CONCLUSION 
In this paper, a full 128kb Embedded Non-Volatile Memory 

based on a Hybrid RRAM (HfO2) & 28nm FDSOI CMOS 
Technology is presented. The key points of the architecture 
are the use of standard logic MOS exclusively, avoiding any 
high voltage MOS usage, program/verify procedure to 
mitigate cycle to cycle (C2C) variability and direct bit-cell 
read access for characterization purpose. This architecture 
has been fully validated through an extensive set of post-
layout simulations at different voltage levels and using typical 
and the most pessimistic corners (MOS SS and RRAM worst 
FORMING/SET and RESET corners). The memory is 
functional at all corners for the different set of voltages 
owing to the time/voltage dependencies of RRAM. 
Moreover, it is interesting to note that the best efficiency is 
achieved with higher voltages but this track of optimization 
must be carefully used considering reliability issue of the 
standard logic MOS devices. 
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