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Interference Coordination via Power Domain

Channel Estimation

Chao Zhang :, Vineeth S. Varma ˚, Samson Lasaulce :, and Rapha:el Visoz ;

Abstract

A novel technique is proposed which enables each transmitter to acquire global channel state

information (CSI) from the sole knowledge of individual received signal power measurements, which

makes dedicated feedback or inter-transmitter signaling channels unnecessary. To make this possible, we

resort to a completely new technique whose key idea is to exploit the transmit power levels as symbols

to embed information and the observed interference as a communication channel the transmitters can

use to exchange coordination information. Although the used technique allows any kind of low-rate

information to be exchanged among the transmitters, the focus here is to exchange local CSI. The

proposed procedure also comprises a phase which allows local CSI to be estimated. Once an estimate

of global CSI is acquired by the transmitters, it can be used to optimize any utility function which

depends on it. While algorithms which use the same type of measurements such as the iterative water-

filling algorithm (IWFA) implement the sequential best-response dynamics (BRD) applied to individual

utilities, here, thanks to the availability of global CSI, the BRD can be applied to the sum-utility.

Extensive numerical results show that significant gains can be obtained and, this, by requiring no

additional online signaling.

I. INTRODUCTION

Interference networks are wireless networks which are largely distributed decision-wise or

information-wise. In the case of distributed power allocation over interference networks with

multiple bands, the iterative water-filling algorithm (IWFA) is considered to be one of the well-

known state-of-the art distributed techniques [2] [3] [4]. IWFA-like distributed algorithms have

at least two attractive features: they only rely on local knowledge e.g., the individual signal-

to-interference plus noise ratio (SINR), making them distributed information-wise; the involved

: L2S (CNRS-CentraleSupelec-Univ. Paris Sud), Gif-sur-Yvette, France.
˚ CRAN (CNRS-Univ. of Lorraine), Nancy, France.
; Orange Labs, Issy-les-Moulineaux, France.

The material in this paper was presented in part at the 2015 EUSIPCO Conference [1].



2

computational complexity is typically low. On the other hand, one drawback of IWFA and many

other distributed iterative and learning algorithms (see e.g., [5] [6]) is that convergence is not

always ensured [4] and, when converging, it leads to a Nash point which is globally inefficient.

One of the key messages of the present paper is to show that it is possible to exploit the

available feedback signal more efficiently than IWFA-like distributed algorithms do. In the

exploration phase1, instead of using local observations (namely, the individual feedback) to

allow the transmitters to converge to a Nash point, one can use them to acquire global channel

state information (CSI). This allows coordination to be implemented, and more precisely global

performance criteria or network utility to be optimized during the exploitation phase. As for

complexity, it has to be managed by a proper choice of the network utility function which has

to be maximized.

To obtain global CSI, one of the key ideas of this paper is to exploit the transmit power levels

as information symbols and to exploit the interference observed to decode these information

symbols. In the literature of power control and resource allocation, there exist papers where the

observation of interference is exploited to optimize a given performance criterion. In this respect,

an excellent monograph on power control is [7]. Very relevant references include [8] and [9]. In

[8], optimal power control for a reversed network (receivers can transmit) is designed, in which

the receiver uses the interference to estimate the cross channel, assuming perfect exchange of

information between the transmitters. In [9], the authors estimate local CSI from the received

signal but in the signal domain and in a centralized setting. To the best to the authors’ knowledge,

there is no paper where the interference measurement is exploited as a communication channel

the transmitters can utilize to exchange information or local CSI (namely, the channel gains of

the links which arrive to a given receiver), as is the case under investigation. In fact, we provide

a complete estimation procedure which relies on the sole knowledge of the individual received

signal strength indicator (RSSI). The proposed approach is somewhat related to the Shannon-

theoretic work on coordination available in [10] [11], which concerns two-user interference

1IWFA operates over a period which is less than the channel coherence time and it does so in two steps: an exploration

phase during which the transmitters update in a round robin manner their power allocation vector; an exploitation phase during

which the transmitters keep their power vector constant at the values obtained at the end of the exploration phase. As for IWFA,

unless mentioned otherwise, we will assume the number of time-slots of the exploitation phase to be much larger than that of

the exploration phase, making the impact of the exploration phase on the average performance negligible.
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channels when one master transmitter knows the future realizations of the global channel state.

It is essential to insist on the fact that the purpose of the proposed estimation scheme is

not to compete with conventional estimation schemes such as [12] (which are performed in the

signal-domain), but rather, to evaluate the performance of an estimation scheme that solely relies

on information available in the power-domain. Indeed, one of the key results of the paper is to

prove that global CSI (without phase information) can be acquired from the sole knowledge

of a given feedback which is the SINR or RSSI feedback. The purpose of such a feedback is

generally to adjust the power control vector or matrix but, to our knowledge, it has not been

shown that it also allows global CSI to be recovered, and additionally, at every transmitter. This

sharply contrasts with conventional channel estimation techniques which operate in the signal

domain and use a dedicated channel for estimation.

The main contributions and novelty of this work are as follows:

§ We introduce the important and novel idea of communication in the power domain, i.e., by

encoding the message on the transmit power and decoding by observing the received signal

strength. This can be used in fact to exchange any kind of low-rate information and not only

CSI.

§ This allows interfering transmitters to exchange information without requiring the presence

of dedicated signaling channels (like direct inter-transmitter communication), which may be

unavailable in real systems (e.g., in conventional Wifi systems or heterogeneous networks).

§ Normal (say high-rate) communication can be done even during the proposed learning phase

with a sub-optimal power control, i.e., communication during the learning time in the proposed

scheme is similar to communication in the convergence time for algorithms like IWFA.

§ We propose a way to both learn and exchanged the local CSI. Global CSI is acquired at every

transmitter by observing the RSSI feedback.

§ The proposed technique accounts for the presence of various noise sources which are non-

standard and affect the RSSI measurements (the corresponding modeling is provided in Sec.

II). By contrast, apart from a very small fraction of works (such as [4] [13] [14]), IWFA-like

algorithms assume noiseless measurements.

§ We conduct a detailed performance analysis to assess the benefits of the proposed approach

for the exploitation phase, which aims at optimizing the sum-rate or sum-energy-efficiency. As

(imperfect) global CSI is available, globally efficient solutions become attainable. The proposed

work can be extended in many respects; the main extensions are marked as (‹).
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II. PROBLEM STATEMENT AND PROPOSED TECHNIQUE GENERAL DESCRIPTION

Channel and communication model: The system under consideration comprises K ě 2

pairs of interfering transmitters and receivers; each transmitter-receiver pair will be referred to

as a user. Our technique directly applies to the multi-band case, and this has been done in the

numerical section. In particular, we assess the performance gain which can be obtained with

respect to the IWFA. However, for the sake of clarity and ease of exposition, we focus on the

single-band case, and explain in the end of Sec. IV, the modifications required to treat the multi-

band case. From this point on, we will therefore assume the single-band case unless otherwise

stated.

In the setup under study, the quantities of interest for a transmitter to control its power are

given by the channel gains. The channel gain of the link between Transmitter i P t1, ..., Ku and

Receiver j P t1, ..., Ku is denoted by gij “ |hij|2, where hij may typically be the realization of

a complex Gaussian random variable, if Rayleigh fading is considered. In several places in this

paper we will use the KˆK channel matrix G whose entries are given by the channel gains gij , i

and j respectively representing the row and column indices of G. Each channel gain is assumed

to obey a classical block-fading variation law. More precisely, channel gains are assumed to

be constant over each transmitted data frame. A frame comprises TI ` TII ` TIII consecutive

time-slots where Tm P N, m P tI, II, IIIu, corresponds to the number of time-slots of Phase m

of the proposed procedure; these phases are described further. Transmitter i, i P t1, ..., Ku, can

update its power from time-slot to time-slot. The corresponding power level is denoted by pi and

is assumed to be subject to power limitation as: 0 ď pi ď Pmax. The K´dimensional column

vector formed by the transmit power levels will be denoted by p “ pp1, ..., pKqT, T standing for

the transpose operator.

Feedback signal model: We assume the existence of a feedback mechanism which provides
each transmitter, an image or noisy version of the power received at its intended receiver for

each time-slot. The power at Receiver i on time-slot t is expressed as

ωiptq “ giipiptq ` σ
2
`
ÿ

j‰i

gjipjptq. (1)

where σ2 is the receive noise variance and piptq the power of Transmitter i on time-slot t.
We assume that the following procedure is followed by the transmitter-receiver pair. Receiver

i: measures the received signal (RS) power ωiptq at each time slot and quantizes it with N bits

(the RS power quantizer is denoted by QRS); sends the quantized RS power pωiptq as feedback
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to Transmitter i through a noisy feedback channel. After quantization, we assume that for all

i P t1, ..., Ku, pωiptq P W , where W “ tw1,w2, . . . ,wMu such that 0 ď w1 ă w2 ă ¨ ¨ ¨ ă wM

and M “ 2N . Transmission over the feedback channel and the dequantization operation are

represented by a discrete memoryless channel (DMC) whose conditional probability is denoted

by Γ. The distorted and noisy version2 of ωiptq, which is available at Transmitter i, is denoted

by rωiptq P W ; the quantity rωiptq will be referred to as the received signal strength indicator

(RSSI). With these notations, the probability that Transmitter i decodes the symbol w` given that

Receiver i sent the quantized RS power wk equals Γpw`|wkq.

In contrast with the vast majority of works on power control and especially those related to

the IWFA, we assume the feedback channel to be noisy. Note also that these papers typically

assume SINR feedback whereas the RSSI is considered here. The reasons for this is fourfold:

1) if Transmitter i knows piptq, giiptq, and has SINR feedback, this amounts to knowing its RS

power since ωiptq “ giipiptq

ˆ

1`
1

SINRiptq

˙

where SINRiptq “
giipiptq

σ2
`
ÿ

j‰i

gjipjptq
; 2) Assuming

an RS power feedback is very relevant in practice since some existing wireless systems exploit

the RSSI feedback signal (see e.g., [15]); 3) The SINR is subject to higher fluctuations than the

RS power, which makes SINR feedback less robust to distortion and noise effects and overall less

reliable; 4) As a crucial technical point, it can be checked that using the SINR as the transmitter

observation leads to complex estimators [16], while the case of RS power observations leads to

a simple and very efficient estimation procedure, as shown further in this paper.

Note that, here, it is assumed that the RS power is quantized and then transmitted through a
DMC, which is a reasonable and common model for wireless communications. Another possible

model for the feedback might consist in assuming that the receiver sends directly received signal

power over an AWGN channel; depending on how the feedback channel gain fluctuations may

be accounted for, the latter model might be more relevant and would deserve to be explored as

well (‹).

Proposed technique general description: The general power control problem of interest

consists in finding, for each realization of the channel gain matrix G, a power vector which

maximizes a network utility of the form upp; Gq. For this purpose, each transmitter is assumed

to have access to the realizations of its RSSI over a frame. One of the key ideas of this paper is

2Note that, for the sake of clarity, it is assumed here that the RS power quantizer and DMC are independent of the user index,

but the proposed approach holds in the general case.
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to exploit the transmit power levels as information symbols and exploit the observed interference

(which is observed through the RSSI or SINR feedback) for inter-transmitter communication.

The corresponding implicit communication channel is exploited to acquire global CSI knowledge

namely, the matrix G and therefore to perform operations such as the maximization of upp; Gq.

TI time-slots TI I time-slots TI I I time-slots
time

Transmission
of known
power levels

RSSI mea-
surements

Estimation
according to
RSSI

Local CSI is
quantized and
power modu-
lated

RSSI mea-
surements

Power lev-
els decoding
according to
RSSI

Demodulation

Global CSI

Network utility
maximization

Power control
vector

Phase I : Phase II : Phase III :

Local CSI estimation Local CSI exchange Exploitation

Fig. 1: The flowchart of the proposed scheme

The process of achieving the desired power

control vector is divided into three phases

(see Fig. 1). In Phase I, a sequence of power

levels which is known to all the transmitters

is transmitted (similar to a training sequence

in classical channel estimation but in the

power domain), and Transmitter i estimates

its own channel gains (i.e., g1i, g2i, ..., gKi) by

exploiting the noisy RSSI feedback; we refer

to the corresponding channel gains as local

CSI. In Phase II, each transmitter informs

the other transmitters about its local CSI by

using power modulation. By decoding the

modulated power, each transmitter can esti-

mate the channel gains of the other users and

thus, at the end of Phase II each transmitter

has its own estimate of the global CSI G;

the situation where transmitters have a non-

homogeneous or different knowledge of global CSI is referred to as a distributed CSI scenario

in [17]. In Phase III, each transmitter can then exploit global CSI to maximize (possibly in a

sub-optimal manner) the network utility of interest. In the numerical part, we make specific and

classical choices for the network utility namely, we consider the network sum-rate and network

sum-energy-efficiency.

III. PHASE I: LOCAL CSI ESTIMATION IN THE POWER DOMAIN

Phase I comprises TI time-slots. The aim of Phase I is to allow Transmitter i, i P t1, ..., Ku,

to acquire local CSI from the TI observations rωip1q, ..., rωipTIq which are available thanks to

the feedback channel between Receiver i and Transmitter i. Obviously, if local CSI is already
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available e.g., because another estimation mechanism is available, Phase I can be skipped and

one can directly proceed with the local CSI exchange among the transmitters namely, performing

Phase II.

For every time-slot of Phase I, each transmitter transmits at a prescribed power level which is

assumed to be known to all the transmitters. One of the key observations we make in this paper

is that, when the channel gains are constant over several time-slots, it is possible to recover

local CSI from the RSSI or SINR; this means that, as far as power control is concerned, there

is no need for additional signaling from the receiver for local CSI acquisition by the transmitter.

Thus, the sequences of power levels in Phase I can be seen as training sequences. Technically, a

difference between classical training-based estimation and Phase I is that estimation is performed

in the power domain and over several time-slots and not in the symbol domain (symbol duration

is typically much smaller than the duration of a time-slot) within a single time-slot. Also note that

working in the symbol domain would allow one to have access to hij but the phase information

on the channel coefficients is irrelevant for the purpose of maximizing a utility function of the

form upp; Gq. Another technical difference stems from the fact that the feedback noise is not

standard, which is commented more a little further.

By denoting ppip1q, ..., pipTIqq, i P t1, ..., Ku, the sequence of training power levels used by

Transmitter i, the following training matrix can be defined:

PI “

¨

˚

˚

˚

˝

p1p1q . . . pKp1q
...

...
...

p1pTIq . . . pKpTIq

˛

‹

‹

‹

‚

. (2)

With the above notations, the noiseless RS power vector ωi “ pωip1q, ..., ωipTIqq
T can be

expressed as:

ωi “ PIgi ` σ
21. (3)

where g
i
“ pg1i, .., gKiq

T and 1 “ p1, 1, ..., 1qT.

To estimate the local CSI g
i

from the sole knowledge of the noisy RS power vector or RSSI

rωi we propose to use the least-squares (LS) estimator in the power domain (PD), abbreviated as

LSPD, to estimate the local CSI as:

rgLSPD
i

“
`

PT
I PI

˘´1
PT

I

`

rωi ´ σ
21
˘

. (4)

where σ2 is assumed to be known from the transmitters since it can always be estimated through

conventional estimation procedures (see e.g., [18]). Using the LSPD estimate for local CSI
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therefore assumes that the training matrix PI is chosen to be pseudo-invertible. A necessary

condition for this is that the number of time-slots used for Phase I verifies: TI ě K. Using a

diagonal training matrix allows this condition to be met and to simplify the estimation procedure.

It is known that the LSPD estimate may coincide with the maximum likelihood (ML) estimate.

This holds for instance when the observation model of the form rωi “ ωi ` z where z is an

independent and additive white Gaussian noise. In the setup under investigation, z represents

both the effects of quantization and transmission errors over the feedback channels and does

not meet neither the independence nor the Gaussian assumption. However, we have identified

a simple and sufficient condition under which the LSPD estimate maximizes the likelihood

P prωi|giq. This is the purpose of the next proposition.

Proposition III.1. Denote by GML
i the set of ML estimates of g

i
, then we have

piq GML
i “ arg max

g
i

TI
ź

t“1

Γ
´

rωi ptq
ˇ

ˇ

ˇ
QRS

´

eTt PIgi ` σ
2
¯¯

;

piiq rgLSPD
i

P GML
i when for all `, arg max

k
Γpw`|wkq “ `;

where et is a column vector whose entries are zeros except for the tth entry which equals 1.

Proof. See Appendix A.

The sufficient condition corresponding to piiq is clearly met in classical practical scenarios.

Indeed, as soon as the probability of correctly decoding the sent quantized RS power symbol

(which is sent by the receiver) at the transmitter exceeds 50%, the above condition is verified.

It has to be noted that GML
i is not a singleton set in general, which indicates that even if the

LSPD estimate maximizes the likelihood, the set GML
i will typically comprise a solution which

can perform better e.g., in terms of mean square error.

If some statistical knowledge on the channel gains is available, it is possible to further improve

the performance of the channel estimate. Indeed, when the probability of g
i

is known it becomes

possible (up to possible complexity limitations) to minimize the mean square error E}pg
i
´ g

i
}
2.

The following proposition provides the expression of the minimum mean square error (MMSE)

estimate in the power domain (PD) .

Proposition III.2. Assume that @i P t1, ..., Ku, pωi and rωi belong to the set Ω “ tw1, ...,wMTIu,

where w1 “ pw1,w1, ...,w1q
T, w2 “ pw1,w1, ...,w2q

T,..., wMTI “ pwM ,wM , ...,wMq
T (namely,

vectors are ordered according to the lexicographic order and have TI elements each). Define

Gm as
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Gm :“
 

x P RK
` : QRS

`

PIx` σ
21
˘

“ wm

(

. (5)

Then the MMSE estimator in the power domain expresses as:

rgMMSEPD

i
“

MTI
ÿ

m“1

TI
ś

t“1

Γ prωiptq|wmptqq

ż

Gm

φi

´

g
i

¯

g
i
dg1i...dgKi

MTI
ÿ

m“1

TI
ś

t“1

Γ prωiptq|wmptqq

ż

Gm

φi

´

g
i

¯

dg1i...dgKi

, (6)

where φi represents the probability density function (p.d.f.) of g
i

and wmptq is the t-th element

of wm.

Proof. See Appendix B.

In the simulation section (Sec. V), we will compare the LSPD and MMSEPD performance

in terms of estimation SNR, sum-rate, and sum-energy-efficiency. While the MMSEPD estimate

may provide a quite significant gain in terms of MSE over the LSPD estimate, it also has a

much higher computational cost. Simulations reported in Sec. V will exhibit conditions under

which choosing the LSPD solution may involve a marginal loss w.r.t. the MMSEPD solution e.g.,

when the performance is measured in terms of sum-rate. Therefore the choice of the estimator

can be made based on the computation capability, the choice of utility for the system under

consideration, or the required number of time-slots (MMSEPD allows for a number of time-

slots which is less than K, whereas this is not possible for LSPD). Note that some refinements

might be brought to the proposed estimator e.g., by using a low-rank approximation of the

channel vector (see e.g., [20]), which is particularly relevant if the channel appears to possess

some sparseness.

IV. PHASE II: LOCAL CSI EXCHANGE IN THE POWER DOMAIN

Phase II comprises TII time-slots. The aim of Phase II is to allow Transmitter i, i P t1, ..., Ku,

to exchange its knowledge about local CSI with the other transmitters; the corresponding estimate

will be merely denoted by rg
i
“ prg1i, ..., rgKiq

T, knowing that it can refer either to the LSPD or

MMSEPD estimate. The proposed procedure is as follows and is also summarized in Fig. 3.

Transmitter i quantizes the information rg
i

through a channel gain quantizer called QII
i and

maps the obtained bits (through a modulator) into the sequence of power levels pII
i
“ ppipTI `

1q, ..., pipTI`TIIqq
T. From the RSSI observations rωII

j “ prωjpTI`1q, ..., rωjpTI`TIIqq
T, Transmitter

j (j ‰ i) can estimate (through a decoder) the power levels used by Transmitter i. To facilitate
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g
i

Phase I
ÝÝÝÝÝÑ rg

i

Quantizer
ÝÝÝÝÝÝÝÑ QII

i prgiq
Modulator
ÝÝÝÝÝÝÝÑ pII

i

Ó Eq.p1q

rgj
i

Dequantizer&

Demodulator
ÐÝÝÝÝÝÝÝÝ rpII

i

Decoder 7j, j‰i
ÐÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝ rωII

j

Fig. 2: The figure summarizes the overall processing chain for the CSI

the corresponding operations, we assume that the used power levels in Phase II have to lie in

the reduced set P “ tP1, ..., PLu with @` P t1, ..., Lu, P` P r0, Pmaxs. The estimate Transmitter

j has about the channel vector g
i

will be denoted by rgj
i
“

`

rgj1i, ..., rg
j
Ki

˘T
. The corresponding

channel matrix estimate is denoted by rGj . In what follows, we describe the proposed schemes

for the three operations required to exchange local CSI namely, quantization, power modulation,

and decoding. The situation where transmitters have different estimates of the same channel is

referred to as a distributed CSI scenario in [17]. Assessing analytically the impact of distributed

CSI on the sum-rate or sum-energy-efficiency is beyond the scope of this paper but constitutes a

very relevant extension of it (‹); only simulations accounting for the distributed CSI effect will

be provided here.

It might be noticed that the communication scenario in Phase II is similar to the X-channel

scenario in the sense that each transmitter wants to inform the other transmitters (which play

the role of receivers) about its local CSI, and this is done simultaneously. All the available

results on the X-channel exploit the channel structure (e.g., the phase information) to improve

performance (e.g., by interference alignment [19] or filter design). Therefore, knowing how to

exploit the X-channel scenario in the setup under consideration (which is in part characterized

by the power domain operation) in this paper, appears to a relevant extension (‹).

Channel gain quantization operation QII
i : The first step in Phase II is for each of the

transmitters to quantize the K´dimensional vector rg
i
. For simplicity, we assume that each

element of the real K´dimensional vector rg
i

is quantized by a scalar quantizer into a label of

NII bits. This assumption is motivated by low complexity but also by the fact that the components

of rg
i

are independent in the most relevant scenarios of interest. For instance, if local CSI is very
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well estimated, the estimated channel gains are close to the actual channel gains, which are

typically independent in practice. Now, in the general case of arbitrary estimation noise level,

the components of rg
i

will be independent when the training matrix PI is chosen to be diagonal,

which is a case of high interest and is motivated further in Sec. V. Under the channel gain

(quasi-) independency, vector quantization would bring (almost) no performance improvement.

The scalar quantizer used by Transmitter i to quantize rgji is denoted by QII
ji. Finding the best

quantizer in terms of ultimate network utility (e.g., in terms of sum-rate or sum-energy-efficiency)

does not appear to be straightforward (‹). We present two possible quantization schemes in this

section.

A possible, but generally sub-optimal approach, is to determine a quantizer which minimizes

distortion. The advantage of such approach is that it is possible to express the quantizer and

it leads to a scheme which is independent of the network utility; this may be an advantage

when the utility is unknown or changing. A possible choice for the quantizer QII
i is to use

the conventional version of the Lloyd-Max algorithm (LMA) [21]. However, this algorithm

assumes perfect knowledge of the information source to be quantized (here this would amount

to assuming the channel estimate to be noiseless) and no noise between the quantizer and the

dequantizer (here this would amount to assuming perfect knowledge of the RS power). The

authors of [22] proposed a generalized version of the Lloyd-Max algorithm for which noise can

be present both at the source and the transmission but the various noise sources are assumed to

verify standard assumptions (such as independence of the noise and the source), which are not

verified in the setting under investigation; in particular, the noise in Phase I is the estimation

noise, which is correlated with the transmitted signal. Deriving the corresponding generalized

Lloyd-Max algorithm can be checked to be a challenging task, which is left as an extension

of the technical solutions proposed here (‹). Rather, we will provide here a special case of the

generalized Lloyd-Max algorithm, which is very practical in terms of computational complexity

and required knowledge.

The version of the Lloyd-Max algorithm we propose will be referred to as ALMA (advanced

Lloyd-Max algorithm). ALMA corresponds to the special case (of the most generalized version

mentioned previously) in which the algorithm assumes noise on the transmission but not at the

source (although the source can be effectively noisy). This setting is very well suited to scenarios

where the estimation noise due to Phase I is negligible or when local CSI can be acquired

reliably by some other mechanism. In the numerical part, we can observe the improvements of
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the proposed ALMA with respect to the conventional LMA. Just like the conventional LMA,

ALMA aims at minimizing distortion by iteratively determining the best set of representatives

and the best set of cells (which are intervals here) when one of the two is fixed. The calculations

for obtaining the optimal representatives and partitions are given in Appendix C for both the

special case of no source noise as well as for the general case. Solving the general case can be

seen from Appendix C to be computationally challenging.

To comment on the proposed algorithm which is given by the pseudo-code of Algorithm

1, a few notations are in order. We denote by q P t1, ..., Qu the iteration index (where Q is

the upper bound on the number of iterations) and define R “ 2NII . For each channel gain

estimate rgji to be quantized, we denote by vji “
!

v
pqq
ji,1, ..., v

pqq
ji,R

)

the set of representatives

and by
!

u
pqq
ji,1, ..., u

pqq
ji,R`1

)

(with u
pqq
ji,1 “ 0 and u

pqq
ji,R`1 “ 8) the set of interval bounds which

defines how the set rgji lies in (namely r0,`8q) is partitioned. At each iteration, the choice of

the set of representatives or intervals aims at minimizing the end-to-end distortion E|rgji ´ gji|2.

This minimization operation requires some statistical knowledge. Indeed, the probability that

the dequantizer decodes the representative v
pqq
ji,r given that vpqqji,n has been transmitted needs

to be known; this probability is denoted by πjipr|nq and constitutes one of the inputs of

Algorithm 1. The second input of Algorithm 1 is the p.d.f. of gji which is denoted by φji.

The third input is given by the initial choice for the quantization intervals that is, the set
!

u
p0q
ji,1, ..., u

p0q
ji,R`1

)

. Convergence of ALMA to a global minimum point is not guaranteed and

finding sufficient condition for global convergence is known to be non-trivial. However, local

convergence is guaranteed; an elegant and general argument for this can be found in [23].

Conducting a theoretical analysis in which global convergence is tackled would constitute a

significant development of the present analysis (‹), which is here based on typical and realistic

simulation scenarios.

At this point two comments are in order. First, through (7)-(8), it is seen that ALMA relies on

some statistical knowledge which might not always be available in practice. This is especially

the case for πji and γji since the knowledge of channel distribution information (CDI, i.e., φji)

is typically easier to be obtained. The CDI may be obtained by storing the estimates obtained

during past transmissions and forming empirical means (possibly with a sliding window). If

the CDI is time-varying, a procedure indicating to the terminals when to update the statistics

might be required. Second, if we regard Phase II as a classical communication process, then

the amount of information sent by the source is maximized when the source signal is uniformly
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Inputs: πji, φji pgjiq,
!

u
p0q
ji,1, ..., u

p0q
ji,R`1

)

Outputs:
 

u‹ji,1, ..., u
‹
ji,R`1

(

,
 

v‹ji,1, ..., v
‹
ji,R`1

(

Initialization: Set q “ 0. Initialize the quantization intervals according to
!

u
p0q
ji,1, ..., u

p0q
ji,R`1

)

. Set up´1qji,r “ 0 for all r P t1, ..., Ru.

while max
r
||u
pqq
ji,r ´ u

pq´1q
ji,r || ą δ and q ă Q do

Update the iteration index: q Ð q ` 1.

For all r P t1, 2, .., Ru set

v
pqq
ji,r Ð

R
ÿ

n“1

πji pr|nq

ż u
pq´1q
ji,n`1

u
pq´1q
ji,n

gjiφjipgjiqdgji

R
ÿ

n“1

πji pr|nq

ż u
pq´1q
ji,n`1

u
pq´1q
ji,n

φjipgjiqdgji

. (7)

For all r P t2, 3, .., Ru set

u
pqq
ji,r Ð

R
ÿ

n“1

rπji pn|rq ´ πji pn|r ´ 1qs
´

v
pqq
ji,n

¯2

2
R
ÿ

n“1

rπji pn|rq ´ πji pn|r ´ 1qs v
pqq
ji,n

. (8)

end

@r P t2, ..., Ru, u‹ji,r “ u
pqq
ji,r, u

‹
ji,1 “ 0 and u‹ji,R`1 “ 8

@r P t1, ..., Ru, v‹ji,r “ v
pqq
ji,r

Algorithm 1: Advanced Lloyd-Max algorithm (ALMA)

distributed. It turns out minimizing the (end-to-end) distortion over Phase II does not involve

this. Motivated by these two observations we provide here a second quantization scheme, which

is simple but will be seen to perform quite well in the numerical part. We will refer to this

quantization scheme as maximum entropy quantizer (MEQ). For MEQ, the quantization interval

bounds are fixed once and for all according to:

@r P t1, ..., Ru, @pj, iq P t1, ..., Ku2,

ż uji,r`1

uji,r

φjipgjiqdgji “
1

R
. (9)

The representative of the interval ruji,r, uji,r`1s is denoted by vji,r and is chosen to be its centroid:

vji,r “

ż uji,r`1

uji,r

gjiφjipgjiqdgji

ż uji,r`1

uji,r

φjipgjiqdgji

. (10)
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We see that each representative has the same probability to occur, which maximizes the entropy

of the quantizer output, hence the proposed name. To implement MEQ, only the knowledge of

φji is required. Additionally, the complexity involved is very low.

Power modulation: To inform the other transmitters about its knowledge of local CSI,

Transmitter i maps the K labels of NII bits produced by the quantizer QII
i to a sequence of power

levels ppipTI` 1q, pipTI` 2q, . . . , pipTI` TIIqq. Any one-to-one mapping might be used a priori.

Although the new problem of finding the best mapping for a given network utility arises here

and constitutes a relevant direction to explore (‹), we will not only develop this here. Rather, our

main objective here is to introduce this problem and illustrate it clearly for a special case which

is treated in the numerical part. To this end, assume Phase II comprises TII “ 2 time-slots, K “ 2

users, and that the users only exploit L “ 2 power levels during Phase II say P “ tPmin, Pmaxu.

Further assume 1´bit quantizers, which means that the quantizers QII
ji produce binary labels.

For simplicity, we assume the same quantizer Q is used for all the four channel gains g11, g12,

g21, and g22: if gij P r0, µs then the quantizer output is denoted by gmin; if gij P pµ,`8q then

the quantizer output is denoted by gmax. Therefore a simple mapping scheme for Transmitter

1 (whose objective is to inform Transmitter 2 about pg11, g21q) is to choose p1pTI ` 1q “ Pmin

if Qpg11q “ gmin and p1pTI ` 1q “ Pmax otherwise; and p1pTI ` 2q “ Pmin if Qpg21q “ gmin

and p1pTI ` 2q “ Pmax otherwise. Therefore, depending on the p.d.f. of gij , the value of µ,

the performance criterion under consideration, a proper mapping can chosen. For example, to

minimize the energy consumed at the transmitter, using the minimum transmit power level Pmin

as much as possible is preferable; thus if PrpQpg11q “ gminq ě PrpQpg11q “ gmaxq, the power

level Pmin will be associated with the minimum quantized channel gain that is Qpg11q “ gmin.

Power level decoding: For every time-slot t P tTI ` 1, ..., TI ` TIIu the power levels are

estimated by Transmitter i as follows

rp
´i
ptq P arg min

p
´i
PPK´1

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

j‰i

pjrgji ´ prωiptq ´ piptqrgii ´ σ
2
q

ˇ

ˇ

ˇ

ˇ

ˇ

, (11)

where p
´i
“ pp1, .., pi´1, pi`1, .., pKq. As for every j, rgji is known at Transmitter i, the above

minimization operation can be performed. It is seen that exhaustive search can be performed

as long as the number of tests, which is LK´1, is reasonable. For this purpose, one possible

approach is to impose the number of power levels which are exploited over Phase II to be small.

In this respect, using binary power over Phase II is not only relevant regarding complexity issues

but also in terms of robustness against the various possible sources of noise. As for the number
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of interfering users using the same channel (meaning operating on the same frequency band,

at the same period of time, in the same geographical area), it will typically be small and

does not exceed 3 or 4 in real wireless systems. More generally, this shows that the proposed

technique can accommodate more than 4 users in total; For example, if we have 12 bands, having

48 “ 12ˆ 4 users would be manageable by applying the proposed technique for each band. As

our numerical results indicate, using (11) as a decoding rule to find the power levels of the other

transmitters generally works very well for K “ 2. When the number of users is higher, each

transmitter needs to estimate K ´ 1 power levels with only one observation equation, which

typically induces a non-negligible degradation in terms of symbol error rate. In this situation,

Phase II can be performed by scheduling the activity of all the users, such that only 2 users are

active at any given time-slot in Phase II. Once all pairs of users have exchanged information on

their channel states, Phase II is concluded.

Remark 1. Note that the case where only one user is active at a time is a special case of the

decoding scheme assumed here. The advantage of our more general decoding scheme is that it

can be used when strict SINR feedback is used [1] instead of RSSI; indeed when only one user

is active at a time, the SINR becomes an instantaneous SNR and cannot convey any coordination

information. Concerning the setting with RSSI feedback, the drawback of our assumption is that

in the presence of noise on the RS power feedback, the performance of Phase II may be limited

when the cross channel gains are very small. If this turned out to be a crucial problem, allowing

only one user to be active at a time is preferable.

Remark 2 (required number of time-slots). The proposed technique typically requires K`K “

2K time-slots for the whole exploration phase (Phases I and II). It therefore roughly require

the same amount of resources as IWFA, which indeed needs about 2K or 3K SINR samples to

converge to Nash equilibrium. While channel acquisition may seem to take some time, please

note that regular communication is uninterrupted and occurs in parallel. As already mentioned,

the context in which the proposed technique and IWFA are the most suited is a context where

the channel is constant over a large number of time-slots, which means that the influence of

the exploration phase on the average performance is typically negligible. Nonetheless, some

simulations will be provided to assess the optimality loss induced by using power levels to

convey information.

Remark 3 (extension to the multi-band scenario). As explained in the beginning of this paper,

Phases I and II are described for the single-band case, mainly for clarity reasons. Here, we
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briefly explain how to adapt the algorithm when there are multiple bands. In Phase I, the only

difference exists in choosing the training matrix. With say S bands to transmit, for each band

s P t1, ..., Su, the training matrix Ps
I has to fulfill the constraint

S
ÿ

s“1

psi ptq ď Pmax where psi is

the power Transmitter i allocates to band s. In Phase II, each band performs in parallel like the

single-band case. Since there are power constraints for each transmitter, the modulated power

should satisfy
S
ÿ

s“1

psi ptq ď Pmax.

Remark 4 (extension to the multi-antenna case). To perform operation such as beam-forming,

the phase information is generally required. The proposed local CSI estimation techniques

(namely, for Phase I) do not allow the phase information or the direction information to be

recovered; Therefore, another type of feedback should be considered for this. However, if another

estimation scheme is available or used for local CSI acquisition and that scheme provides the

information phase, then the techniques proposed for local CSI exchange (namely, for Phase II)

can be extended. An extension which is more in line with the spirit of the manuscript is given

by a MIMO interference channel for which each transmitter knows the interference-plus-noise

covariance matrix and its own channel. This is the setup assumed by Scutari et al in their work

on MIMO iterative water-filling [3].

Remark 5 (type of information exchanged). One of the strengths of the proposed exchange

procedure is that any kind of information can be exchanged. However, since SINR or RSSI is

used as the communication channel, this has to be at a low-rate which is given by the frequency

at which the power control levels are updated and the feedback samples sent.

V. NUMERICAL ANALYSIS

In this section, as a first step (Sec. V-A), we start with providing simulations which result

from the combined effects of Phases I and II. To make a coherent comparison with IWFA, the

network utility will be evaluated without taking into account a cost possibly associated with the

exploration or training phases (i.e., Phases I and II for the proposed scheme or the convergence

time for IWFA). The results are provided for a reasonable scenario of small cell networks which

is similar to those already studied in other works (see e.g., [24] for a recent work). As a second

step (Sec. V-B and V-C), we study special cases to better understand the influence of each

estimation phase and the different parameters which impact the system performance.



17

A. Global performance analysis: a simple small cell network scenario

Acronym Meaning Definition

ALMA advanced Lloyd-Max algorithm (7),(8)

CSI channel state information

EE energy-efficiency

ENSR estimation signal-to-noise ratio (14)

ISD inter site distance

IWFA iterative water-filling algorithm [2]

LMA conventional Lloyd-Max algo-

rithm

[21]

LSPD least squares estimator (4)

in power domain

MEQ maximum entropy quantizer (9),(10)

MMSEPD minimum mean square error (6)

estimator in power domain

MS mobile station

SBS small base station

Team BRD team best response dynamics (13),(16)

TABLE I: Acronyms used in Sec. V

SBS1 SBS2 SBS3

SBS4 SBS5 SBS6

SBS7 SBS8 SBS9

MS1

MS2 MS3

MS4 MS5

MS6

MS7

MS8

MS9

Cell size: dˆ d

Inter-site distance: d

d

Interference

Fig. 3: Small cell network configuration assumed

in Sec. V-A

As shown in Fig. 3, the considered scenario assumes K “ 9 small cell base stations with

maximal transmit power Pmax “ 30 dBm. One or two bands are assumed, depending on the

scenario considered. One user per cell is assumed, which corresponds to a possible scenario in

practice (see e.g., [24] [25] [26]). We also use this setup to be able to compare the proposed

scheme with IWFA whose performance is generally assessed for the most conventional form

of the interference channel, namely, K transmitter-receiver pairs. The normalized receive noise

power is σ2
“ 0 dBm. This corresponds to SNRpdBq “ 30 where the signal-to-noise ratio is

defined by

SNRpdBq “ 10 log10

ˆ

Pmax

σ2

˙

. (12)

Here and in all the simulation section, we set the SNR to 30 dB by default. RS power mea-

surements are quantized uniformly in a dB scale with N “ 8 bits and the quantizer input

dynamics or range in dB is rSNRpdBq ´ 20, SNRpdBq ` 10s. The DMC Γ is constructed with

error probability ε to the two nearest neighbors, i.e., for the symbols w1 ă w2 ă ¨ ¨ ¨ ă wM

(with M “ 2N ), Γ pwi|wjq “ ε if |i´ j| “ 1 and Γ pwi|wjq “ 0 if |i´ j| ą 1. In this section

ε “ 1%; the quantity ε will be referred to as the feedback channel symbol error rate (FCSER).
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For all pi, jq and s (s always being the band index) the channel gain gsij on band s is assumed to

be exponentially distributed namely, its p.d.f. writes as φs
ijpg

s
ijq “

1

Ergsijs
exp

ˆ

´
gsij

Ergsijs

˙

; this

corresponds to the well-known Rayleigh fading assumption. Here, Epgsijq models the path loss

effects for the link ij and depends of the distance as follows: Epgsijq “
ˆ

d0
dij

˙2

where dij is

the distance between Transmitter i and Receiver j and d0 “ 5 m is a normalization factor. The

normalized coordinates of the mobile stations MS1, ...,MS9 are respectively given by: p3.8, 3.2q,

p7.9, 1.4q, p10.2, 0.7q, p2.3, 5.9q, p6.6, 5.9q, p14.1, 9.3q, p1.8, 10.6q, p7.1, 14.6q, p12.5, 10.7q; the

real coordinates are obtained by multiplying the former by the ratio
ISD

d0
, ISD being the inter site

distance. In this section, the system performance is assessed in terms of sum-rate, the sum-rate

being given by:

usum-rate
pp

1
, ..., p

K
; Gq “

K
ÿ

i“1

S
ÿ

s“1

logp1` SINRs
i pp1, ..., pK ; Gqq. (13)

where p
i
“ pp1i , ..., p

S
i q represents the power allocation vector of Transmitter i, SINRs

i is the

SINR at Receiver i in band s and expresses as SINRs
i “

gsiip
s
i

σ2
`
ÿ

j‰i

gsjip
s
j

.

Fig. 4a, represents the average sum-rate against the ISD. The sum-rate is averaged over 104

realizations of the channel gain matrix G and the inter site distance is the distance between

two neighboring small base stations. Three curves are represented. The top curve corresponds

to the performance of the sequential best-response dynamics applied to the sum-rate (referred

to as Team BRD) in the presence of perfect global CSI. The curve in the middle corresponds

to Team BRD which uses the estimate obtained by using the most simple association proposed

in the paper namely, LSPD for Phase I and the 2´bit MEQ for Phase II. The LSPD estimator

uses K time-slots and the K´dimensional identity matrix PI “ PmaxIK for the training matrix.

The 2´bit MEQ uses binary power control (L “ 2) and 2K time-slots to send the information,

i.e., g
i
); this corresponds to the typical number of time-slots IWFA needs to converge. At last,

the bottom curve corresponds to IWFA using local CSI estimates provided by Phase I. It is seen

that about 50% of the gap between IWFA and Team BRD with perfect CSI can be bridged by

using the proposed estimation procedure. When the interference level is higher, the gap becomes

larger. Fig. 4b depicts exactly the same scenario as Fig. 4a except that only one band is available

to the small cells i.e., S “ 1. Here the gap can be bridged at about 65% when using Team BRD

with the proposed estimation procedure.
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In this section, some choices have been made: a diagonal training matrix and the LSPD

estimator has been chosen for Phase I and the MEQ has been chosen for Phase II. The purpose

of the next sections is to explain these choices, and to better identify the strengths and weaknesses

of the proposed estimation procedures.
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IWFA with estimated local CSI (LSPD)

(b) S “ 1

Fig. 4: The above curves are obtained in the scenario of Fig. 4 in which K “ 9 transmitter-receiver pairs,

SNRpdBq “ 30, the FCSER is given by ε “ 0.01, N “ 8 quantization bits for the RSSI, and L “ 2 power levels.

Using the most simple estimation schemes proposed in this paper namely LSPD and MEQ can bridge the gap

between the IWFA and the team BRD with perfect CSI, about 50% when S “ 2 and about 65% when S “ 1.

B. Comparison of estimation techniques for Phase I

In Phase I, there are two main issues to be addressed: the choice of the estimator and the choice

of the training matrix PI. To compare the LSPD and MMSEPD estimators, we first consider the

estimation SNR (ESNR) as the performance criterion to compare them. The estimation SNR of

Transmitter i is defined here for the case S “ 1 and is given by:

ESNRi “
Er}G}2s

Er}G´ rGi}
2s
. (14)

where }.}2 stands for the Frobenius norm and rGi is the global channel estimate which is available

to Transmitter i after Phases I and II. In this section, we always assume a perfect exchange in

Phase II to conduct the different comparisons. This choice is made to isolate the impact of Phase

I estimation techniques on the estimation SNR and the utility functions which are considered

for the exploitation phase. After extensive simulations, we have observed that the gain in terms



20

0 5 10 15

0

5

10

15

20

25

30

35

40

45

SIR (dB)

E
s

ti
m

a
ti

o
n

 S
N

R
 (

d
B

)

}

}
}

gap=1dB

ε=1%

ε=5%

ε=10%

N=8

N=4

N=2
gap=5dB

gap=0dB

MMSEPD

M MMMSEPD

LSPD

LSPD

LSPD

MMSEPD

(a) Using MMSEPD instead of LSPD in Phase I be-

comes useful in terms of ESNR when the RSSI quality
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(b) The figure provides the relative utility loss under

quite severe conditions in terms of RSSI quality (N “

2, ε “ 10%).

Fig. 5: Comparing MMSEPD and LSPD assuming perfect Phase II.

of ESIR by using the best training matrix (computed by an exhaustive search over all the matrix

elements) is found to be either negligible or quite small when compared to the best diagonal

training matrix (computed by an exhaustive search over the diagonal elements); see e.g., Fig. 6a

for such a simulation. Therefore, for the rest of this paper, we will restrict our attention to

diagonal training matrices for reducing the computational complexity without any significant

performance loss. To conclude about the choice of the training matrix, we assess the impact

of using power levels to learn local CSI instead of using them to optimize the performance

of Phase I. For this, we compare in Fig. 6b the scenario in which a diagonal training matrix

is used to learn local CSI, with the scenario in which the best training matrix in the sense of

the expected sum-rate (over Phase I). Global channel distribution information is assumed to be

available in the latter scenario. The corresponding choice is feasible computationally speaking

for small systems.

Fig. 5a represents for K “ 2, S “ 1, and SNRpdBq “ 30, the estimation SNR (in dB) against

the signal-to-interference ratio (SIR) in dB SIRpdBq which is defined here as

SIRpdBq “ 10 log10

ˆ

Epg11q
Epg21q

˙

“ 10 log10

ˆ

Epg22q
Epg12q

˙

. (15)

The three curves in red solid lines represent the MMSEPD estimator performance while the
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levels to learn local CSI instead of maximizing the

expected sum-rate. This loss may be influential on the

average performance when the number of time-slots of

the exploitation phase is not large enough.

Fig. 6: Influence of the training matrix.

three curves in blue dashed line represent the LSPD estimator performance. The performance

gap between MMSEPD and LSPD depends on the quality of the RSSI at the transmitters. When

RS power measurements are quantized with N “ 8 bits and the feedback channel symbol error

rate is ε “ 1%, the gap in dB is very close to 0. Using MMSEPD instead of LSPD becomes

much more relevant in terms of ESNR when the quality of feedback is degraded. Indeed, for

N “ 2 bits and ε “ 10%, the gap is about 5 dB. Note that having a very small number of

RSSI quantization bits and therefore significant feedback quality degradation may also occur in

classical wireless systems where the feedback would be binary such as an ACK/NACK feedback.

Indeed, an ACK/NACK feedback can be seen as the result of a 1´bit quantization of the RSSI

or SINR. The proposed technique might be used to coordinate the transmitters just based on this

particular and rough feedback. Even though the noise on the RSSI is correlated with the signal

and is not Gaussian, we observe that MMSEPD and LSPD (which can be seen as a zero-forcing

solution) perform similarly when the noise becomes negligible. At last note that the ESNR is

seen to be independent of the SIR; this can be explained by the used training matrix, which is

diagonal.
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The above comparison is conducted in terms of ESNR but not in terms of final utility. To assess

the impact of Phase I on the exploration phase, two common utility functions are considered

namely, the sum-rate and the sum-energy-efficiency (sum-EE) which is defined as:

usum-EE
pp

1
, ..., p

K
; Gq “

K
ÿ

i“1

S
ÿ

s“1

fpSINRs
i pp1, ..., pK ; Gqq

S
ÿ

s“1

psi

. (16)

where the same notations as in (13) are used; f is an efficiency function which represents the

packet success rate or the probability of having no outage. Indeed, the utility function usum-EE

corresponds to the ratio of the packet success rate to the consumed transmit power and has been

used in many papers (see e.g., [27] [28] [29] [30] [31]). Here we choose the efficiency function

of [28]: fpxq “ exp
´

´
c

x

¯

with c “ 2r
´ 1 “ 1, r being the spectral efficiency. Fig. 5b depicts

for K “ 2, S “ 1, N “ 2, ε “ 10% the average relative utility loss ∆u in % against the SIR

in dB. The average relative utility loss in % is defined by

∆up%q “ 100E

«

upp‹
1
, ..., p‹

K
; Gq ´ uprp‹

1
, ...,rp‹

K
; Gq

upp‹
1
, ..., p‹

K
; Gq

ff

. (17)

where upp‹
1
, ..., p‹

K
; Gq is the best sum-utility which can be attained when every realization of G is
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Fig. 7: Optimality loss induced in Phase II when using

power levels to exchange local CSI instead of maximizing

the expected sum-rate. This loss may be influential on the

average performance when the number of time-slots of the

exploitation phase is not large enough.

known perfectly. The latter is obtained by

performing exhaustive search over 100 val-

ues equally spaced in r0, Pmaxs and this for

each draw of G; the average is obtained

from 104 independent draws of G. The utility

uprp‹
1
, ...,rp‹

K
; Gq is also obtained with exhaus-

tive search but by using either the LSPD or

MMSEPD estimator and assuming Phase II

to be perfect. Fig. 5b shows that even under

severe conditions in terms observing the RS

power at the transmitter, the MMSEPD and

LSPD estimators have the same performance

in terms of sum-rate. This holds even though

the gap in terms of ESNR is 5 dB (see

Fig. 5a). Note that the relative utility loss
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is about 3% showing that the sum-rate performance criterion is very robust against channel

estimation errors. When one considers the sum-EE, the relative utility loss becomes higher and

is the range 15%´ 20% and the gap between MMSEPD and LSPD becomes more apparent this

time and equals about 5%. The observations made for the special setting considered here have

been checked to be quite general and apply for more users, more bands, and other propagation

scenarios: unless the RSSI is very noisy or when only an ACK/NACK-type feedback is available,

the MMSEPD and LSPD estimators perform quite similarly. Since the MMSEPD estimator

requires more knowledge and more computational complexity to be implemented, the LSPD

estimator seems to be the best choice when the quality of RSSI is good as it is in current

cellular and Wifi systems.

To conclude this section, we provide the counterpart of Fig. 6b for phase 2 in Fig. 7. The

scenario in which a diagonal training matrix is used to exchange local CSI, with the scenario

in which power control is to maximize the expected sum-rate (over Phase II). But here, the

expectation is not taken over local CSI since it is assumed to be known. The corresponding

choice is feasible computationally speaking for small systems.

C. Comparison of quantization techniques for Phase II
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Fig. 8: Performance analysis of conventional LMA, ALMA and MEQ assuming Phase I to be perfect.
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In this section, we assume Phase I to be perfect. Again, this choice is made to isolate

the impact of Phase II estimation techniques on the estimation SNR and the utility functions

which are considered for the exploitation phase. When L “ 2 and we quantize with 1-bit,

we map the smallest representative of the quantizer to the lowest power and the largest to the

highest power level in P and the other element. If L ą 2, the power levels belong to the set
"

0,
1

L´ 1
Pmax,

2

L´ 1
Pmax, ..., Pmax

*

are picked and the representatives are mapped in the order

corresponding to their value. In Phase II, the most relevant techniques to be determined is the

quantization of the channel gains estimated through Phase I.

For K “ 2 users, S “ 1 band, L “ 2 power levels, and SNRpdBq “ 30, Fig. 8a provides

ESNR(dB) versus SIR(dB) for the three channel gain quantizers mentioned in this paper: ALMA,

LMA, and MEQ. The three quantizers are assumed to quantize the channel gains with only 1 bit.

Since only two power levels are exploited over Phase II, this means that the local CSI exchange

phase (Phase II) comprises K time-slots. The three top curves of Fig. 8a correspond to N “ 8

RS power quantization bits and ε “ 1% while the three bottom curves correspond to N “ 2 bits

and ε “ 10%. First of all, it is seen that the obtained values for ESNR are much lower than

for Phase I. Even in the case where N “ 8 and ε “ 1%, the ESNR is around 10 dB whereas

it was about 40 dB for Phase I. This shows that the limiting factor for the global estimation

accuracy will come from Phase II; additional comments on this point are provided at the end of

this section. Secondly, Fig. 8a shows the advantages offered by the proposed ALMA over the

conventional LMA.

Fig. 8b depicts for K “ 2, S “ 1, N “ 8, ε “ 1% the average relative utility loss ∆u in

% against the SIR in dB for ALMA and MEQ. The two bottom (resp. top) curves correspond

to the sum-rate (resp. sum-EE). The relative utility loss is seen to be comparable to the one

obtained for Phase I. Interestingly, MEQ is seen to induce less performance losses than ALMA,

showing that the ENSR or distortion does not perfectly reflect the need in terms optimality for

the exploration phase. This observation partly explains why we have chosen MEQ in Sec. V-A

for the global performance evaluation; many other simulations (which involve various values for

K, N , S, ε, etc) not provided here confirm this observation.
An important comment made previously is that Phase II constitutes the bottleneck in terms of

estimation accuracy for the final global CSI estimate available for the exploitation phase. Here,

we provide more details about this limitation. Indeed, even when the quality of the RSSI is

good, the ESNR only reaches 10 dB and even increasing the quantization bits by increasing the
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Fig. 9: The power level decoding scheme proposed in this paper is simple and has the advantage of being usable

for the SINR feedback instead of RSSI feedback. However, the proposed scheme exhibits a limitation in terms of

coordination ability when the inference is very low. The consequence of this is the existence of a maximum ESNR

for Phase II. Here we observe that despite increasing the number of quantization bits or time slots used, the ESNR

is bounded.

power modulation levels or time slots used does not improve the ESNR as demonstrated by the

following figures.

For N “ 8 RS power quantization bits and ε “ 1%, SNRpdBq “ 30, Fig. 9a shows the ESNR

versus the number of channel quantization bits used by MEQ. It is seen that the ESNR reaches

a maximum whether a high interference scenario (SIRpdBq “ 0) or a low interference scenario

(SIRpdBq “ 10) is considered. In Fig. 8a, the ESNR was about 9 dB when the 1´bit MEQ is

used and the SIR equals 0 dB. Here we retrieve this value and see that the ESNR can reach

13 dB when the 4´bit MEQ is implemented, meaning that 16 power levels are used in Phase

II. Now, when the SIR is higher, using the 2´bit MEQ is almost optimal. If the RSSI quality

degrades, then using only 1 or 2 bits for MEQ is always the best configuration.

Another approach would be to increase the number of channel gain quantization bits and

still only use two power levels over Phase II by increasing the number of time-slots used in

Phase II. Fig. 9b assumes exactly the same setup as Fig. 9a but here it represents the ESNR

as a function of the number of time-slots used in Phase II. Here again, an optimal number of

time-slots appears for the same reason as for Fig. 9a. Both for Fig. 9a and Fig. 9b, one might
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wonder why the ESNR is better when the interference is high. This is due to the fact that when

the interference is very low, the decoding operation of the power levels of the others becomes

less reliable. The existence of maximum points in Fig. 9a and Fig. 9b precisely translates the

tradeoff between the channel gain quantization noise and power level decoding errors.

VI. CONCLUSION

First, we would like to remind a few comments about the scope and originality of this paper.

One of the purposes of this paper is to show that the sole knowledge of the received power

or SINR feedback is sufficient to recover global CSI. The proposed technique comprises two

phases. Phase I allows each transmitter to estimate local CSI. Obviously, if there already exists

a dedicated feedback or signalling channel which allows the transmitter to estimate local CSI,

Phase I may be skipped. But even in the latter situation, the problem remains to know how

to exchange local CSI among the transmitters. Phase II proposes a completely new solution

for exchanging local CSI, namely using power modulation. Phase II is based in particular on

a robust quantization scheme of the local channel gains. Phase II is therefore robust against

perturbations on the received power measurements; it might even be used for 1´bit RSSI which

would correspond to an ACK/NACK-type feedback, showing that even a rough feedback channel

may help the transmitters to coordinate. Note that the proposed technique is general and can be

used to exchange and kind of information and not only local CSI.

Second, we summarize here a few observations of practical interest. For Phase I, two estimators

have been proposed for Phase I: the LSPD and the MMSEPD estimators. Simulations show

that using the MMSEPD requires some statistical knowledge and is more complex, but is

well motivated when the RS power is quantized roughly or the feedback channel is very

noisy. Otherwise, the use of the LSPD estimator is shown to be sufficient. During Phase II,

transmitters exchange local CSI by encoding it onto their power level and using interference

as a communication channel; Phase II typically requires K time-slots at least (assuming all

transmitters simultaneously communicate in Phase II), which makes 2K time-slots for the whole

estimation procedure. This is typically the number of time-slots needed by IWFA to converge,

when it converges. For Phase II, three estimation schemes are provided which are in part based

on one of the two quantizers ALMA and MEQ; the quantizers are computed offline but are

exploited online. MEQ seems to offer a good trade-off between complexity and performance

in terms of sum-rate or sum-energy-efficiency. In contrast with Phase I in which the estimation
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SNR typically reaches 40 dB for good RS power measurements, the estimation SNR in Phase

II is typically around 10 dB, showing that Phase II will constitute the bottleneck in terms of

estimation quality of global CSI. This is due to fact that the cross channel gains may be small

when they fluctuate (this would not occur in the presence of Rician fading), which generates

power level decoding errors. As explained, one way of improving the estimation SNR over Phase

II is to activate only one user at a time, but then the proposed power level decoding scheme

would only apply to RSSI feedback and not to SINR feedback anymore. In Phase III, having

global CSI, each transmitter can apply the BRD to the sum-utility instead of applying it to an

individual utility as IWFA does, resulting in a significant performance improvement as seen from

our numerical results.

APPENDIX A

PROOF OF PROPOSITION III.1

Proof: From Section II, we have pωi P Ω and rωi P Ω, where Ω is a discrete set. Therefore,

we can rewrite the likelihood probability Pr
´

rωi|gi

¯

as follows

Pr
´

rωi|gi

¯

paq
“

MTI
ÿ

m“1

Pr prωi|pωi “ wmqPr
´

pωi “ wm|gi

¯

pbq
“

MTI
ÿ

m“1

Pr
´

pωi “ wm|gi

¯

TI
ź

t“1

Γ prωi ptq |pωi ptqq

pcq
“

TI
ź

t“1

Γ
´

rωi ptq |QRS

´

eTt PIgi ` σ
2
¯¯

(18)

where et is a column vector whose entries are zeros except for the tth. In (18), (a) holds as the

estimation and feedback process g
i

to pωi to rωi (represented in Fig. 1) is Markovian, (b) holds

because the DMC is separable and (c) holds because Pr
´

pωi|gi

¯

is a discrete delta function that

is zero everywhere except when QRS

´

PIgi

¯

“ pωi.

From (18), the set of the ML estimators can now be written as

GML
i “

#

arg max
g
i

T1
ź

t“1

Γ
´

rωi ptq |QRS

´

eTt PIgi ` σ
2
¯¯

+

(19)

which is the first claim of our proposition. Now, we look at the LS estimator, which is know

from (4) to be

PIg
LSPD

i
` σ21 “ rωi (20)

or equivalently:

eTt PIg
LSPD

i
` σ2

“ rωi ptq (21)
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If for all `, arg max
k

Γpw`|wkq “ `, then the ML set can be evaluated based on (19) as

GML
i “

!

g
i
|@t, QRS

´

eTt PIgi ` σ
2
¯

“ rωi ptq
)

(22)

Therefore, we observe that if GML
i is given as in (22), then from (21), we have gLSPD

i
P GML

i ,

our second claim. �

APPENDIX B

PROOF OF PROPOSITION III.2

Proof: After the RSSI quantization, the MTI different levels of pωi or rωi are w1,w2, ..,wMTI

forming the set Ω.

Define by h : Ω Ñ G which maps the observed RSSI feedback to a channel estimate, where

G :“ tg
1
, g

2
, ..., g

MTI
u, such that hpwmq “ g

m
. That is, when transmitter i observes the RSSI

feedback rωi to be wm, local channel estimate rg
i

is g
m

.

Based on the above definitions, we have that

E
”

|rg
i
´ g

i
|
2
ı

“

MTI
ÿ

n“1

ż

xPRK
ě0

Pr
´

rg
i
“ g

n
|g

i
“ x

¯

φi pxq |gn
´ x|2dx (23)

The term Pr
´

rg
i
“ g

n
|g

i
“ x

¯

can be further expanded as

Pr
´

rg
i
“ g

n
|g

i
“ x

¯

“

MTI
ÿ

`“1

MTI
ÿ

m“1

Pr
´

rg
i
“ g

n
, rωi “ w`, pωi “ wm|gi “ x

¯

“

MTI
ÿ

`“1

MTI
ÿ

m“1

Pr
´

rg
i
“ g

n
|rωi “ w`

¯

Pr prωi “ w`|pωi “ wmqPr
´

pωi “ wm|gi “ x
¯

(24)

Now we know that the mapping hpq is deterministic and results in hpwmq “ g
m

. Therefore,

Pr
´

rg
i
“ g

n
|rωi “ w`

¯

“ δn,`, where δn,` is the Kronecker delta function such that δn,` “ 0 when

n ‰ ` and δn,` “ 1 when n “ `. Additionally, we also know that Pr prωi “ w`|pωi “ wmq “
TI
ź

t“1

Γ pw`ptq|wmptqq by definition (where wmptq is the t-th component of wm) . This results in

(24) being simplified to

Pr
´

rg
i
“ g

n
|g

i

¯

“

MTI
ÿ

m“1

TI
ź

t“1

Γ pwnptq|wmptqqPr
´

pωi “ wm|gi “ x
¯

(25)

Recall that pωi “ QRS

`

PIgi
˘

by definition of the quantizer. Define by

Gm :“
 

x P RK
ě0 : QRS

`

PIx` σ
21
˘

“ wm

(

(26)
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resulting in

Pr
´

pωi “ wm|gi “ x
¯

“

$

&

%

1 if x P Gm

0 if x R Gm

(27)

Now, we can simplify (23) using (27) and (25) into

E
”

|rg
i
´ g

i
|
2
ı

“

MTI
ÿ

n“1

MTI
ÿ

m“1

T1
ź

t“1

Γ pwnptq|wmptqq

ż

Gm

φi pxq |gn
´ x|2dx

(28)

For a fixed DMC, we can find the gMMSE

i
which will minimize the distortion by taking the

derivative of the distortion over g
n
:

BE
”

|rg
i
´ g

i
|2
ı

Bg
n

“ 2

MTI
ÿ

m“1

T1
ź

t“1

Γ pwnptq|wmptqq

ż

Gm

φi pxq
´

g
n
´ x

¯

dx (29)

To minimize distortion, this derivative should be equal to zero. The g
n

minimizing the distortion

is by definition, the MMSE of the channel given rωi “ wn. Therefore by rearranging (29), we

can find the expression for the MMSE given in the proposition III.2. �

APPENDIX C

CALCULATIONS FOR THE ALMA

As defined in the main text, rgkji P tvji,1, ..., vji,Ru and the p.d.f. of rgji is denoted by γji in

general. Note that when rgji belongs to a discrete set, we can replace the integrals and γji with

a sum and discrete probability function without any significant alteration to our results and

calculations. Denoting the p.d.f of gji by φji, the distortion between gji and rgkji can be written

as

Er
`

gji ´ rgkji
˘2
s “

R
ÿ

r“1

ż

x,rxPRě0

Pr
`

rgkji “ vji,r|rgji “ rx
˘

γji prx|xqφji pxq px´ vji,rq
2 dxdrx

(30)

which is the distortion observed by transmitter k when transmitter i communicates gji in
Phase II. As the transmitter i estimates gji as rgji, the quantization operation QII

i is performed

resulting in rgji being quantized into a certain representative vji,n, if rgji P ruji,n, uji,n`1q. Given

that the transmitter i operates at a power level corresponding to vji,n, the transmitter k will

decode vji,r with a probability πpr|nq as defined in Section IV. Now we can expand the term

Pr
`

rgkji “ vji,r|rgji “ rx
˘

in the following manner.
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Pr
`

rgkji “ vji,r|rgji “ rx
˘

“

R
ÿ

n“1

Pr
`

rgkji “ vji,r|Q
II
i prgjiq “ vji,n

˘

Pr
`

QII
i prgjiq “ vji,n|rgji “ rx

˘

“

R
ÿ

n“1

πpr|nqPr
`

QII
i prgjiq “ vji,n|rgji “ rx

˘

(31)

where we know

Pr
`

QII
i prgjiq “ vji,n|rgji “ rx

˘

“

$

&

%

1 if rx P ruji,n, uji,n`1q

0 if rx R ruji,n, uji,n`1q
(32)

Substituting (32) and (31) in (30), we get

Er
`

gji ´ rgkji
˘2
s “

R
ÿ

n“1

R
ÿ

r“1

πji pr|nq

8
ż

x“0

uji,n`1
ż

rx“uji,n

γji prx|xqφji pxq px´ vji,rq
2 dxdrx. (33)

For fixed transition levels uji,n, the optimum representatives vji,r1 are obtained by setting the

partial derivatives of the distortion Er
`

gji ´ rgkji
˘2
s, with respect to vji,r1 , to zero. That is

BEr
`

gji ´ rgkji
˘2
s

Bvji,r1
“

R
ÿ

n“1

πji pr
1
|nq

ż 8

x“0

ż uji,n`1

rx“uji,n

2γjiprx|xqφjipxq px´ vji,r1q dxdrx “ 0

which results in

vji,r1 “

R
ÿ

n“1

πji pr
1|nq

ż 8

x“0

ż uji,n`1

rx“uji,n

xγjiprx|xqφjipxqdrxdx

R
ÿ

n“1

πji pr1|nq

ż 8

x“0

ż uji,n`1

rx“uji,n

γjiprx|xqφjipxqdrxdx

. (34)

For fixed representatives vji,r, the optimum transition levels uji,n1 are obtained by setting the

partial derivatives of the distortion Er
`

gji ´ rgkji
˘2
s with respect to uji,n1 , to zero. We use the

second fundamental theorem of calculus, i.e.,
d

dx

ż x

a

fptqdt “ fpxq to obtain uji,n1 for all n1 P

t2, .., Ru as

BEr
`

gji ´ rgkji
˘2
s

Buji,n1
“

R
ÿ

r“1

pπji pr|n
1
´ 1q ´ πji pr|n

1
qq

ż 8

0

γjipuji,n1 |xqφjipxq pvji,r ´ xq
2 dx “ 0

(35)

with uji,1 “ 0 and uji,R`1 “ 8 as the boundary conditions. Solving the above conditions is

very difficult as the variable to solve is inside the integral as an argument of γ. Therefore we

consider the special case where γjippx|xq “ δpx´pxq where δ is the Dirac delta function which is

0 at all points except at 0 and whose integral around a neighborhood of 0 is 1. This corresponds
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to the case where the channel is perfectly estimated after phase I. This directly transforms (34)

to (7) of the ALMA, and we can simplify (35) into

0 “
R
ÿ

r“1

rπji pr|n
1
´ 1q ´ πji pr|n

1
qsφjipuij,n1q pvji,r ´ uij,n1q

2 (36)

We have
R
ÿ

r“1

rπji pr|n
1
´ 1q ´ πji pr|n

1
qs puij,n1q

2
“ 0 since

R
ÿ

r“1

πji pr|n
1
q “ 1, resulting in

uij,n1 “

řR
r“1 rπji pr|n

1 ´ 1q ´ πji pr|n
1qs v2ji,r

2
řR

r“1 rπji pr|n
1 ´ 1q ´ πji pr|n1qs vji,r

(37)

which is (8) used in the ALMA. �
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