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Synchronization and Dynamic Consensus of Heterogeneous Networked Systems

Elena Panteley  Antonio Loría

Abstract—We present an analysis framework for the study of synchronization of heterogeneous nonlinear systems interconnected over networks described by directed graphs. Heterogeneous systems may have totally different dynamical models, albeit of the same dimension, or may possess equal models with different lumped parameters. We show that their behavior, when network-interconnected, is fully characterized in terms of two properties whose study may be recasted in terms of the stability analysis of two corresponding interconnected dynamical systems that evolve in orthogonal spaces: on one hand, we have the so-called emergent dynamics and, on the other, the synchronization error dynamics. Based on this premise, we introduce the concept of dynamic consensus andwe present results on robust stability which assess the conditions for practical asymptotic synchronization of networked systems and characterize their collective behavior. To illustrate our main theoretical findings we broach a brief case-study on mutual synchronization of heterogeneous chaotic oscillators.

I. INTRODUCTION

In the context of network-interconnected systems, synchronization corresponds to the case in which all the systems asymptotically follow the same trajectory, up to a certain “shift”\(^1\). Understanding this phenomenon and describing it with certain mathematical rigor has been an active research field during the last decades in a variety of generic disciplines including biology, sociology, physics, computer science, telecommunications, statistics and dynamical systems. Beyond these, new interdisciplinary research fields, such as synergetics and the study of self-organized systems, focus on distinct principles that govern the behavior of complex interconnected systems—see [2], [3]. In the control community, the study of synchronization and consensus also continues to attract an increasing interest—see, for instance, [4]–[5].

From a dynamical-systems viewpoint, synchronization depends on some key factors which include:

• the type and strength of the interconnection among the nodes,

• the network structure,

• the dynamics of the individual units.

In addition to this, the local interactions among the initially disordered systems generate a form of global coordination which is referred to as the mean field behavior.

In general, the nodes’ interconnections depend on the strength of the coupling and on output functions of the nodes’ state variables. The interaction is also determined by the form of coupling. This may be linear, as it is most commonly assumed, but it may also be nonlinear, as in the well-known example of Kuramoto’s oscillator model in which case the interconnection is established via sinusoids—see [11], [12], [13]. Other types of nonlinear coupling appear, for instance, in the modelling of neuronal cells—see [14], [15], as well as in social sciences [16]. Furthermore, synchronization of networks with dynamic interconnections was recently studied in [17], [18]. In this paper we consider networks under diffusive coupling.

The structural properties of the network are usually described via Graph theory. Generally speaking, a graph may be characterized by a triple \(\{\mathcal{V},\mathcal{E},L\}\). The first element, \(\mathcal{V}\), corresponds to a set of \(N\) nodes, \(\mathcal{E}\) denotes a set of edges, and \(L\) is the so-called Laplacian matrix. This is defined as \(L=:D-A\) where \(D\) is the degree matrix, \(A\) is the adjacency matrix, \(A=\{a_{ij}\}\), whose \((i,j)\)th entry, denoted by \(a_{ij}\), specifies the weight of the interconnection between the \(i\)th and \(j\)th nodes and \(D\) corresponds to the degree matrix, which is diagonal and whose \(i\)th entry equals to the sum of weights, that is, \(\sum_{j=1}^{N}a_{ij}\). If the edges have orientation, the graph is said to be directed; otherwise, it is undirected. See, for instance, [19], [10] for further details. In this paper we consider networks described by directed graphs.

The nodes’ dynamics are more commonly represented by continuous-time nonlinear models

\[
\begin{align}
\dot{x}_i &= f_i(x_i) + g_i(x_i, u_i), \\
\dot{y}_i &= h_i(x_i), \quad i \in I := \{1, \ldots, N\}
\end{align}
\]  

where \(x_i \in \mathbb{R}^n\), \(u_i \in \mathbb{R}^m\) and \(y_i \in \mathbb{R}^m\) denote the state, the input, and the output of the \(i\)th unit, respectively. However, analysis and control of networks of systems with hybrid dynamics have become a popular area of research during the last decade—see e.g., [20], [21]. In this paper we consider nonlinear systems in normal affine form, as for instance in [22], [23].

Furthermore, depending on whether the nodes are identical or not the network is respectively called homogeneous or heterogeneous. In the former case, synchronization is often described in terms of the asymptotically identical evolution of the units. For instance, in the simplest consensus paradigm we have \(x_i \rightarrow x_j \rightarrow c\) where \(c\) corresponds to the average of the initial conditions—see [10]. More complex asymptotic behaviors are also plausible. For example, the trajectories of network-interconnected oscillators tend to a closed orbit whereas in the problem of formation tracking control the units are required to follow a reference trajectory, that is, \(x_i \rightarrow x_j \rightarrow x^*(t)\). Whether a set-point equilibrium or a

\(^1\)See [1] for different definitions of synchronization.
As we show, the emergent dynamics determined by the Laplacian, hence, for simple integrators, the network dynamics is completely determined by the synchronization manifold. For indistinctly, the definition of \( x \) of the synchronization manifold.

The synchronization problem is recast in the study of stability and it is distinguished from the mean-field dynamics of each individual unit of the network relative to the dynamics of the mean-field node and, on the other, it is described by the dynamics “weighted averaged” motion generated by the so-called mean-field unit, restricted to the synchronization manifold.

For networks of heterogeneous or homogeneous systems, indistinctly, the definition of \( x \) is instrumental since its dynamics determines the network’s mean-field behavior. For instance, in the case of the “classical” consensus paradigm for simple integrators, the network dynamics is completely determined by the Laplacian, hence, \( \dot{x} = -Lx \) and \( x \) is constant. Moreover, in the particular cases that the graph is undirected or balanced, as in [9], [6], [24], \( x \) corresponds to the average of the systems’ states, whereas if the graph is directed and has a spanning tree, \( x \) corresponds to a linear combination of the states \( x_i \), the weighted average:

\[
x_s = \sum_{i=1}^{N} \nu_i x_i, \quad \sum_{i=1}^{N} \nu_i = 1
\]

—see, e.g., [25], [26], [27].

In general, however, there is no guarantee for the existence of a constant vector that attracts the systems’ solutions, but \( x \) may have its own dynamics. In the case of homogeneous networks one may expect \( x \) to have a similar behavior to that of a single individual. The paradigm is much more complex in the case of heterogeneous networks due to the fact that the synchronization manifold does not necessarily exist and the dynamics of \( x \) may be highly complex and differ from the one of any of the individual agents. For instance, it may possess one equilibrium, multiple equilibria, a limit cycle, a strange attractor, etc. Thus, the trajectories may tend to an attractor that is proper to the collective-behavior dynamics.

These considerations not only motivate a broad definition of the state \( x \) but they also show that, in general, analyzing the stability of the synchronization manifold \( S_x \) is insufficient to characterize completely the network behavior.

The conceptual contribution of this paper is to recognize that the collective behavior in network-interconnected systems is dichotomic: on one hand, it consists in the dynamics of a “weighted averaged” motion generated by the so-called mean-field node and, on the other, it is described by the dynamics of each individual unit of the network relative to the dynamics of the mean-field’s.

Based on the observation of this duality, we present an original analysis framework constructed upon the concept of emergent dynamics. This pertains to an “average” of the units’ drifts and it is distinguished from the mean-field dynamics in that the latter corresponds to a dynamic system whose solutions correspond to an average of the units’ trajectories. As we show, the emergent dynamics is intrinsic to the network:

it is determined by the connection graph but it is independent of the interconnection strength. From a dynamical systems viewpoint, it corresponds to the dynamics of the mean-field unit, restricted to the synchronization manifold.

Then, we say that the networked systems reach dynamic consensus if, due to their interconnection, all units’ motions converge to the one generated by the emergent dynamics. Dynamic consensus covers, for instance, set-point consensus as it has been thoroughly studied in the past years –[10], as well as controlled synchronization of virtual ecosystems [26], [27]. In [10] the emerging “motion” corresponds to an equilibrium point and the emergent dynamics is null. In [26], [27] synchronization is achieved as an agreement on a desired pattern that appears in view of the presence of a common virtual ecosystem (the emergent dynamics). The concept of dynamic consensus also generalizes that of consensus with respect to a (compact) set or trajectory \( t \mapsto x \) therefore, it includes synchronization problems in the framework of convergent systems.

In accordance with the dichotomy of the collective behavior previously described, we broach the analysis problem by decomposing it in the study of two properties, in terms of stability of sets. On one hand, we assume that the emergent dynamics possesses an attractor \( A \) and we study the motion of the mean-field unit with respect to this attractor. On the other hand, we broach the synchronization problem in terms of the stability of a synchronization manifold which, as in the case of (2), may be defined in terms of the state synchronization errors or, more generally, it may be defined in terms of output synchronization errors.

From a technical view point, our framework establishes a qualitative and formal description of practical synchronization of heterogeneous systems; we establish general results on practical asymptotic stability of the synchronization manifold. More precisely, we show that the synchronization error, which is directly related to the degree of heterogeneity, may be diminished by increasing the interconnection gain. Thus, dynamic consensus may be expected in homogeneous networks whereas in a heterogeneous setting, practical synchronization is achievable in general. Furthermore, we establish conditions on practical stability of the attractor of the emergent dynamics.

This paper is the outgrowth of [28], [29], [30]. See also [31] where some preliminary but general results are established for heterogeneous networks described by undirected graphs and the case-study of Andronov-Hopf oscillators is addressed.

The rest of the paper is organized as follows: In Section II we present the problem formulation. In Section III we describe the fundamentals of our analysis framework. In Section IV we derive an error-dynamics model that is suitable for the study of network collective behavior. In Section V we present our main technical statements. In Section VI we illustrate our theoretical findings with a case-study that concerns chaotic oscillators. Finally, we conclude with some remarks in Section VII.
II. MODEL AND PROBLEM FORMULATION

A. System model

We consider a network composed of $N$ heterogeneous diffusively coupled nonlinear dynamical systems in normal form:

\[
\begin{align*}
\dot{y}_i &= f^y_i(y_i, z_i) + u_i, \\
\dot{z}_i &= f^z_i(y_i, z_i).
\end{align*}
\]

As it may be clear from the notation, each unit possesses one input $u_i$, and one output $y_i$ of the same dimension, i.e., $u_i, y_i \in \mathbb{R}^m$. The state $z_i$ corresponds to that of the $i$th agent’s zero-dynamics —see [32]. The functions $f^y_i : \mathbb{R}^m \times \mathbb{R}^{n-m} \to \mathbb{R}^m$, $f^z_i : \mathbb{R}^m \times \mathbb{R}^{n-m} \to \mathbb{R}^{n-m}$ are assumed to be locally Lipschitz. We assume that the systems are heterogeneous, that is, the functions $f_i$ are, in general, different but of the same dimension (we describe the network model in detail farther below).

We also assume that the units possess certain physical properties reminiscent of energy dissipation and propagation. Notably, one of our main hypotheses is that the solutions are ultimately bounded; we recall the definition below.

**Definition 1 (Ultimate boundedness)** The solutions of the system $\dot{x} = f(x), (t, x_0) \mapsto x$, are said to be ultimately bounded if there exist positive constants $\Delta_0$ and $B_0$ such that for every $\Delta \in (0, \Delta_0)$, there exists a positive constant $T(\Delta)$ such that, for all $x_0 \in B_\Delta = \{x \in \mathbb{R}^n : |x| \leq \Delta\}$ they satisfy

\[
|x(t, x_0)| \leq B_\Delta \quad \text{for all} \quad t \geq T.
\]

If this bound holds with $\Delta_0 = \infty$ then the solutions are globally ultimately bounded.

The importance of this property is that the ultimate bound does not depend on the size of the initial conditions. Moreover, ultimate boundedness is a reasonable assumption for many physical systems. In general, it may be established under Lyapunov-like conditions —see [33] and Section V. In the context of networked systems, ultimate boundedness may be established under the condition that the units are semi-passive cf. [22], [34], [35], [36].

We also make a standing hypothesis concerning the zero-dynamics that is reminiscent of incremental stability:

**Assumption 1** There exist compact sets $B_z \subset \mathbb{R}^{n-m}$, $B_y \subset \mathbb{R}^m$, $N$ continuously differentiable positive definite functions $V_{ok} : B_z \to \mathbb{R}_+$ with $k \leq N$, class $C^\infty$ functions $\gamma_{1k}$, $\gamma_{2k}$, and constants $\alpha_k, \beta_k > 0$ such that, for all $z, z' \in B_z$ and $y \in B_y$,

\[
\gamma_{1k}(|z|) \leq V_{ok}(z) \leq \gamma_{2k}(|z|)
\]

\[
\nabla V_{ok}(z-z') [f^y_k(y, z) - f^y_k(y, z')] \leq -\alpha_k |z-z'|^2 + \beta_k
\]

where $\nabla V_{ok} := \frac{\partial V_{ok}}{\partial z}$.

Note that Assumption 1 may be viewed as a condition of incremental stability of the zero-dynamics in a practical sense. Indeed, when $\beta_k = 0$ we recover the characterization provided in [37].

B. Network model

We assume that the network units are connected via diffusive coupling, i.e., for the $i$th unit the coupling is given by

\[
u_i = -\sigma \sum_{j=1}^{N} a_{ij} (y_j - y_i), \quad a_{ij} \geq 0
\]

where the scalar $\sigma$ corresponds to the coupling gain between the units. The weights of the interconnections amongst the nodes are used to define the adjacency matrix, $A = [a_{ij}]_{i,j \in \mathcal{I}}$, which, in turn, is utilized to construct the corresponding Laplacian matrix,

\[
L = \begin{bmatrix}
\sum_{i=2}^{N} a_{1i} & -a_{12} & \cdots & -a_{1N} \\
-a_{21} & \sum_{i=1,i \neq 2}^{N} a_{2i} & \cdots & -a_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
-a_{N1} & -a_{N2} & \cdots & \sum_{i=1}^{N-1} a_{Ni}
\end{bmatrix}
\]

We stress that in this paper we assume that the graph is directed and strongly connected.

Next, we introduce a compact notation that is convenient for our analysis purposes. We introduce the vectors of outputs, inputs and states, respectively, by

\[
y = \begin{bmatrix} y_1 \\ \vdots \\ y_N \end{bmatrix} \in \mathbb{R}^{mN}, \quad u = \begin{bmatrix} u_1 \\ \vdots \\ u_N \end{bmatrix} \in \mathbb{R}^{mN}, \quad y = \begin{bmatrix} x_1 \\ \vdots \\ x_N \end{bmatrix} \in \mathbb{R}^{nN}
\]

and the function $F : \mathbb{R}^{n} \to \mathbb{R}^{nN}$ is defined as

\[
F(x) = \begin{bmatrix} F_1(x_1) \\ \vdots \\ F_N(x_N) \end{bmatrix}, \quad F_i(x_i) = \begin{bmatrix} f^y_i(y_i, z_i) \\ f^z_i(y_i, z_i) \end{bmatrix}_{j \in \mathcal{I}}
\]

With this notation, the diffusive coupling inputs $u_i$, defined in (8), can be re-written in the compact form

\[
u = -\sigma [L \otimes I_m] y,
\]

where the symbol $\otimes$ stands for the right Kronecker product.

Then, the network dynamics becomes

\[
\dot{x} = F(x) - \sigma [L \otimes E_m y], \quad y = [I_N \otimes E_m^T] x
\]

where $E_m^T = [I_m, 0_{m \times (n-m)}]$.

III. COLLECTIVE BEHAVIOR IN HETEROGENEOUS NETWORKS

In this section we describe in detail the basis to our qualitative analysis framework for the study of the solutions of the networked systems (11). As it is discussed in the Introduction, our approach is based on the dichotomic nature of

2Recall that, given $A \in \mathbb{R}^{m \times l}$ and $B \in \mathbb{R}^{n \times k}$, $A \otimes B := [a_{ij}B] \in \mathbb{R}^{mn \times lk}$.
the network’s collective behavior. In accordance, the system’s
state space is decomposed in two orthogonal subspaces, one
on which is projected the behavior of the mean-field state \( x_s \)
and one in which lay the synchronization errors, \( e \). See Figure
1 for a schematic illustration.

We show that the states \( x_s \) and \( e \) are intrinsic to the network
and not the product of an artifice with purely theoretical
motivations. Thus, the study of the motion \( t \mapsto (x_s, e) \),
projected into the state space of \((x_s, e)\), which is of higher
dimension than that of the original dynamics, (11), is instrumen-
tial to completely assess the synchronization and the
collective behavior properties.

A. Network characterization in new coordinates

We start by unfolding a natural definition of the mean-field
coordinates \( x_s \) and the synchronization errors \( e \), in a general
setting.

By construction, all row sums of \( L \) are equal to zero –see
Eq. (9) hence, it has at least one eigenvalue equal to zero (say,
\( \lambda_1 \)) while the others have non-negative real parts. Moreover,
assuming that the network graph is strongly connected, it
follows that \( \lambda_1 \) has algebraic multiplicity equal to one and the
others have positive real parts, i.e., \( 0 = \Re \{ \lambda_1 \} < \Re \{ \lambda_2 \} \leq \cdots \leq \Re \{ \lambda_N \} \). Furthermore, if the graph is directed and has
a spanning tree the right and left eigenvectors corresponding
to \( \lambda_1 \), denoted \( v_{r1} \in \mathbb{R}^N \) and \( v_{l1} \in \mathbb{R}^N \), are given by

\[
v_{r1} = 1_N := \begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix}, \quad v_{l1} = \begin{bmatrix} \nu_1 \\ \vdots \\ \nu_N \end{bmatrix}
\]

(12)

where \( \nu_i > 0 \) for all \( i \in \mathcal{I} \) –see [38].

It is convenient to remark that, similarly to (3), the weighted
average is defined using the vector \( \vartheta_{l1} \), that is, \( x_s \) is a
projection of \( x \) on the subspace generated by \( \vartheta_{l1} \). Moreover,
for the Laplacian \( L \) there exists a Jacobian decomposition of
the form \( L = UAV^{-1} \) where \( U \in \mathbb{C}^{N \times N} \) is nonsingular
and \( \Lambda \in \mathbb{C}^{N \times N} \) is a block-diagonal Jordan matrix

\[
\Lambda := \begin{bmatrix}
\Lambda_1 & 0 & \cdots & 0 \\
0 & \ddots & \ddots & 0 \\
0 & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \Lambda_m
\end{bmatrix}
\]

where, for a network with a spanning tree, \( \Lambda_1 \) is scalar and
equals to zero and \( \Lambda_i \) are Jordan blocks of appropriate
dimensions. Furthermore, the matrix \( U \) is composed of generalized
right-eigenvectors of \( L \) among which the first is \( v_{r1} = 1_N \)
hence, for further development, we decompose \( U \) as

\[
U = \begin{bmatrix}
1_N \\ U_1
\end{bmatrix},
\]

(14)

where \( U_1 \in \mathbb{C}^{N \times N-1} \). In this case, the first row of \( U^{-1} \)
corresponds to the first left eigen-vector of \( L \), \( v_{l1} \). Therefore,
we may decompose \( U^{-1} \) as

\[
U^{-1} = \begin{bmatrix}
v_{l1}^\top \\ U_1^\top
\end{bmatrix}
\]

(15)

and, necessarily,

\[
v_{l1}^\top U_1 = 0, \quad U_1^\top U_1 = I_{N-1}.
\]

Based on the latter observations we introduce the coordinate
transformation

\[
\bar{x} := U^{-1} x,
\]

(16)

where the block diagonal matrix \( U \in \mathbb{C}^{nN \times nN} \) is defined as

\[
U = U \otimes I_n.
\]

(17)

Then, we use (15) and (16) to partition the new coordinates
\( \bar{x} \), i.e.,

\[
\bar{x} = \begin{bmatrix}
\bar{x}_1 \\
\bar{x}_2
\end{bmatrix} := \begin{bmatrix}
v_{l1}^\top \otimes I_n \\
U_1^\top \otimes I_n
\end{bmatrix} x.
\]

The coordinates \( \bar{x}_1 \) and \( \bar{x}_2 \) thus obtained are equivalent to
the weighted average \( x_s \) and the synchronization errors \( e \),
respectively. Indeed, observing that the state of the mean-field
unit, defined in (3), may be re-written in the compact form

\[
x_s = [v_{l1}^\top \otimes I_n] x,
\]

(18)

we see that \( \bar{x}_1 = x_s \). Moreover, \( \bar{x}_2 = 0 \) if and only if \( e = 0 \).
To see the latter, let \( U_1 := U_1 \otimes I_n \) and \( U_1^\top := U_1^\top \otimes I_n \). Then,
using the expression

\[
(A \otimes B)(C \otimes D) = AC \otimes BD,
\]

(19)

we obtain

\[
U_1 U_1^\top = [I_N - 1_N v_{l1}^\top] \otimes I_n
\]

and, observing that

\[
U_1 U_1^\top = I_N - 1_N v_{l1}^\top,
\]

we get

\[
U_1 U_1^\top = [I_N - 1_N v_{l1}^\top] \otimes I_n.
\]

(20)

So, premultiplying \( \bar{x}_2 = U_1^\top x \) by \( U_1 \) and using (20), we obtain

\[
U_1 \bar{x}_2 = \left( [I_N - 1_N v_{l1}^\top] \otimes I_n \right) x
\]

\[
= x - \left( [1_N v_{l1}^\top] \otimes I_n \right) x
\]

which, in view of (19), is equivalent to

\[
U_1 \bar{x}_2 = x - [1_N \otimes I_n] [v_{l1}^\top \otimes I_n] x
\]

(21a)

\[
= x - [1_N \otimes I_n] x_s = e.
\]

(21b)
Hence, since $\mathcal{U}_1$ has column rank equal to $(N - 1)n$, which corresponds to the dimension of $\bar{x}_2$, we see that $\bar{x}_2$ is equal to zero if and only if so is $e$.

We finish this section with a technical statement which applies, in particular, to the analysis of synchronization of networked integrators interconnected through a directed graph. Even though similar results may be found in the literature (see e.g. [39], [26], [27]) the specific construction of the Lyapunov function given in Lemma 1 is used in our main result. For the sake of completeness, the proof is provided in Appendix A.

**Lemma 1** Consider the system $\dot{x} = -Lx$, where $x \in \mathbb{R}^N$ and the matrix $L \in \mathbb{R}^{N \times N}$ has exactly one zero eigenvalue and all others have positive real parts. Let $v_1$, $v_1 \in \mathbb{R}^N$ denote, respectively, left and right eigen-vectors corresponding to the zero eigenvalue.

Let, without loss of generality, $v_1^Tv_1 = 1$ and define the errors

$$e := x - v_1v_1^Tx.$$  \hfill (22)

Then, the set

$$S_e := \{x \in \mathbb{R}^N : e = 0\}$$

is globally exponentially stable. Moreover, there exists a symmetric, positive definite matrix $\Gamma \in \mathbb{R}^{N \times N}$ and a constant $\gamma > 0$ such that the function $V : \mathbb{R}^N \to \mathbb{R}_{\geq 0}$, defined as

$$V(e) = e^T\Gamma e$$  \hfill (23)

satisfies

$$\dot{V}(e) \leq -\gamma |e|^2.$$  

**Remark 1** The statement of Lemma 1 is not restricted to linear systems in which $L$ has positive off-diagonal entries. However, in the particular case that $L$ corresponds to a directed graph with a spanning tree (hence, such that in addition to the hypothesis of Lemma 1, $L$ is row-stochastic and its off-diagonal elements are positive), the synchronization error becomes $e := x - 1_Nv_1^Tv_1x$ and we recover [39, Lemma 3.1].

**B. Dynamic consensus, mean-field and emergent dynamics**

Now that we have defined the mean-field state $x_s$, we proceed to derive its dynamics equation. To that end, with the purpose of studying output synchronization, let us partition this variable into the mean-field output, $y_s \in \mathbb{R}^m$, defined as $y_s = E_m^nx_s$, and the state of the mean-field zero dynamics, $z_s \in \mathbb{R}^{n - m}$, that is, $x_s = [y_s^T, z_s^T]^T$.

Then, by differentiating on both sides of (18) and after a direct computation in which we use (4), (8) and the fact that $v_1^TV_1L = 0$, we obtain

$$\dot{y}_s = \sum_{i=1}^{N} \nu_i f_i(y_i, z_i),$$  \hfill (24a)

$$\dot{z}_s = \sum_{i=1}^{N} \nu_i f_i^+(y_i, z_i)$$  \hfill (24b)

where the constants $\nu_i$ are defined in (12). Next, for these equations to be meaningful, we rewrite them in terms of the state $x_s$. To that end, we introduce the functions $f_s^y : \mathbb{R}^m \times \mathbb{R}^{n - m} \to \mathbb{R}^m$, $f_s^z : \mathbb{R}^m \times \mathbb{R}^{n - m} \to \mathbb{R}^{n - m}$ and we define them as

$$f_s^y(y_s, z_s) := \sum_{i=1}^{N} \nu_i f_i^y(y_i, z_s),$$  \hfill (25a)

$$f_s^z(y_s, z_s) := \sum_{i=1}^{N} \nu_i f_i^z(y_i, z_s)$$  \hfill (25b)

so, adding and subtracting $f_i^y(y_i, z_s)$ to (24a) and $f_i^z(y_s, z_s)$ to (24b), we see that (24) is equivalent to

$$\dot{y}_s = f_s^y(y_s, z_s) + \sum_{i=1}^{N} \nu_i \left[f_i^y(y_i, z_i) - f_i^y(y_s, z_s)\right],$$  \hfill (26a)

$$\dot{z}_s = f_s^z(y_s, z_s) + \sum_{i=1}^{N} \nu_i \left[f_i^z(y_i, z_i) - f_i^z(y_s, z_s)\right].$$  \hfill (26b)

The latter equations may be regarded as composed of the nominal subsystem

$$\dot{y}_s = f_s^y(y_s, z_s)$$  \hfill (27a)

$$\dot{z}_s = f_s^z(y_s, z_s)$$  \hfill (27b)

which is affected by the perturbation terms $[f_i^y(y_i, z_i) - f_i^y(y_s, z_s)]$ and $[f_i^z(y_i, z_i) - f_i^z(y_s, z_s)]$. With the purpose of underlining the role of these two components, notice that the perturbations vanish if and only if $(y_i, z_i) \to (y_s, z_s)$.

On the other hand, in compact form, the nominal subsystem (27) may be expressed as

$$\dot{x}_c = f_s(x_c) \quad x_c = [y_c^T, z_c^T]^T, \quad f_s := [f_s^y f_s^z]^T$$  \hfill (28)

in which we denote the state by $x_c$ to emphasize the distinction between (28) and (26). We refer to the former as the emergent dynamics and to the latter as mean-field dynamics. In other words, the emergent dynamics determines the behavior of the mean-field solutions, restricted to the synchronization manifold $\{e = 0\}$.

Exhibiting the existence of the emergent dynamics naturally leads to a significant generalization of the consensus paradigm, that of dynamic consensus. We shall say that this property is achieved by the systems interconnected over a network if their motions converge to one generated by (28). Back to our comparison with the classical (set-point) consensus paradigm, in which all systems’ trajectories converge to a common equilibrium point, note that in this case we have $f_s \equiv 0$ and $x_c$ is a constant that linearly depends on the initial state values. In the example of formation tracking control, Equation (28) can be seen as the reference dynamics for the formation.

**IV. NETWORK DYNAMICS**

In accordance with the dichotomic nature of dynamic consensus—see Figure 1, our study relies on the qualitative stability analysis of two dynamical subsystems: the first corresponds to the mean-field system with state $x_c$ and the second defines the evolution of the synchronization errors $e$. From a systems viewpoint, this representation corresponds to that of two feedback interconnected blocks—see Figure 2.
A. Dynamics of the mean-field subsystem

Using the network dynamics equations (11a), as well as (18), we obtain

\[ \dot{x}_s = [v^T_{i1} \otimes I_n] F(x) - \sigma [v^T_{i1} \otimes I_n] [L \otimes E_m] y. \]  

Now, using the property of the Kronecker product that is given in (19), and in view of the identity \( v^T_{i1} L = 0 \), we obtain

\[ [v^T_{i1} \otimes I_n] [L \otimes E_m] = [v^T_{i1} L] \otimes [I_n E_m] = 0. \]

Therefore, (29) becomes \( \dot{x}_s = [v^T_{i1} \otimes I_n] F(x) \). This reveals the important fact that the mean-field dynamics is independent of the interconnections gain \( \sigma \), even though the solutions \( x_s(t) \) are, certainly, affected by the synchronization errors hence, by the coupling strength.

Next, we use (10) and we define

\[ f_s(x_s) := \sum_{i=1}^N \nu_i F_i(x_s) \]

(31)

to obtain

\[ \dot{x}_s = f_s(x_s) + \sum_{i=1}^N \nu_i \left[ F_i(x_i) - F_i(x_s) \right]. \]

Therefore, defining

\[ G_s(e, x_s) := \sum_{i=1}^N \nu_i \left[ F_i(e_i + x_s) - F_i(x_s) \right], \]

(32)

the mean-field dynamics equation takes the compact form

\[ \dot{x}_s = f_s(x_s) + G_s(e, x_s). \]

Furthermore, since the functions \( F_i \), with \( i \in \mathcal{I} \), are locally Lipschitz so is the function \( G_s \), and, moreover, there exists a continuous, positive, non-decreasing function \( k : \mathbb{R}_+ \times \mathbb{R}_+ \rightarrow \mathbb{R}_+ \), such that

\[ |G_s(e, x_s)| \leq k(|e|, |x_s|)|e|. \]

B. Dynamics of the synchronization errors

To study the effect of the synchronization errors, \( e \), on the emergent dynamics, we start by introducing the vectors

\[ F_s(x_s) := F_1(x_1)^\top \cdots F_N(x_N)^\top, \]

\[ \hat{F}(e, x_s) := \begin{bmatrix} F_1(e_1 + x_s) - F_1(x_s) \\ \vdots \\ F_N(e_N + x_s) - F_N(x_s) \end{bmatrix}. \]

That is, \( \hat{F}(e, x_s) = F(x) - F_s(x_s) \) and \( F_s(x_s) = F(1_N \otimes x_s) \). Then, differentiating on both sides of

\[ e = x - (1_N \otimes I_n)x_s \]

(37)

while using (11a) and (33), we obtain

\[ \dot{e} = -\sigma [L \otimes E_m] y + F(x) - (1_N \otimes I_n)[f_s(x_s) + G_s(e, x_s)] \]

(38)

Next, let us introduce the output synchronization errors \( e_{yi} = y_i - y_s, e_y = [e_{y1}, \cdots, e_{yN}]^\top \), which may also be written as

\[ e_y = y - 1_N \otimes y_s, \]

(39)

and let us consider the first term and the two groups of bracketed terms on the right-hand side of (38), separately. For the term \([L \otimes E_m] y \) we observe, from (39), that

\[ [L \otimes E_m] y = [L \otimes E_m] [e_y + 1_N \otimes y_s] \]

and we use (19) and the fact that \( L1_N = 0 \) to obtain

\[ [L \otimes E_m] y = [L \otimes E_m] e_y. \]

Secondly, concerning the first bracket on the right-hand side of (38) we observe that, in view of (31) and (35),

\[ f_s(x_s) = [v^T_{i1} \otimes I_n] F_s(x_s) \]

therefore,

\[ F_s(x_s) - [1_N \otimes I_n] f_s(x_s) = F_s(x_s) - [1_N \otimes I_n] [v^T_{i1} \otimes I_n] F_s(x_s). \]

Then, using (19) we see that

\[ [1_N \otimes I_n] [v^T_{i1} \otimes I_n] = [1_N v^T_{i1}] \otimes I_n \]

(40)

so, introducing the projection matrix,

\[ \Pi := I_{nN} - [1_N v^T_{i1}] \otimes I_n, \]

we obtain

\[ F_s(x_s) - [1_N \otimes I_n] f_s(x_s) = \Pi F_s(x_s). \]

(41)

Finally, regarding the term \( \hat{F}(e, x_s) - (1_N \otimes I_n) G_s(e, x_s) \) on the right-hand side of (38), we see that, by definition,

\[ G(e, x_s) = [v^T_{i1} \otimes I_n] \hat{F}(e, x_s) \]

hence, from (40), we obtain

\[ (1_N \otimes I_n) G_s(e, x_s) = \left[ [1_N v^T_{i1}] \otimes I_n \right] \hat{F}(e, x_s) \]

and

\[ \hat{F}(e, x_s) - (1_N \otimes I_n) G_s(e, x_s) = \left[ I_{nN} - [1_N v^T_{i1}] \otimes I_n \right] \hat{F}(e, x_s) = \Pi \hat{F}(e, x_s). \]

(42)
Using (41) and (42) in (38) we see that the latter may be expressed as

\[ \dot{e} = -\sigma [L \otimes E_m] e_y + \Pi [\tilde{F}(e, x_s) + F_s(x_s)]. \]

The utility of this equation is that it clearly exhibits three terms: a term linear in the output \( e_y \) which reflects the synchronization effect of diffusive coupling among the nodes, the term \( \Pi F_s(x_s) \) which vanishes with the synchronization errors (that is, if \( e = 0 \)), and the term

\[ \Pi F_s(x_s) = \begin{bmatrix} F_1(x_s) - f_s(x_s) \\ \vdots \\ F_N(x_s) - f_s(x_s) \end{bmatrix} \]

which represents the variation between the dynamics of the individual units and of the mean-field unit. This term equals to zero only when the nominal dynamics (that is \( f^i \) and \( f^s \) in (4)) of all the units are identical, that is, in the case of a homogeneous network.

We finish this section by remarking, for further development, that in view of Lipschitz continuity there exist non-decreasing functions \( \rho_1 : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+ \) and \( \rho_2 : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+ \) such that the perturbation terms \( \Pi \tilde{F}(e, x_s) \) and \( \Pi F_s(x_s) \) satisfy:

\[
\begin{align*}
\Pi \tilde{F}(e, x_s) & \leq \rho_1(|e|, |x_s|) \quad (43a) \\
\Pi F_s(x_s) & \leq \rho_2(|x_s|) \quad (43b)
\end{align*}
\]

for all \( x \in \mathbb{R}^{nN} \).

Therefore, in view of (43), for each \( B_x \) there exist \( C_1 \) and \( C_2 \) such that, for all \( |x| \leq B_x \),

\[
\Pi \tilde{F}(e, x_s) \leq C_1(B_x), \quad \Pi F_s(x_s) \leq C_2(B_x). \quad (44)
\]

V. NETWORK STABILITY

For the purpose of analysis, since the mean-field dynamics is regarded as a “perturbed variant” of the emergent dynamics, it appears natural to study the problem of dynamic consensus, recast in that of robust stability analysis, in a broad sense –see, e.g., [9], [8], [6].

Firstly, in contrast to the more-commonly studied case of state-synchronization, i.e., the stability analysis of the manifold (2), we shall admit that synchronization may be established with respect to the outputs \( y_i \) hence, we introduce the output synchronization manifold as

\[ S_y = \{ y \in \mathbb{R}^{mN} : y_1 - y_s = y_2 - y_s = \cdots = y_N - y_s = 0 \}. \]

(45)

Secondly, since in the general case of heterogeneous networks the manifold \( S_y \) cannot be stabilised asymptotically, one may only aspire at establishing stability of the output or state synchronization manifolds \( S_y \) or \( S_s \) in a practical sense. The property defined below covers practical stability, as used in [41], [42], by considering a stability property with respect to sets.

Consider a parameterized system of differential equations

\[ \dot{x} = f(x, \eta), \quad (46) \]

\[ \dot{\bar{x}} = f_s(x_s) + G_s(e, x_s). \]

where \( x \in \mathbb{R}^q \) and \( \eta \) is a scalar parameter such that \( \eta \in [\eta_0, \infty) \) with \( \eta_0 > 0 \). It is assumed that for each \( \eta \), the function \( f(\cdot, \eta) : \mathbb{R}^q \to \mathbb{R}^q \) is locally Lipschitz. We recall that for a closed set \( A \) we define the norm \( |x|_A := \inf_{\zeta \in A} |x - \zeta| \).

Definition 2 For the system (46), we say that the closed set \( A \subset \mathbb{R}^n \) is uniformly practically asymptotically stable if there exists a set \( D \) such that \( A \subset D \subset \mathbb{R}^n \) and:

1. the system is forward complete\(^5\) for all \( x_0 \in D \);
2. for any given \( \delta > 0 \) and \( R > 0 \), there exist \( \eta^* \in [\eta_0, \infty) \) such that, for all \( \eta \in [\eta^*, \infty) \), there exists a class KL function \( \beta_\eta \) such that, for all \( x_0 \in D \) satisfying \( |x_0|_A \leq R \), we have

\[ |x(t, x_0, \eta)|_A \leq \delta + \beta_\eta(|x_0|_A, t). \quad (47) \]

If \( D = \mathbb{R}^n \) then the set \( A \) is uniformly globally practically asymptotically stable.

The proofs of our main results, which are presented farther below, rely on the following statement on practical asymptotic stability. Even though we were unable to locate this statement as such in the literature, its proof may be established by mimicking the method of proof of known statements, such as in [43], [33] on ultimate boundedness or, in [44] on stability of sets. However, to make the paper self-contained, we provide a short direct proof in Appendix B.

Proposition 1 Consider the system (46) with \( D = \mathbb{R}^n \) and assume that it is forward complete. Assume, further, that there exist a \( C^1 \) function \( V : \mathbb{R}^n \to \mathbb{R}_+ \) as well as functions \( \alpha_1, \alpha_2, \alpha_3 \in K_\infty \) and a constant \( c > 0 \), such that, for all \( x \in \mathbb{R}^n \),

\[
\begin{align*}
\alpha_1(|x|_A) & \leq V(x) \leq \alpha_2(|x|_A) \\
\dot{V} & \leq -\eta \alpha_3(|x|_A) + c.
\end{align*}
\]

Then, the set

\[ B := \{ x \in \mathbb{R}^n : |x|_A \leq \alpha_3^{-1}(c/\eta) \} \]

is uniformly globally asymptotically stable.

Consequently, \( A \) is uniformly globally practically asymptotically stable and (47) holds with \( \delta := \alpha_3^{-1}(c/\eta) \).

Remark 2 For simplicity in the notation, the bound (49) is taken to be linear in \( \eta \). However, the statement holds as well if we replace \( \eta \) by \( \mu(\eta) \) for any \( \mu \in K_\infty \), with the appropriate modifications in the definitions of \( B \) and \( \delta \).

In other words, Proposition 1 implies that a proper choice of \( \eta \) in (46) ensures that the solutions come close to the set \( \bar{A} \) with desired tolerance. For the particular case that \( A := \{ x = 0 \} \) Proposition 1 implies uniform global practical asymptotic stability of the origin. Consequently, for any fixed \( \eta \), we recover the property of global ultimate boundedness.

Everything is now in place to present our main statements on stability for networked systems with model (11) which, we recall, is equivalent to the equations

\[ \dot{e} = -\sigma [L \otimes E_m] e_y + \Pi [\tilde{F}(e, x_s) + F_s(x_s)], \quad (51a) \]

\[ \dot{x}_s = f_s(x_s) + G_s(e, x_s). \quad (51b) \]

\(^5\)That is, the solutions are defined on \([t_0, \infty)\).
Firstly, in Section V-A, we analyze the behavior of the synchronization errors, that is, the stability properties of the sets $S_y$ and $S_z$, defined in (2) and (45). Next, in Section V-B, we analyze the behavior of the mean-field dynamics (51b). More precisely, we study the stability of a compact invariant set which is proper to the emergent dynamics and we establish conditions under which the mean-field trajectories of the interconnected units remain close to this attractor.

A. Network practical synchronization under diffusive coupling

We formulate conditions that ensure practical global asymptotic stability of the sets $S_y$ and $S_z$. This implies practical state and output synchronization of the network, respectively. Furthermore, we show that the upper bound on the state synchronization error depends on the mismatches among the dynamics of the individual units of the network.

**Theorem 1 (Output synchronization)** Let the solutions of the system (11) be globally ultimately bounded with bound $B_x$ independent of $\sigma$ —see Def. 1. Then,

(i) the set $S_y$ is uniformly globally practically asymptotically stable. In particular, for any $R > 0$ and $\varepsilon > 0$ there exists $T(R, \varepsilon) > 0$ such that

$$|e_y(t, x_0)| \leq \frac{C_1 + C_2}{\sigma}|U_t| + \varepsilon \quad \forall t \geq T, x_0 \in B_R$$

where $C_1$ and $C_2$ are defined in (44).

(ii) If, moreover, the interconnection strength $\sigma$ is sufficiently large and Assumption 1 holds with the sets $B_z := \{z \in R^{n-m} : |z| \leq B_x\}$ and $B_y := \{y \in R^m : |y| \leq B_x\}$ then, the set

$$\{x \in R^{nN} : |x|_{S_x} \leq c := \frac{1}{\alpha_m N} \sqrt{N^2 \Delta'_f + \frac{C_1 + C_2}{2} + \beta} \}$$

where $\Delta'_f$ is a qualitative measure of the zero-dynamics' heterogeneity and

$$\alpha_m := \min_{1 \leq k \leq N} \alpha_k, \quad \beta = N \sum_{k=1}^N \beta_k,$$

is uniformly globally asymptotically stable.

Before presenting the proof of Theorem 1 (see farther below), we point out the following remarks. In words, the first statement implies that the output synchronization errors tend to a compact invariant set whose “size” depends on the heterogeneity of the network as well as on the synchronization errors relative to the solutions of the mean-field system, $x_s(t)$, as well as on the ultimate bound on the trajectories, $B_x$, in (5) —see the inequalities in (44). Furthermore, the first statement establishes that the size of the residual set may be rendered arbitrarily small by augmenting the strength of the interconnection. That is, the property is robust vis a vis of the network’s heterogeneity.

Also, observe that $|x|_{S_x} = |e|$ hence, relying on a minimal interconnection strength, which is made explicit in the proof farther below, the second statement establishes that there exists an ultimate bound on the state-synchronization errors that depends on the heterogeneity of the network’s zero-dynamics, $\Delta'_f$, on the ultimate bound on the trajectories, $B_x$, and on the constants $\alpha_k$ and $\beta_k$ defined in Assumption 1. Under the assumptions of the theorem, however, this bound may not be diminished at will by increasing the interconnection gain $\sigma$.

Technically speaking, Statement (i) follows from two properties of the networked system —namely, negative definiteness of the second smallest eigenvalue of the Laplacian matrix $L$ and global ultimate boundedness of $x(t)$.

As we establish next global ultimate boundedness holds under the following assumption.

**Assumption 2** All the units (4) are strictly semi-passive with respect to the input $u_i$ and output $y_i$ with continuously differentiable and radially unbounded storage functions $V_i : R^n \rightarrow R_+$, where $i \in I$. That is, there exist positive definite and radially unbounded storage functions $V_i$, positive constants $\rho_i$, continuous functions $H_i$ and positive continuous functions $\psi_i$ such that

$$\dot{V}_i(x_i) \leq u_i^T y_i - H_i(x_i)$$

and $H_i(x_i) \geq \psi_i(|x_i|)$ for all $|x_i| \geq \rho_i$.

The following statement, for networks with directed strongly connected graphs, is reminiscent of [23, Corollary 1], which holds only for undirected graphs.

**Proposition 2** Consider a network of $N$ diffusively coupled units (11). Let the graph of interconnections be undirected and connected and assume that all the units of the network are strictly semi-passive (i.e., Assumption 2 holds). Then, the solutions of the system (11) are ultimately bounded.

**Proof:** We follow similar steps as in the proofs of [23, Lemma 1] and [45, Proposition 2.1], where the case of undirected graphs was considered. Let Assumption 2 generate positive definite storage functions $V_i$ and let

$$V_\Sigma(x) := \sum_{i=1}^N \nu_i V_i(x_i)$$

where the constants $\nu_i$ correspond to the entries of $\nu I_1$ —see Eq. (12) (for undirected graphs, $\nu_i = 1$ for all $i \leq N$). Since $\nu_i > 0$, $V_\Sigma$ also qualifies as a storage function. Evaluating its total derivative along the trajectories of (4), and using (55), we obtain

$$\dot{V}_\Sigma(x) = \sum_{i=1}^N \nu_i u_i^T y_i - \sum_{i=1}^N \nu_i H_i(x_i).$$

Now, the first sum satisfies

$$\sum_{i=1}^N \nu_i u_i^T y_i = u^T [W \otimes I_m] y$$

where $W := \text{diag}\{\nu_1, \cdots, \nu_N\}$ hence, recalling that $u = -\sigma [L \otimes I_m]$, we obtain

$$\dot{V}_\Sigma(x) = -\sum_{i=1}^N \nu_i H_i(x_i) - \sigma y^T [W \otimes I_m] [L \otimes I_m] y$$

$$= -\sum_{i=1}^N \nu_i H_i(x_i) - \frac{1}{2} \sigma y^T [L \otimes I_m] y$$

(57)
where we used $WL \otimes I_m = [W \otimes I_m][L \otimes I_m]$ and we defined $L_s := WL + L^TW$.

We show now that $L_s$ is positive semidefinite. To see this we observe first that $W$ is diagonal positive. In addition, the Laplacian $L$ has positive diagonal elements and non-positive off-diagonal elements hence, the same property holds for $WL$ and $L_s$. Furthermore, using the properties of $L$, that $11N = 0$, $v_1^T L = 0$, as well as the identity $W1N = v_1$, we see that

$$L_s 1N = (WL + L^TW)1N = L^TW v_1 = 0.$$ 

That is, $\lambda_1 = 0$ is an eigenvalue of $L_s$, with corresponding eigenvector, $v_1 = 1N$. It follows that $L_s$ is a symmetric Laplacian matrix which satisfies $\xi^T L_s \xi \geq 0$ for all $\xi \in \mathbb{R}^N$—cf. [7]. Thus, $y^T [L_s \otimes I_m] y \geq 0$ for all $y \in \mathbb{R}^{Nn}$ and

$$\dot{V}_S(x) \leq - \sum_{i=1}^N \nu_i H_i(x_i).$$

Next, let $\rho = \max_{1 \leq i \leq N} \{\rho_i\}$ and consider the function $\bar{\psi} : [\bar{\rho}, +\infty) \to \mathbb{R}_{\geq 0}$ as $\bar{\psi}(s) = \min_{1 \leq i \leq N} \{\nu_i \rho_i(s)\}$. Since $\nu_i > 0$ for all $i \leq N$, $\bar{\psi}$ is continuous and positive on its domain. Furthermore, we observe that, on one hand, by assumption $H_i(x_i) \geq \bar{\psi}_i(|x_i|)$ for all $x_i$ such that $|x_i| \geq \rho_i$. On the other hand, for any $x \in \mathbb{R}^{Nn}$ such that $|x| \geq N \bar{\rho}$ there exists $i \in I$ such that $|x_i| \geq \frac{N}{N} |x| \geq \bar{\rho}$. Thus, for all $|x| \geq N \bar{\rho}$ and any $k \leq N$,

$$\sum_{i=1}^N \nu_i H_i(x_i) \geq \nu_k H_k(x_k) \geq \bar{\psi}(|x_k|) \geq \bar{\psi}\left(\frac{1}{N} |x| \right).$$

In view of the last bound above, the fact that $L_s$ is positive semidefinite (see farther below), and (57) we obtain, for all $|x| \geq N \bar{\rho}$,

$$\dot{V}_S(x) \leq -\bar{\psi}\left(\frac{1}{N} |x| \right).$$

Ultimate boundedness, of the solutions of the system (11), follows by invoking [46, Theorem 10.4].

Some interesting corollaries, on state synchronization, follow from Theorem 1. For instance, if the network interconnections depend on the whole state, that is, if $y = x$.

**Corollary 1** Consider the system (11). Let Assumptions 1 and 2 be satisfied and let $y = x$. Then, the system is forward complete and the set $S_e$ is uniformly globally practically asymptotically stable.

**Proof:** By Assumption 2, Proposition 2 holds so the system is forward complete and, moreover, the solutions are globally ultimately bounded. Therefore, the statement follows straightforwardly by invoking Theorem 1 with the output $y = x$ and $e_y = x - 1N \otimes x_s = e$.

The constant $\Delta_f$ represents the maximal possible mismatch between the dynamics of any individual unit and that of the mean-field unit, on a ball of radius $B_x$. The more heterogeneous the network is, the bigger is the constant $\Delta_f$. Conversely, in the case that all the zero dynamics of the units are identical, we have $\Delta_f = 0$. In this case, we directly obtain the following statement from (53).

**Corollary 2** Consider the system (11) under Assumptions 1 and 2. Assume, further, that the zero dynamics of the network units are all identical (i.e., $f_j^z(x) = f_j^z(x)$ for all $i, j \in I$ and all $x \in \mathbb{R}^n$). Then, the set $S_e$ is uniformly globally practically asymptotically stable.

**Proof of Theorem 1**

Let $R > 0$ be arbitrary. Since, by assumption, the solutions are uniformly ultimately bounded, for any $x_0 \in B_R$ there exists $T_1(R) > 0$ such that $|x(t, x_0)| \leq B_x$ for all $t \geq T_1$. In the sequel, we consider the behavior of the solutions for $t \geq T_1$.

**Proof of (i).** The proof relies on Proposition 1. By assumption, the solutions are globally ultimately bounded hence, the system is forward complete. Then, let us introduce the function $V_y : \mathbb{R}^{nN} \to \mathbb{R}_+$ defined, with an abuse of notation, as

$$V_y(x) = e_y^T [I \otimes I_m] e_y, \quad \Gamma := (U^{-1})^P U^{-1}$$

where $P$ is defined in (72)—see Appendix A. Indeed, note that $e_y$ is a function of $x$ since

$$e_y = [I_N \otimes E_m^T] e \tag{59}$$

and, after (21),

$$e = [I_{nN} - (1N \otimes v_1)] \otimes I_n x \tag{59}$$

Therefore, $|e_y| = |x|_{S_e}$ and, consequently, $V_y(x)$ trivially satisfies (48) with $A = \bar{S}_y$, $\alpha(s) := c_i s^2$.

Now, differentiating on both sides of (59) and using (51a), we obtain

$$\dot{e}_y = -\sigma (I_{nN} \otimes E_m^T) [L \otimes E_m] e_y \tag{60}$$

Hence, differentiating $V_y(x)$ along trajectories of (60), using the identities $[I_N \otimes E_m^T] (L \otimes E_m) = L \otimes (E_m^T E_m) = L \otimes I_m$ and the triangle inequality, we obtain

$$\dot{V}_y(x) = -\sigma e_y^T [I \otimes I_m] [L \otimes I_m] e_y \tag{60}$$

and

$$\dot{V}_y(x) \leq -\sigma c_{U} |e_y|^2 + [\|\Pi F(e, x_s)\| + \|\Pi F_s(x_s)\|] |e_y| \tag{60}$$

Therefore, proceeding as in the proof of Lemma 1 and redefining $c_{U} := |U|$, we obtain

$$\dot{V}_y(x) \leq -\sigma c_{U} |e_y|^2 + [\|\Pi F(e, x_s)\| + \|\Pi F_s(x_s)\|] |e_y|,$$

which, in view of (44), implies that

$$\dot{V}_y(x) \leq -\sigma c_{U} |e_y|^2 + C |e_y| \quad \forall t \geq T_1$$

where $C := C_1 + C_2$. Notice that the constants $C_1$ and $C_2$ depend only on the functions $\bar{F}$, $\bar{F}_s$ and on the constant $B_x$ and are independent of $\sigma$. Then, for any $\sigma > 0$,

$$\dot{V}_y(x) \leq -\frac{1}{2} \sigma c_{U} |e_y|^2 + C^2 / 2\sigma. \tag{61}$$

Therefore, (49) holds with $\eta = \sigma$, $\alpha_3(s) = c_{U} s^2 / 2$ and $c := C^2 / 2\sigma$. The result follows invoking Proposition 1.
Proof of (ii). Let $\mathcal{B}_{B_{z}} := \{ z \in \mathbb{R}^{(n-m)N} : |z| \leq B_{z} \}$ that is, $\mathcal{B}_{B_{z}} \subset \mathbb{B}_{N}^{+}$. Let Assumption 1 generate functions $V_{ok}$, with $k \leq N$, and let us consider the continuously differentiable function $V_{z} : \mathcal{B}_{B_{z}} \to \mathbb{R}_{+}$, defined as

$$V_{z}(z) = \sum_{k=1}^{N} \sum_{i=1}^{N} V_{ok}(z_{k} - z_{i}).$$

(62)

For the sequel, we make the following technical statement.

Claim 1 There exist functions $\gamma_{1}, \gamma_{2} \in \mathcal{K}_{\infty}$ such that $V_{z}$ satisfies the bounds

$$\gamma_{1}(|e_{z}|) \leq V_{z}(z) \leq \gamma_{2}(|e_{z}|),$$

where $e_{z} := [I_{N} \otimes E_{n-m}^{T}]e = z - 1_{N} \otimes z_{s}$.

Proof of Claim 1. In view of Assumption 1, there exist a set $\mathcal{B}_{z} \subset \mathbb{R}^{n-m}$ and, for each $k \leq N$, there exist class $\mathcal{K}_{\infty}$ functions $\gamma_{1k}, \gamma_{2k}$ such that the functions $V_{ok}$ satisfy

$$\gamma_{1k}(|z_{k} - z_{i}|) \leq V_{ok}(z_{k} - z_{i}) \leq \gamma_{2k}(|z_{k} - z_{i}|)$$

for all $z_{i}, z_{k} \in \mathcal{B}_{z}$. Hence,

$$V_{z}(z) \geq \sum_{k=1}^{N} \sum_{i=1}^{N} \gamma_{1k}(|z_{k} - z_{i}|).$$

Now, let $\gamma_{m}(s) := \min_{1 \leq k \leq N} \{ \gamma_{1k}(s) \}$; since the functions $\gamma_{1k} \in \mathcal{K}_{\infty}$ for all $k \leq N$, $\gamma_{m}$ is continuous and of class $\mathcal{K}_{\infty}$. Therefore,

$$V_{z}(z) \geq \sum_{k=1}^{N} \sum_{i=1}^{N} \gamma_{m}(|z_{k} - z_{i}|).$$

Then, let us define $\gamma_{m}(s) := \gamma_{m}(\sqrt{s})$, which is also of class $\mathcal{K}_{\infty}$ hence, after Lemma 2 from Appendix B on p. 15, we obtain

$$V_{z}(z) \geq \gamma_{m} \left( \frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{k=1}^{N} |z_{k} - z_{i}|^{2} \right).$$

Next, we invoke once more Lemma 2 and, successively, Lemma 3 from Appendix B to obtain

$$V_{z}(z) \geq \gamma_{m} \left( \frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{k=1}^{N} |z_{k} - z_{i}|^{2} \right) \geq \gamma_{m} \left( \frac{|e_{z}|^{2}}{N^{2} |v_{i}^{T} v_{i}^{T}} \right) = \gamma_{m} \left( \frac{|e_{z}|^{2}}{N^{2} |v_{i}^{T} v_{i}^{T}} \right),$$

so, defining $c_{m} := N^{2} |v_{i}^{T} v_{i}^{T}|$, we see that the lower-bound in (63) follows with

$$\gamma_{1}(s) := \gamma_{m} \left( \frac{s^{2}}{c_{m}} \right),$$

which is of class $\mathcal{K}_{\infty}$. The existence of $\gamma_{2} \in \mathcal{K}_{\infty}$, such that $V_{z}(z) \leq \gamma_{2}(|e_{z}|)$ is deduced following similar arguments.

Next, we evaluate the total derivative of $V_{z}(z)$ along trajectories of the system (4b), to obtain

$$\dot{V}_{z}(z) = \sum_{k=1}^{N} \sum_{i=1}^{N} \dot{V}_{ok}(z_{k} - z_{i}).$$

(64)

where, using Assumption 1, we obtain

$$\dot{V}_{ok}(z_{k} - z_{i}) = \nabla V_{ok}(z_{k} - z_{i}) \left[ f_{k}^{i}(y_{k}, z_{k}) - f_{k}^{i}(y_{i}, z_{i}) \right]$$

$$= \nabla V_{ok}(z_{k} - z_{i}) \left[ f_{k}^{i}(y_{k}, z_{k}) - f_{k}^{i}(y_{i}, z_{k}) \right] + f_{k}^{i}(y_{i}, z_{k}) - f_{k}^{i}(y_{i}, z_{i})$$

$$\leq -\alpha_{k}|z_{k} - z_{i}|^{2} + \beta_{k}$$

$$+ \nabla V_{ok}(z_{k} - z_{i}) \left[ f_{k}^{i}(y_{k}, z_{k}) - f_{k}^{i}(y_{i}, z_{k}) \right]$$

$$+ \nabla V_{ok}(z_{k} - z_{i}) \left[ f_{k}^{i}(y_{k}, z_{i}) - f_{k}^{i}(y_{i}, z_{i}) \right].$$

(65)

Now, in view of the continuity of $\nabla V_{ok}$, there exists a constant $C_{o} > 0$ such that for all $|z| \leq B_{z}$, we have, for all $k \in I_{z}$,

$$\left| \nabla V_{ok}(z_{k} - z_{i}) \right| \leq C_{o}|z_{k} - z_{i}|.$$}

Also, since the functions $f_{k}^{i}$ are locally Lipschitz, there exists a continuous, positive, non-decreasing function $k_{z} : \mathbb{R}_{+} \to \mathbb{R}_{+}$ such that for all $k \in I_{z}$,

$$|f_{k}^{i}(y_{k}, z_{k}) - f_{k}^{i}(y_{i}, z_{k})| \leq k_{z}(|z|)|y_{k} - y_{i}|$$

and for all $|x| \leq B_{x}$, hence all $|z| \leq B_{x}$,

$$|f_{k}^{i}(y_{k}, z_{k}) - f_{k}^{i}(y_{i}, z_{i})| \leq k_{z}(B_{x})|y_{k} - y_{i}| =: C_{z}|y_{k} - y_{i}|$$

$$\leq C_{z}|y_{k} - y_{s} + y_{s} - y_{i}|$$

$$\leq 2C_{z}|e_{y}|.$$}

Furthermore, in view of the continuity of $f_{k}^{i}$, we may also define

$$\Delta_{j} := \max_{|z| \leq B_{z}} \max_{k \in I_{z}} \left( \left| f_{k}^{i}(y_{i}, z_{i}) - f_{k}^{i}(y_{i}, z_{i}) \right| \right).$$

(66)

Therefore, using all the previous bounds in (65) we obtain, for all $i, k \leq N$ and all $z_{k} \in \mathcal{B}_{z}$,

$$\dot{V}_{ok}(z_{k} - z_{i}) \leq -\alpha_{k}|z_{k} - z_{i}|^{2}$$

$$+ 2C_{o}|z_{k} - z_{i}| \left( C_{z}|e_{y}| + \Delta_{j} + \beta_{k} \right)$$

$$\leq -\frac{1}{2} \alpha_{k}|z_{k} - z_{i}|^{2} + C|e_{y}|^{2} + \Delta_{j} + \beta_{k},$$

where

$$C = \frac{2C_{o}^{2}}{\alpha_{m}}, \quad \Delta_{j} = \frac{2C_{z}}{\alpha_{m}}.$$}

In turn, it follows that

$$\dot{V}_{z}(z) \leq -\sum_{k=1}^{N} \sum_{i=1}^{N} \left( \frac{1}{2} \alpha_{k}|z_{k} - z_{i}|^{2} - C|e_{y}|^{2} - \Delta_{j} + \beta_{k} \right)$$

$$\leq -N\alpha_{m}|z - 1_{N} \otimes z_{s}|^{2} + C N^{2}|e_{y}|^{2}$$

$$+ N^{2}\Delta_{j} + N \sum_{k=1}^{N} N \beta_{k}$$

$$\leq -N\alpha_{m}|e_{z}|^{2} + C N^{2}|e_{y}|^{2} + N^{2}\Delta_{j} + \beta,$$

(67)

where, for the second step, we invoked Lemma 3 from Appendix B.

Finally, we define $V_{z}(x) := V_{y}(x) + V_{z}(z)$ which, in view of Claim 1, satisfies

$$\frac{1}{2}|e_{y}|^{2} + \gamma_{1}(|e_{z}|) \leq V_{z}(x) \leq \frac{1}{2}|e_{y}|^{2} + \gamma_{2}(|e_{z}|),$$

where $e_{z} := [I_{N} \otimes E_{n-m}^{T}]e = z - 1_{N} \otimes z_{s}$. 

For a matrix $M \in \mathbb{R}^{N \times N}$, $|M|_{2}$ denotes the induced 2-norm that is, $|M|_{2} := \max_{z \neq 0} \frac{z^{T} M z}{z^{T} z}$. 

For all $V \in \mathcal{V}$ which is of class $V \leq M_{1}$.
which is equivalent to \( \tilde{\gamma}_1(|e|) \leq V_e(x) \leq \tilde{\gamma}_2(|e|) \) for an appropriate choice of \( \tilde{\gamma}_1, \tilde{\gamma}_2 \in K_\infty \). Hence, (48) holds with \( A = S_x \).

On the other hand, from (61) and (67), we obtain
\[
\dot{V}_e(x) \leq -\alpha_m N |e|^2 - \frac{1}{2} [\sigma c'' - 2\tilde{C} N^2] |e|^2 + N^2 \Delta f + \frac{C^2}{2\sigma} + \beta.
\]
Therefore, there exists \( \sigma^* > 0 \) such that for all \( \sigma \geq \sigma^* \),
\[
\dot{V}_e(x) \leq -\alpha_m N |e|^2 + N^2 \Delta f + \frac{C^2}{2\sigma} + \beta.
\]
The proof is completed invoking Proposition 1 with fixed \( \eta := \alpha_m N, \alpha_3(s) = s^2 \) and \( c = N^2 \Delta f + C^2/2\sigma + \beta \).

**Remark 3** In general, the quantities \( C_1 \) and \( C_2 \) in the ultimate bound (53) may grow non-linearly, relatively to the size of the network and independently of the strength of the interconnection \( \sigma \). However, in the particular case of identical zero-dynamics (cf. Corollary 2) the eventual influence of the size of the network, on the size of the residual set may be compensated by the interconnection strength, up to the limit \( \epsilon \) —see (52).

**B. On practical stability of the collective network behavior**

Now we analyze the behavior of the mean-field unit, whose dynamics is given by the equations (51b). We assume that the nominal dynamics of the latter (i.e., with \( e = 0 \)) has a stable compact attractor \( A \) and we establish that the stability properties of this attractor are preserved under the network interconnection, albeit slightly weakened.

**Assumption 3** For the emergent dynamics, (28), there exists a compact invariant set \( A \subset \mathbb{R}^n \) which is asymptotically stable with a domain of attraction \( D \subset \mathbb{R}^n \). Moreover, we assume that there exists a continuously differentiable Lyapunov function \( V_A : \mathbb{R}^n \to \mathbb{R}_+ \) and functions \( \alpha_i \in K_\infty, i \in \{1, \ldots, 4\} \) such that for all \( x_e \in D \) we have
\[
\begin{align*}
\alpha_1(|x_e|_A) \leq V_A(x_e) & \leq \alpha_2(|x_e|_A) \quad (68a) \\
\dot{V}_A(x_e) & \leq -\alpha_3(|x_e|_A) \quad (68b) \\
\frac{\partial V_A}{\partial x_e} & \leq \alpha_4(|x_e|_A). \quad (68c)
\end{align*}
\]
The second part of the assumption (the existence of \( V \)) is purely technical whereas the first part is essential to analyze the emergent synchronized behavior as well as the synchronization properties of the network, recasted as a (robust) stability problem. The following statement applies to the general case of diffusively coupled networks.

**Theorem 2** For the system (11) let us assume that the solutions are globally ultimately bounded and Assumptions 1 and 3 hold. Then, there exists \( B_{xs} > 0 \), such that the set
\[
B := \{ x \in \mathbb{R}^n : |x|_A \leq \alpha_3^{-1} \left( \alpha_4(B_x)k(c, B_{xs}) \right) \}
\]
where \( k \) is defined in (34) and \( c \) is defined in (53), is uniformly asymptotically stable.

**Proof:** Global ultimate boundedness of the solutions implies that there exists \( T^* > 0 \) such that \( |x(t, x_o)| \leq B_x \) for all \( t \geq T^* \); therefore, a similar bound is valid for \( x_s \):
\[
|x_s(t, x_o)| = \left| \sum_{i=1}^{N} \nu_i x_i(t, x_o) \right| \leq \sum_{i=1}^{N} |\nu_i x_i(t, x_o)| \leq B_{xs}.
\]
This and Assumption 1 imply the statement (ii) of Theorem 1. Hence, using (34) we obtain \( |x_s(e(t), x_s(t))| \leq B_g \) where
\[
B_g := k(c, B_{xs})c.
\]

Next, let Assumption 3 generate a Lyapunov function \( V_A \) for the nominal system (27) and functions \( \alpha_i \in K_\infty \), satisfying (68), hence, for all \( x_s \in D \),
\[
\begin{align*}
\alpha_1(|x_s|_A) & \leq V_A(x_s) \leq \alpha_2(|x_s|_A) \\
\dot{V}_A(|x_s|_A) & \leq -\alpha_3(|x_s|_A) \\
\frac{\partial V_A}{\partial x_s} & \leq \alpha_4(|x_s|_A|)|G_s(e, x_s)|
\end{align*}
\]
and the total derivative of \( V_A \) yields, using (33),
\[
\dot{V}_A(x_s) \leq -\alpha_3(|x_s|_A) + \alpha_4(|x_s|_A)|G_s(e, x_s)|
\]
which implies that
\[
\dot{V}_A(x_s(t)) \leq -\alpha_3(|x_s(t)|_A) + \alpha_4(B_{xs})B_g
\]
for all \( x_o \) such that \( x_s(t) \in D \). Strictly speaking, the bound (71) holds for all \( t \geq T^* \) however, in view of forward completeness, the trajectories are bounded on \([0, T^*] \) therefore, (71) holds for all \( t \geq 0 \) by redefining, if necessary, the constants \( B_{xs} \) and \( B_g \) in function of \( R \), i.e., of the ball of initial conditions. The result follows after Proposition 1.

In the case that the network is state practically synchronized, it follows that the set \( A \) is practically stable for the network (11).

**Corollary 3** Consider the system (11) under Assumption 3. If the set \( S_x \) is uniformly globally practically asymptotically stable for this system, then the attractor \( A \) defined in Assumption 3 is practically asymptotically stable for the mean-field unit (33).

**VI. Example**

To illustrate our theoretical findings we present a brief case-study of analysis of interconnected heterogeneous systems via diffusive coupling. We consider three chaotic oscillators, two of the well-known Lorenz type —see [47], with different parameters, and a Lü system [48]. The dynamics equations are

**LORENZ:**
\[
\begin{align*}
\dot{x}_i & = \gamma_i(y_i - x_i) + u_i, & i = 1, 2 \\
\dot{y}_i & = r_i x_i - y_i - x_i z_i \\
\dot{z}_i & = x_i y_i - b_i z_i
\end{align*}
\]

**LÜ:**
\[
\begin{align*}
\dot{x}_3 & = -\frac{\alpha \beta}{\alpha + \beta} x_3 - 2y_3 z_3 + \delta + u_3 \\
\dot{y}_3 & = \alpha y_3 + \beta z_3 \\
\dot{z}_3 & = \beta z_3 + x_3 y_3.
\end{align*}
\]

The values of the parameters of the three systems are fixed in order for them to exhibit a chaotic behavior:
\[ \gamma_1 = 10 \quad \gamma_2 = 16 \quad \alpha = -10 \]
\[ r_1 = 45.6 \quad r_2 = 99.96 \quad \beta = -4 \]
\[ b_1 = 4 \quad b_2 = 8/3 \quad \delta = 10 \]

A direct computation, using (25), shows that the corresponding emergent dynamics for these systems is given by

**EMERGENT DYNAMICS:**

\[
\begin{align*}
3\dot{x}_c &= -\left[\gamma_1 + \gamma_2 + \frac{\alpha\beta}{\alpha + \beta}\right]x_c \\
&\quad + \left[\gamma_1 + \gamma_2 - 2\beta\right]y_c + \delta, \\
3\dot{y}_c &= \left[r_1 + r_2\right]x_c - \left[2 - \alpha\right]y_c, \\
3\dot{z}_c &= 3x_ey_c + \left[\beta - b_1 - b_2\right]z_c.
\end{align*}
\]

Since the three chaotic systems are oscillators their trajectories are globally ultimately bounded—see Figure 3. Moreover, as it may be appreciated from Figure 4, the solutions remain bounded under the diffusive coupling which, for this test, we defined to be:

\[
\begin{align*}
u_1 &= -\sigma\left[a_{12}(x_1 - x_2) + a_{13}(x_1 - x_3)\right], \quad a_{12} = 2, \\
u_2 &= -\sigma\left[a_{21}(x_2 - x_1) + a_{23}(x_2 - x_3)\right], \quad a_{23} = 3, \\
u_3 &= -\sigma\left[a_{31}(x_3 - x_1) + a_{32}(x_3 - x_2)\right], \quad a_{32} = 4.
\end{align*}
\]

That is, the zero dynamics with respect to the output \( y_i = x_i \) has dimension two. For each Lorenz system, the zero dynamics is practically convergent (Assumption 1 holds), as it may be showed using the function

\[ V(z_i - z'_i) = |z_i - z'_i|^2, \quad z_i = [y_i, z_i]^T, \quad i \in \{1, 2, 3\}. \]

whose total derivative yields

\[ \dot{V}(z_i - z'_i) \leq -2\min\{b_i, 2\}|z_i - z'_i|^2. \]

For the Lü system, we have, defining \( z = [y_3, z_3]^T \).

\[
\dot{V}(z - z') \leq -2\alpha|y_3 - y'_3|^2 - 2\beta|z_3 - z'_3|^2 \\
+ 4|x_3(t)||y_3(t) - y'_3(t)||z_3(t) - z'_3(t)|.
\]

Convergence in a practical sense (Assumption 1) holds since the trajectories are ultimately bounded hence, so is the last term on the right-hand side of the previous inequality.

Simulation results for different values of the interconnection gain \( \sigma \) are showed in Figure 4; it may be appreciated that the output synchronization errors, \( e_y(t) \), diminish as the interconnection gain is increased. The phase portraits of the three oscillators and that of the mean-field dynamics, are also showed for three different values of \( \sigma \).

In Figure 5 we show the phase portrait of the mean-field dynamics (51b), for different values of the interconnection gain, compared to that of the emergent dynamics (28). As it is appreciated, the solutions generated by the emergent dynamics converge to an equilibrium—approximately, the point \((2.9, 29, 43)\) that is, in this case the attractor \( \mathcal{A} \), defined in Assumption 3, is a point in the phase space. The mean-field trajectories converge to a double scroll attractor for “small” values of \( \sigma \) and to a point in the space, at short distance from \( \mathcal{A} \); roughly for \( \sigma > 15 \). This illustrates that the emergent dynamics constitutes, to some extent, a good “estimate” of the network’s collective behavior.
Finally, the lower-right plot in Figure 5 depicts $|x_s(t) - x_e(t)| = |x_s(t)|_{L^2}$ which corresponds to the difference between the solutions $x_s(t)$ of the mean-field system (51b) and $x_e(t)$, solution of the emergent dynamics $\dot{x}_e = f_s(x_e)$. Note that this difference diminishes as the interconnection gain increases however, it does not vanish as $\sigma \to \infty$ since the synchronization errors do not converge to zero.

VII. CONCLUSIONS AND FURTHER RESEARCH

We have set the basis of an analysis framework for networks of systems that are heterogeneous both in the dynamics and the parameters. This framework builds upon the original concept of dynamic consensus, introduced here, and that of emergent dynamics. Together, these are suitably tailored to study collective behavior of networked-interconnected systems with different models.

Our results, however, focus on networks under diffusive coupling and, to guarantee that the trajectories are ultimately bounded, we appeal to a semi-passivity assumption. Relaxing this hypothesis, for instance, in terms of input-to-state-stability, might allow to cope with networks under nonlinear coupling. From a systems viewpoint, many other important problems remain open. Firstly, to extend our framework to cover other classes of systems, such as hybrid systems or discrete-time-based. In addition, constrained by the nature of the diffusive coupling, we assume that the inputs and outputs have the same dimension. Extending our results to the case of systems with heterogeneous dimensions (of the state, the inputs and the outputs) is another well-motivated problem.

Last but not least, the problem of control design, based on the dichotomy exhibited here (considering the synchronisation and the mean field behaviour), is completely open. For instance, to what extent, for a given network, can one impose a target emergent dynamics? Note that this question may be posed independently of whether the nature of coupling is given or it constitutes an additional design degree of freedom.
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hence
\[ z^T [P_i \Lambda_i + \Lambda_i^* P_i] z = z^T [P_i (\Lambda_Ri + j \Lambda_Ii) + (\Lambda_Ri - j \Lambda_Ii)^T P_i] z = z^T [P_i \Lambda_Ri + \Lambda_R^* P_i] z. \]

Next, let us introduce the block-diagonal matrix \( P \in \mathbb{R}^{N \times N} \)
\[
P := \begin{bmatrix}
0 & \cdots & 0 \\
0 & P_2 & \cdots \\
& & \ddots & \ddots \\
& & & 0 & \cdots & 0 \\
0 & \cdots & 0 & P_M \\
\end{bmatrix}
\]
which is positive definite since so are \( P_i \) for each \( i \in [2, M] \).

Note that, moreover,
\[
x^T (P \Lambda + \Lambda^* P)x = x^T J_0 x,
\]
where
\[
J_0 := 
\begin{bmatrix}
0 & \cdots \\
& \ddots & \ddots \\
& & \ddots & \ddots \\
& & & \ddots & \ddots \\
0 & \cdots & 0 & I_{N-1} \\
\end{bmatrix}
\]

Then, let \( \Gamma_c := (U^{-1})^* P U^{-1} \). This matrix is Hermitian positive definite since \( \Gamma \) is symmetric positive definite and \( U^{-1} \) has full rank by definition. From the previous computations, it follows that \( e^T \Gamma_c e = e^T \Re(\Gamma_c) e \) hence, defining \( \Gamma := \Re(\Gamma_c) \), we see that \( V \) in (23) is positive definite and proper and takes values in \( \mathbb{R} \).

Next, we differentiate \( V \). To that end, note that, in view of (22) and the property that \( L \nu_{r} = 0 \), \( z = -Lx \) is equivalent to \( \dot{e} = -Le \). Therefore, evaluating the total derivative of \( V \) we obtain
\[
\dot{V}(e) = -e^T \Gamma L e - e^T L^T \Gamma e
= -e^T \Gamma e - e^T L^T \Gamma e \tag{73}
= -e^T (U^{-1})^* P U^{-1} L e - e^T L^T (U^{-1})^* P U^{-1} e
= -e^T (U^{-1})^* P U^{-1} U L U^{-1} e
= -e^T (U^{-1})^* (\Lambda^* U^2 (U^{-1})^T) P U^{-1} e
= -e^T (U^{-1})^* \left[ P \Lambda + \Lambda^* P \right] U^{-1} e
= -e^T (U^{-1})^* J_0 U^{-1} e. \tag{74}
\]
Furthermore, we have \( e^T (U^{-1})^* = (U^{-1})^* e \) and
\[
U^{-1} e := 
\begin{bmatrix}
0 \\
\xi
\end{bmatrix}
\]
where \( \xi \in \mathbb{C}^{N-1} \). Hence,
\[
\dot{V}(e) = -e^T \xi \xi \leq - (1/c_U)^2 |e|^2
\]
where we defined \( c_U := |U| \) and we used the fact that \( e = U \xi \). The statement follows with \( \gamma := (1/c_U)^2 \).

\section*{APPENDIX}

\section*{A. Proof of Lemma 1}

By assumption, \( L \in \mathbb{R}^{N \times N} \) has one zero eigenvalue \( \lambda_1(L) = 0 \) with associated right eigenvector \( \nu_{r1} \in \mathbb{R}^N \), left eigenvector \( \nu_{l1} \in \mathbb{R}^N \), and \( M \leq N - 1 \) eigenvalues \( \lambda_i(L) \in \mathbb{C} \) with multiplicity \( \mu_i \geq 1 \) such that \( \Re(\lambda_i) > 0 \).

The matrix \( L \) admits the Jordan decomposition \( L = U \Lambda U^{-1} \) where \( U \in \mathbb{C}^{N \times N} \) is non-singular and \( \Lambda = \text{blockdiag}(\Lambda_i) \) with \( \lambda_1 = 0 \) see Eq. (13). Similarly Eq. (14), we partition \( U := [\nu_{r1} \ U_1] \). Next, define \( \Lambda_Ri := \Re(\Lambda_i) \) for all \( i \in [2, M] \). Since \( \Re(\lambda_i) > 0 \) for each \( i \in [2, M] \) there exists a matrix \( P_i \in \mathbb{R}^{\mu_i \times \mu_i} \), symmetric and positive definite, such that \( P_i \Lambda_Ri + \Lambda_R^* P_i = I \). It follows from this that for any \( z \in \mathbb{R}^{\mu_i} \),
\[
z^T (P_i \Lambda_i + \Lambda_i^* P_i) z = |z|^2.
\]
To see this, note that
\[
P_i \Lambda_i + \Lambda_i^* P_i = P_i (\Lambda_Ri + j \Lambda_Ii) + (\Lambda_Ri - j \Lambda_Ii)^T P_i
\]

Then, let us introduce the locally Lipschitz function $W: \mathbb{R}^n \to \mathbb{R}$ such that

$$W(x) := \max\left\{0, V(x) - V(\alpha_3^{-1}(c/\eta))\right\}.$$  \hfill (77)

Note that $W$ is positive definite, radially unbounded and decrescent with respect to $B$ that is, $W(x) = 0$ for all $x \in B$, $W(x) > 0$ for all $x \not\in B$, and $W(x) \to \infty$ as $|x|_{\|B\|} \to \infty$. This follows from (48) as well as the compactness of $B$ and the continuity of $W$. As a matter of fact, there exist $\alpha'_1$ and $\alpha'_2 \in K_\infty$ such that, for all $x \in \mathbb{R}^n$,

$$\alpha'_1(|x|_{\|B\|}) \leq W(x) \leq \alpha'_2(|x|_{\|B\|}).$$  \hfill (78)

Furthermore,

$$\dot{W}(x) \leq \max\left\{0, -\eta \alpha_3(|x|) + c\right\}$$

hence, we have $\dot{W}(x) = 0$ for all $x \in B$ and, since $\eta > 1$ and $\alpha_3 \in K_\infty$, we have $\dot{W}(x) < 0$ for all $x \not\in B$. Therefore, one we may construct a continuous function $\alpha'_3 \in K_\infty$ such that

$$\dot{W}(x) \leq -\alpha'_3(|x|_{\|B\|})$$

for all $x \in \mathbb{R}^n$. Next, we integrate along the trajectories, on both sides of the latter inequality and we use (78) to obtain

$$\int_0^\infty \alpha'_3(|x(t)|_{\|B\|}) dt \leq \alpha'_2(|x(0)|_{\|B\|}).$$

Then, invoking [49, Theorem 1] we conclude that there exists a class $K\ell$ function $\beta$ such that

$$|x(t, x_0)|_{\|B\|} \leq \beta(|x_0|_{\|B\|}, t)$$

which, since $|x|_{\|B\|} \leq |x|_{\|A\|} \leq |x|_{\|B\|} + \alpha_3^{-1}(c/\eta)$, implies that

$$|x(t, x_0)|_{\|A\|} \leq |x(t, x_0)|_{\|B\|} + \alpha_3^{-1}(c/\eta) \leq \beta(|x_0|_{\|B\|}, t) + \alpha_3^{-1}(c/\eta) \leq \beta(|x_0|_{\|A\|}, t) + \alpha_3^{-1}(c/\eta).$$

It is clear that $\delta(\eta) := \alpha_3^{-1}(c/\eta)$ tends to zero as $\eta \to \infty$. \hfill \blacksquare

C. Technical lemmas

**Lemma 2** Let $s_i$, with $i \in I$ be arbitrary non-negative scalars, then for any class $K_\infty$ function $\alpha(\cdot)$, we have

$$\alpha\left(\frac{1}{N} \sum_{i=1}^N s_i\right) \leq \sum_{i=1}^N \alpha(s_i) \leq N \alpha\left(\frac{1}{N} \sum_{i=1}^N s_i\right)$$  \hfill (79)

**Proof:** Let $s_k = \max_{i=1,...,N}\{s_i\}$, then we have that $\frac{1}{N} \sum_{i=1}^N s_i \leq s_k$ and therefore

$$\alpha\left(\frac{1}{N} \sum_{i=1}^N s_i\right) \leq \alpha(s_k)$$

so the first inequality holds. Similarly, for the second inequality we have

$$\sum_{i=1}^N \alpha(s_i) \leq N \alpha(s_k).$$

\hfill \blacksquare

**Lemma 3** Let $x_1, \ldots, x_N \in \mathbb{R}^n$, $x = [x_1^T, x_2^T, \ldots, x_N^T]^T \in \mathbb{R}^{nN}$, $v_{i1} = [v_{i1}, \ldots, v_{iN}]^T$, and $x_s = \sum_{i=1}^N v_i x_i$ with $v_i > 0$ for all $i \leq N$. Then,

$$|x - x_N \otimes x_s| \geq \frac{1}{2N} \sum_{i=1}^N \sum_{j=1}^N |x_i - x_j|^2,$$  \hfill (80)

$$\sum_{i=1}^N \sum_{j=1}^N |x_i - x_j|^2 \geq \frac{|x - x_N \otimes x_s|^2}{|v_{i1}v_{j1}|^2}.$$  \hfill (81)

**Proof:** Let us define the vectors $X, \tilde{X} \in \mathbb{R}^{nN}$,

$$X = 1_N \otimes x = \begin{bmatrix} x \\ \vdots \\ x \end{bmatrix}, \quad \tilde{X} = \begin{bmatrix} x - 1_N \otimes x_1 \\ \vdots \\ x - 1_N \otimes x_N \end{bmatrix}. $$  \hfill (82)

In order to prove that Inequality (80) holds, we show that

$$X^T \tilde{X} = \sum_{i=1}^N \sum_{j=1}^N |x_i - x_j|^2;$$  \hfill (83)

$$\tilde{X}^T \tilde{X} \leq 2N|x - 1_N \otimes x_s|^2.$$  \hfill (84)

Concerning the former, we see that, by definition,

$$\tilde{X}^T \tilde{X} = \sum_{i=1}^N |x - 1_N \otimes x_i|^2,$$

and, by direct computation, we see that, for each $i \leq N$,

$$[x - 1_N \otimes x_i]^T [x - 1_N \otimes x_i] = \sum_{k=1}^N |x_k - x_i|^2,$$

from which (83) follows.

Next, to establish (83) we observe that

$$\tilde{X} = 1_N \otimes x - \begin{bmatrix} 1_N \otimes x_1 \\ \vdots \\ 1_N \otimes x_N \end{bmatrix} = 1_N \otimes [x - 1_N \otimes x_s] + 1_N \otimes [1_N \otimes x_s] - 1_N \otimes [(x_1 - x_s) + x_s] - \ldots - 1_N \otimes [(x_N - x_s) + x_s] = 1_N \otimes e + [1_N \otimes 1_N] \otimes x_s - [1_N \otimes e_1] - \ldots - [1_N \otimes e_N] - [1_N \otimes x_s] = 1_N \otimes e - E$$

where we recall that $e = x - 1_N \otimes x_s$ and we defined

$$E := \begin{bmatrix} 1_N \otimes e_1 \\ \vdots \\ 1_N \otimes e_N \end{bmatrix}.$$  \hfill (85)

It follows that

$$\tilde{X}^T \tilde{X} = [1_N \otimes e - E]^T [1_N \otimes e - E].$$
On the other hand, we have
\[
\begin{align*}
E^T E &= \left[ 1_N \otimes e^T, \ldots, 1_N \otimes e^T \right] \left[ \begin{array}{c} 1_N \otimes e_1 \\ \vdots \\ 1_N \otimes e_N \end{array} \right] \\
&= \sum_{k=1}^N [1_N \otimes e_k] \otimes [e_k^T e_k] \\
&= N \sum_{k=1}^N e_k^T e_k = Ne^T e.
\end{align*}
\] (86)

On the other hand,
\[
\begin{align*}
E^T [1_N \otimes e] &= \left[ 1_N \otimes e_1^T, \ldots, 1_N \otimes e_N^T \right] \left[ \begin{array}{c} e_1 \\ \vdots \\ e_N \end{array} \right] \\
&= \left[ e_1^T, \ldots, e_N^T \right] \left[ \begin{array}{c} 1_N \otimes e_1 \\ \vdots \\ 1_N \otimes e_N \end{array} \right] \\
&= \sum_{k=1}^N e_k^T [1_N \otimes e_k] = e^T \left[ 1_N \otimes \sum_{k=1}^N e_k \right].
\end{align*}
\] (87)

Furthermore, using the identity
\[
\sum_{k=1}^N e_k = \sum_{k=1}^N x_k - Nx_s
\]
in (87) we obtain,
\[
\begin{align*}
e^T \left[ 1_N \otimes \sum_{k=1}^N e_k \right] &= e^T \left[ \sum_{k=1}^N x_k - Nx_s \right] \\
&= \left[ x_1 - x_s, \ldots, x_N - x_s \right] \left[ \sum_{k=1}^N x_k - Nx_s \right] \\
&= \left[ \sum_{k=1}^N x_k - Nx_s \right] \left[ \sum_{j=1}^N x_j - Nx_s \right].
\end{align*}
\]
Using the latter, (87), and (86), in (85), we obtain
\[
\tilde{X}^T \tilde{X} = 2Ne^T e - 2 \left[ \sum_{k=1}^N x_k - Nx_s \right]^2.
\]

From this and the identity \( e^T e = |x - 1_N \otimes x_s|^2 \), (84) follows.

It is left to establish that (81) holds. To that end, we remark that
\[
e = [x - 1_N \otimes (v_{11} \otimes I_n)x]
\]
which, by virtue of the identity \( 1_N v_{11} = 1 \), i.e., \( \sum_{i=1}^N a_i = 1 \), equals to
\[
\begin{align*}
&\left[ \sum_{i=1}^N \nu_i \right] x_1 - \sum_{i=1}^N \nu_i x_i \\
&\vdots \\
&\sum_{i=1}^N \nu_i \left( v_{11} \otimes I_n \right) x_1 - \sum_{i=1}^N \nu_i x_i \\
&= \left[ \sum_{i=1}^N \nu_i \left( v_{11} \otimes I_n \right) x_1 - \sum_{i=1}^N \nu_i x_i \right]
\end{align*}
\]
Next, we develop the product \( D^T D \). We have
\[
\begin{align*}
&[I_N \otimes (v_{11} \otimes I_n)] [I_N \otimes (v_{11} \otimes I_n)] = \\
&= [I_N \otimes (v_{11} \otimes I_n) (v_{11} \otimes I_n)] = I_N \otimes (v_{11} v_{11}^T) \otimes I_n.
\end{align*}
\]
Then, using the identity \( |A \otimes B|^2 = |A|^2 \cdot |B|^2 \), which holds for any quadratic matrices \( A \) and \( B \), we see that, \( D^T D = |I_N|^2 \cdot |v_{11} v_{11}^T|^2 \cdot |I_n|^2 \). We conclude that
\[
\tilde{X}^T \tilde{X} \geq \frac{e^T e}{|v_{11} v_{11}^T|^2}
\]
which is equivalent to (81).