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Abstract—Intelligent Transport Systems (ITS) gather infor-
mation from their fleet vehicles to improve on their safety
and quality of service. Information is sent through a wireless
connection (e.g., 3G link) to a central unit responsible for
controlling the activity of the vehicles. These data may in-
clude for instance the location of the vehicles, their speed, the
time spent at each stop, an estimated number of passengers,
the state of the doors (opened/closed), etc. In locations where
the quality of the network is poor (low data rate), vehicles do
not succeed in transmitting all the collected information and
mechanisms must be implemented to select which informa-
tion the network can afford to send. Assuming that the data
has been labeled and classified beforehand according to its
criticality, this paper identifies the exact minimum network
speed to successfully send each (set of) data, defining a set
of speed thresholds for each level of criticality. We assume
that messages are sent according to a non-preemptive fixed
priority scheduling. Based on the results of this paper, we
expect to later develop algorithms to optimally send the data
for arbitrary priority assignments and maximize the utility
when choosing which data is discarded due to insufficient
network bandwidth.

1. Introduction

In Intelligent Transport Systems (ITS) [1] for public
transports, vehicles like buses, tramways and trains are
equipped with tracking devices that periodically send
operational information to a central server. The server
processes this information and sends feedback to the fleet
of vehicles to eventually improve the security, safety, or
the quality of the service in general. The tracking devices
installed in each vehicle record, sample, and send a broad
set of information such as the location of the vehicle
(GPS coordinates), the time spent at each stop and station,
the time between every two stops, the state of the doors
(open/closed), the estimated number of passengers, the
temperature in each car (in case of a train for example),
fire-detectors information, consumption information, den-
sity of the traffic, watchdogs information or even the driver
heartbeat in some cases. Note that the amount of data to
be sent can be large if images must be forwarded to the
central unit (from the in-vehicle security cameras or from
the advanced driver-assistance systems for instance). The
data is categorized according to its importance or critical-
ity to the project objectives. For example, GPS coordinates
can be seen as more important than an estimation of the
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Figure 1. Example of network coverage in a city.

air quality in the cars. Information is thus clustered and
broken into categories and each category is labeled by a
measure of its criticality.

Every vehicle in the fleet sends its data periodically
to the base central server over the city’s 3G/4G network.
However, many cities do not yet provide a full network
coverage, and even when they do, there are always re-
gions in which the signal strength drops and becomes
insufficient to provide the network bandwidth required to
send all the data at the desired frequency, as illustrated
by Figure 1. In such regions, the system embedded in the
vehicles has three options:

1) It can lower the emission rate by decreasing the
frequency at which some of the information is
sent. Note that, depending on the application
constraints, this is not always feasible as some
features are strongly time-dependent and become
meaningless if the data is not processed at a
specific rate, e.g. fire-detectors information or
watchdogs information.

2) It can reduce the amount of data sent to match the
capacity of the network that is currently available.
That is, when the signal is too weak, the less
critical data are no longer sent, which grants
more bandwidth to the data that cannot alter their
emission rate.

3) It can combine the first two approaches. That is,
it can stop sending some of the (less critical)
information and lowers the emission rate of some
others.

The third option is most likely the most efficient tech-
nique as it combines the strengths of the first two options.



In this work though, we focus only on the second option in
which the system temporarily stops sending data that are
less critical to save bandwidth for the more critical ones.
This difference of criticality between the data justifies
the use of a fixed-priority scheduler for sending out the
information. Due to the unpredictable nature of signal
strength that can strongly affect the transmission time
of the messages (up to the point where the transmission
fails), it is arguably more appropriate to give a higher
priority to the information of high criticality so that they
are always sent before the less critical information. The
transmission of data being a non-preemptible operation,
it may happen that a data of low criticality is being sent
while an information of high criticality becomes “ready-
to-be-sent”. This is the only case of priority inversion
where the transmission of the higher critical data gets
blocked by a lower critical data and this scenario can
be easily factored in the schedulability analysis for non-
preemptive fixed-priority arbitration.

The remainder of the paper is organized as follow.
We present the model and notations in Section 2. Then
the problem is formalized in Section 3. Section 4 recapit-
ulates basics from the state of the art required to present
our solution in Section 5 and to follow the proof of its
correctness given in Section 6. Section 7 review existing
related works and we conclude the paper in Section 8 with
a discussion on future work directions.

2. Model of computation

The application is composed of a set 7 of n periodic
tasks denoted 7 = {7, 72,...,7,}. Every task models
the process of periodically sending one information from
the bus to the central station, such as the location of the
vehicle (GPS coordinates) or the time spent at the last
stop. Every task 7; is activated periodically every T; time
units. We call each activation of a task a “job” and we
say that the task “releases” a job when it gets activated.
We denote the jobs by 7;; , where 7 € Ny is the job
index. The time of the first activation of each task is not
known. That is, once the first job 7; ¢ is released (at any
time ¢ > 0), its subsequent jobs 7; ;, Vj > 0, are released
exactly T; time units apart, starting from time ¢, i.e. 75 ;
is released at time t + j7;, V7.

Every job of a same task sends a unique message of
fixed length over the network. The transmission time of
each message depends on the network’s bandwidth avail-
able at the time of sending the message and the strength
of the signal varies with the location of the vehicle. In
some neighborhoods, the poor network coverage results
in low-speed transmissions whereas at some other loca-
tions, the signal is strong and offers high-speed flawless
communications. We denote by C; the length of every
message (in Megabits) to be delivered by the jobs of ;.
At a given reference network speed of 1 Mbit/s (Megabit
per second), it takes exactly C; seconds to deliver each
message of 7;. From there, it trivially holds that at any
speed of x Mbit/s, it takes exactly % seconds to transfer
each message of 7;. The transmission time of every job
7;,; of 7; is thus linear in the network speed. A poor signal
strength yields a long transmission time and inversely, a
strong signal allows for faster transmissions.

It is important to note here that what we call band-
width is the available bandwidth for the application, tak-
ing into account all optimizations made by the network
protocols, the congestion on the network and so on. It is
not in the scope of the paper to discuss how the available
bandwidth is estimated, however, amongst other solutions,
one could imagine that an acknowledgement is received
after each transmissions to the central station, and that
the bandwidth is computed from the measured delay to
receive the acknowledgement.

Every task 7; is assigned a relative temporal deadline
denoted by D; (relative to its activation time), with the
interpretation that each of its jobs 7; ; must have sent its
message entirely before or at its absolute deadline set D;
time units after its release. We consider the constrained-
deadline task model in which D; < T;, Vi, meaning that
every job must have entirely sent its message before the
next job (from the same task) is released. Every 7; is also
assigned a criticality x; that qualifies the “importance” of
the information that it sends to the central station. For ex-
ample, x; could represent very important messages, while
x2 could be used for moderately important messages,
x3 for non crucial information, etc. For convenience,
we denote by 7(k) the set of tasks of criticality xx
and we assume that & € [1,z], where x is the number
of different criticality in the system (criticality 1 is the
highest criticality level, then 2, 3, and so on till z, the
least critical one).

All the messages are transmitted sequentially over the
network in a non-preemptive way. This means that once a
job has started to send its message, it cannot be interrupted
or paused and continues emitting until its message is
entirely transmitted. Since there may be several jobs in the
system that are ready to send their message at the same
time, the system uses a scheduling algorithm to define the
order in which the jobs access the network. The scheduler
works based on fixed task-level priorities. That is, every
task 7; is assigned a constant priority that is passed on
to all its jobs. We denote by hp(r;) (resp., Ip(7;)) the
set of tasks of higher (resp., lower) priority than 7; and
by hep(r;) (resp., lep(r;)) the set hp(r;) U {r;} (resp.,
Ip(7:) U{m: D).

The scheduler is designed so that at any point in time,
if two jobs are ready to send their message and compete
for the access to the network, it is the job coming from
the task with the highest priority that will be granted
the access first (since the task priorities are passed on to
the jobs). This implicitly assumes that all the tasks have
distinct priorities and there is at most one job per task that
is ready to send its message at any point in time. The latter
is guaranteed by the model itself since D; < T; for all 7;
and thus if two jobs of the same task ever compete for the
access to the network at the same time, then one of them
has failed to meet its deadline, which is not acceptable.

The relation between the priority of the tasks and their
criticality is simple. As explained earlier, the tasks of a
same criticality (say ) are grouped together in 7 (k). All
the tasks in the system have a different priority, the only
constraint imposed on the system is that all the tasks of a
same group 7(k) have a higher priority than all the tasks
of all the groups 7(j) for j > k. We believe that this
is a reasonable assumption in a real-world scenario: even
if important tasks may have longer deadlines and periods



than less important messages — and thus, in theory, the
system could potentially serve the less important tasks
first — by giving a higher priority to the more important
tasks we force them to be served before the less important
ones. This is highly recommended as the network speed
can change at any moment and we do not want to delay the
transmission of important messages (and take the risk of
not being able to send them on time) to benefit less critical
ones. Note that we do not impose any further restriction
on the priority assignment, meaning that any fixed-priority
assignment can be used to define the priority of the tasks
within each group.

From this point onwards, we shall assume that every
task in the system has been assigned a priority such that
the above restriction is respected and the entire system is
schedulable (i.e. all the deadline are met) at a network
speed of 1 Mbit/s. To make sure that the second assump-
tion is always verified, the data rate unit (here, Mbit/s) can
be assumed to be Gbit/s or even Tbit/s provided that all
the messages lengths C;, Vi, are converted and expressed
in that new data rate. In the remainder of the paper, we
shall assume Mbits/s to be the reference network speed
and the unit in which the C; values are expressed.

3. Problem statement

While vehicles move from one part of the city to
another, the network speed naturally varies along with the
strength of the network signal. As the signal gets weaker, it
may become infeasible to send all the information and still
verify the timing requirement of every task. To make sure
that the critical information is still sent on time, we define
a thresholds {sp;,sps, ..., sp, } within the speed domain
such that, each time the current speed drops below one of
these thresholds, say spy,, all the tasks from the criticality
groups 7(j), with j > k, are immediately suspended.
They will no longer send messages until the network speed
raises again above the threshold sp,,. If one of these tasks
with a lower criticality than y; was sending a message
when the network speed crossed the threshold, then it
cannot be stopped (since sending is not preemptible) and it
must continue until its entire message has been sent. After
that, the task is suspended together with all the tasks of its
criticality level and lower levels. The problem is thus to
find the minimum speeds spy,, for all k£ € [1, x], such that
the groups of tasks 7(1), 7(2), ..., 7(k) is schedulable
(i.e. meets all the deadlines). These minimum speeds will
then be used as the thresholds described above.

4. Prerequisite

First, let us introduce some extra notations, properties,
and basic concepts that we shall use in the computation
of our solution and the proof of its optimiality. For a
complete state of the art on the non preemptive scheduling
problem, the interested reader can refer to [2], [3], [4],
[5] amongst many other publications. We just recapitulate
here the main results we need.

In the analysis of the optimality of our solution, the
time windows of interest are the so-called level-¢ busy
windows. When considering the scheduling of n tasks
Ti,...,Tn indexed by decreasing order of priority, the

level-i busy window (with ¢ € [1,n]) is the longest time
window in which (1) only the jobs from tasks 7,...,7;
send their messages (except the first job as we will discuss
later) and (2), there is not a single instant at which no
message is being sent (the network is never idle within
that window). It has been proven in Lemma 6 of [4]
(Section 4.3) that the job-release scenario that leads to
the longest level-i busy window is the one at which all
the tasks 71, 7o,...,7; release a job at a same time (say,
t) and the task 7, € Ip(7;) with the longest C} releases
a job at time ¢ — e. Assuming that no job is sending a
message at time t — €, that job from 7 starts to send
his immediately upon its release. That is, the level-¢ busy
window begins at time ¢ with the sending of the longest
lower-priority message (here, that of 7;,). This contribution
of a lower priority task to the level-¢ busy window is called
the “blocking term” B; and is calculated as

B; = - 1
pnax {Cr — e} M

The ¢ time units subtracted from the C)’s account for
the e time units during which 73 is already sending its
message before the beginning of the busy window (i.e.,
between the instants ¢ — € and t). Starting with an initial
length L; = B;, the length of the level-i busy window can
be computed by iteratively adding to L; the contribution
of 7; and all the higher priority tasks that release jobs
during these L; time units. Formally, it has been proven
in Theorem 15 of [4] that the length L; of the level-: busy
window, for ¢ € [1,n], is the first fixed-point solution of
the equation

Li=B;+ (1+E’:Dx0j 2)
)

j€hep(r; J

It is also demonstrated in the same article that the maxi-
mum response time' of the jobs of 7; is always observed
within the level-i busy window. It is thus sufficient to
verify that all the deadlines are met for the jobs of 7;
within that time window to conclude on the schedulability
of 7;. We also know that the number n; of jobs of 7;
released in the level-i busy window is given by

ni =1+ EJ 3)

If we re-index the n; jobs of 7; that are released in the
level-i busy window from 0 to n; — 1, then the latest time
at which job 7;; with j € [0,n; — 1] starts sending its
message is given by

wi; =By +7xC;+ E <1+\f;ﬁ’jJ>XC}§ 4)
k
)

kehp(m;

Finally, for each such job 7, ; , with j € [0,n; — 1],
released in the level-i busy window, we denote by S; ;
the set of all the time-instants between its release at time
jT; and its deadline at time j7; + D; , at which the
higher priority tasks release a job. Formally, for given task

1. The response time of a job is the time between its release and its
completion.



and job indexes ¢ and j (j € [0,n; —

computed as

Sij= U {er | r € NT and jT; < rTj, < §T; + Di}
kehp(r;)

U {77+ Di}

1]), the set Si,j is

&)

It is important to note that the time-instants j7; and 57; +
D; corresponding to the release and deadline of 7; ; are
also included in the set S; ; (in the second line of the
equation).

5. Our solution

With the notations introduced in the previous sec-
tion, we shall prove that for any set of n periodic tasks
T1,...,Tn (indexed in decreasing order of priority), the
minimum speed sp that allows for all the deadlines to be
met is given by

Sp =

- wi; wij+Ci

max max min max |\ ——, —————

i€[l,n] \j€[0,n;—1] \tES: ; t—e jTi + D;
6

The rational behind that equation is that the minimum
speed is, for each job, either constrained by its nececity

to start on time (1“_2) or to finish before its deadline
(?Tjig ). The more constrained job has to be search

amongst all the jobs in the set described in the previous
section, for all higher priority tasks, and the process must
be iterate for each task. A formal proof is given in the
next section (see Lemma 1).

A solution to the problem described in Section 3 can
easily be derived from Equ. 6. Given a set of n tasks
T1,T2,...,Tn grouped in x groups {7(1),7(2),...,7(x)}
such that

1) every task of the group 7(¢), £ € [1,z], has
criticality g

2) every task of the group 7(¢), £ € [1,z — 1], has
a higher priority than all the tasks of 7(£ + 1)

the minimum speed sp,, k € [1,z], such that all the
groups 7(1), 7(2), ..., 7(k) meet their deadlines is given
by the speed sp computed by Equ. 6, where the n
tasks considered in the computation are the tasks in all
the groups 7(1),7(2),...,7(k). In the next section we
demonstrate the correctness and optimality of Equ. 6.

6. Proof of optimality

We now show how to compute the exact minimum
speed satisfying the deadlines of a given task set in the
case of non-preemptive fixed priority scheduling. This
computation was proposed in the state of the art by
dichotomy (see section 7), we here explicit the exact
formula.

Lemma 1. For any set T of n periodic tasks T1,...,T,
(indexed in decreasing order of priority), the exact mini-
mum speed that allows for all the deadlines to be met is
given by sp as defined in Equ. 6.

Proof. In this proof, not only we demonstrate that all the
deadlines are met when running all the n tasks at speed
sp as defined by Equ. 6, but also that any slower speed
sp'°¥ < sp does not allow to meet all the deadlines.

Let p be any value of ¢ € [1,n] that maximizes
the outermost “max” operator of Equ. 6. Likewise, let ¢
denote any value of j that maximizes the second outermost
“max” operator. That is, Equ. 6 is maximized for ¢« = p
and j = ¢ and we can rewrite it as

Wpq Wpq+Cp
g Upa T e 7
min <Inax (t_e, qu+Dp)> ™

Sp = min

Letty,t2,...,t, denote all the time-instants of S, 4 sorted
in increasing order, ie., t; < ty < ... < t,. We know
from Equ. 5 that x > 2 as .S}, ; contains at least the two
time-instants ¢t; = ¢7), and t, = ¢7, + D,. Now, let
t» be any of the time-instants € S, , that minimizes the
outermost “min” operator of Equ. 7, we can then further
simplify it as

®)

Wp,q  Wp,q + Op>

Sp = max ,
P <tre qT, + D,

From this simplified equation, two cases must be studied.

) Case 1: Wp,q > wp,q + Cp
t,—e (I, + D,
In this case, we get sp = =< and ar that speed, the

q™ job Tp,q Of task 7, in the level-p busy window starts
sending its message at time wSLp'q = w24 =t.—¢ and thus

Wp,q

slightly before time ¢,.. At this time,tTijq starts to send its
message in a non&preemptive manner until it finishes and
since sp > w"‘;i” (from the case), we know that it will
finish before its  deadline at time ¢,. Note that by Equ. 6,
we know from the first two maximum operators that sp
is higher than (or equal to) the minimum speed required
to execute every job from every other task on time.
Now, we show that in this case, any speed sp,,;,
lower than sp does not allow all the deadlines to be
met. By contradiction, suppose that sp,;, < sp does
allow to meet all the deadlines. Since by assumption
SPmin < Sp = Z‘:P_“e it holds that at speed sp,;, the
job 7,4 starts to send its message later than time
t, — € but before ¢, (because we assumed that all the
deadlines are met at speed sp,;,). Let ¢,_1 and ¢,
be the two consecutive time-instants in Sj, ; such that
tr < ty_1 < 2L < t,. We know that those two
instants exist since in the worst-case scenario, we have
ty = t, and we know that 2L < w”‘qu_C” <ty
(because we assumed that sp,,;, “allows to meet all the
deadlines). Let sp, be the speed calculated by Equ. 7
when considering t = ¢,, € S), 4 in the “min” operator, i.e.

c ..
2L, w”zi” . Because of that minimum,
u x

we know that the speed sp computed previously at time
t, is < sp,, and again, two cases may arise for sp,,.

sp,, = max (

w w C
Case 1.1: —224 > pat Cp
u — € . tac w
From the case, it holds that sp, = 2% and thus

at that speed, the job 7, , starts to send its message at
time ¢, — €. Therefore, since sp,;, < Sp < SPy, Tpg
finishes after time ¢, if processed at speed sp,,;,. This



contradicts our definition of ¢, that imposes Sw“ < ty.

min

Case 1.2: Wpa_ o Wpa * Cp
u — € t.t

HGI'C SPmin < SPy = f Spmm S twp >
then we obtain the same COl’ltI'adlCtIOIl as in Case 1.1.
Therefore, it must hold that ;2% < sp,;, < w’";i
which also leads to a contradlctlon because at that speed,
(1) the job 7, , starts sending its message after time
t, — € and (2), w‘“;iwp is the lowest speed at which 7, 4
can possibly send its message before time ¢,. Therefore,
all the deadlines cannot be met at speed sp,,;,, < %

Wp, q+C

Wp,q < wp,q + Cp
tr—¢ ¢+ D,

In this case, we have Z”_qe < sp = % Let
us first show that that speed sp allows to meet all the
deadlines. At that speed, the job 7,4 starts sending its
message before time ¢, — € (since sp > ; - >4 ). Then, since

Case 2:

sp = w“fﬂ (from the case), we know 1t finishes sending
its message before its deadline at time ¢,. Note that by
Equ. 6, we know from the two outermost “max’ operators
that sp is higher than (or equal to) the minimum speed
required to execute every job from every other task on
time.

Now, let us show that similarly to case 1, any speed
SPmin lower than sp does not allow all the deadlines
to be met. By contradiction, suppose that there exists
SPmin < Sp that does allow to meet all the deadlines.
Two cases may arise:

Wp 4 + C,
Case 2.1: 29 <gp < gp= 24P
tr — € ta:
In this case, spy,;, = 3 =22 and thus at speed sp,;,
the job 7, , starts sending its message at time t, — e.

Since sp,;, < w’“;iJrC” (from the case), it cannot finish

sending the message by its deadline at time t,.

wp,q + Cp

w
Case 2.2: spyn < —2L <sp=

At that speed sprmin e, the job wy, 4 “starts to send its
message after time ¢, — € (say at time ¢* > ¢, — ¢).
At that time t*, all the higher priority jobs that have
arrived at every time-instant ¢, € S, 4, with ¢, < t, <
t*, will have priority over 7, ,. However, knowing that
SPmin < w‘“‘i%, even without these extra jobs arrived
within [t,., t*] the speed sp,,;, is already to slow for Tp.q
to finish sending its message by the deadline at time ¢,.

The proof has successfully covered all possible cases
and showed for each one that the speed sp as defined
by Equ. 6 is the lowest speed at which the n tasks
T1,T2,...,Tn, can meet their deadlines.

O

7. Related Work

A common performance measurement tool for
scheduling algorithms is the so called speedup factor.
This speedup factor represents the minimum factor by
which the processor speed should be increased in order
for a given algorithm « to schedule any task-set which is
schedulable by an optimal algorithm. In that sense, it gives
a metric to measure the gap between « and an optimal

algorithm. In order to compute the value, or bounds, of
this speedup factor, one has also to compute the critical
scaling factor (the maximal factor by which each tasks
cost can be increase in order to keep the task-set feasible),
but not for any kind of task-set, only for special-case
task-sets which model the limit cases. This concept is so
not directly linked to our present work, but the interested
reader can refer to [6].

Previous works have investigated on the maximal
slowdown factor of a processor, particularly in the context
of energy-aware scheduling or in the critical scaling factor,
in the context of sensitivity analysis. These problems are
similar: slowdown the processor is equivalent to increase
the tasks length. However, this problem is mainly studied
in the context of preemptive tasks. For example, Lehoczky
et al. give a threshold value to compute the critical scaling
factor under Rate Monotonic analysis in [7]. For non
preemptive tasksets, the slowdown factor can be compute
for EDF as explained in [8], but to the best of our
knowledge, works addressing this issue for fixed priority
non preemptive task-sets use binary search methods to
approximate the slowdown/critical-scaling factor, as in [9].

In the case of a system where tasks can experience
different execution durations, Mixed Criticality (MC) was
introduced to arbitrate between critical and non critical
tasks when the schedulability cannot be satisfied if both
critical and non critical tasks experience their maximum
WCET.

Mixed Criticality (MC) was first introduced by Vestal
in [10] for periodic tasks and dual criticality systems HI
and LO on a uniprocessor system.

A task can be of HI or LO criticality and is character-
ized by: a minimum inter-arrival time 7' (period), a relative
deadline denoted D and a Worst Case Execution Time
(WCET) denoted C(LO) (respectively C(HI)) associated
to LO (respectively HI) mode representing the budget of
time given to a task for its execution. In the classical MC
model, C(HI) > C(LO) for HI tasks and the system
starts in LO mode where both HI and LO tasks can execute
and then can switch to HI mode as soon as any HI job
executes for its C(LO) without completing. In HI mode,
only HI tasks can be executed, LO tasks are suspended
with no more guarantee. The condition that triggers a
mode change was only based on a WCET overrun w.r.t.
the current criticality level [10]. Several approaches have
been considered for constrained deadline tasks: EDF-VD
[11], AMC [12].

This classical model has been extended to other ones:

« With two Fixed Priorities for a LO-crit task in LO
and HI modes. The idea is to reduce the priority of
LO-crit tasks in HI mode such that LO-crit tasks
do not interfere with HI-crit tasks in HI mode [13].

e By reducing the budget of some of the LO-crit
tasks in HI mode [13].

e By increasing the period of LO-crit tasks in HI
mode. This approach has been investigated with
the elastic model [14] applied to EDF scheduled
tasks in the context of MC [15]. The aim of the
elastic model was to adapt the Quality—of—Service
of a system or handle overloaded situations by
modifying the periods of the tasks during the
execution of the system. The period of a LO task



is higher when the system criticality is HI than in
LO mode.

In this paper, we consider the case were the criticality
of a task is such that any task 7; of arbitrary criticality has
a higher priority than any task of lower criticality than 7;.

8. Conclusion and Future work

In this paper, we considered the problem of sending
information from a mobile ITS vehicle to a central entity
according their importance. We supposed a wireless link
whose quality may vary according to the location of
the vehicle. We characterized the exact speed at which
all messages of the same or higher importance can
be sent. This leads to define a set of speed thresholds
where the transmisison of less important messages
should be stopped. We assumed a non-preemptive fixed
priority scheduling where less important messages all
have a lower priority than any higher priority messages.
Messages of the same importance can have distinct
priorities. The speed thresholds we obtain are optimal in
that context.

As a further work, we will explore optimal fixed prior-
ity assignement strategies when no restriction is imposed
on the priority of messages. In [4], it is showed that Aus-
ley’s priority assignment is optimal for non-preemptive
fixed priority scheduling. We would like to explore a
robust priority assignement minimizing the speed of the
thresholds at which less important messages should be
stopped. We then would like to propose an algorithm min-
imizing the number of speed thresholds while satisfying
the deadlines of messages.
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