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Abstract. Modeling the dynamic behavior of electrical machines involves several fields of physics, such as electromagnetics, 

electronics, mechanics, thermodynamics and acoustics. Multi-physics lumped models are applied to an inverter-fed 

permanent magnet synchronous machine. These models are coupled and fully parameterized to optimize the machine for 

traction applications. A particle swarm optimization algorithm is used to obtain general tendencies and different design rules. 

The objective is to provide a decision-making tool using lumped models to design permanent magnet synchronous motors. In 

this paper, we focus on electromagnetic noise, and average and ripple electromagnetic torque. The magnetic model, a 

permeance network, provides a good compromise between accuracy and computing time.  

 

Keywords: Electromagnetic acoustic noise, Instantaneous electromagnetic torque Multi-physics lumped models, Particle 

swarm optimization, Permanent magnet machines. 

INTRODUCTION 

The physical system studied is a permanent magnet synchronous machine (PMSM). This PMSM is used 

for traction applications, which means that variable speed and high power are needed. The rated power of the 

machine is 250 KW and it provides a torque of 960 Nm at 2500 rpm. 

 

Designers must therefore predict the machine behavior in terms of electromagnetic, thermal, mechanical 

and acoustic characteristics. Regarding the thermal sensitivity of the permanent magnets, it is known that PMSM 

must often be coupled with the thermal model. Moreover, although permanent magnet machines are considered 

to have low acoustic noise, it is difficult to assume that they are noiseless as different families of forces can act 

on the structure in variable speed applications [1], [2]. Acoustic comfort becomes crucial for certain applications 

such as electrical transport systems. A model of the power electronics is used to take into account different PWM 

strategies in order to estimate the effect of an inverter of audible magnetic noise. 

 

Although well-known finite element analysis (FEA) tools can compute these different multi-physical 

motor characteristics, coupling them can be difficult and often prohibitive in terms of computational time, 

particularly in optimization processes. Lumped models offer a good compromise between analytical and finite 

element design tools, provide access to different local values and reduce computing time. 

 

The first part of this article presents four different lumped models: electronic, electric, magnetic and two 

analytical ones: mechanical (torque) and vibro-acoustic (noise). The thermal model was described in [3]. Here, 

we place emphasis on mechanical and vibro-acoustic models. All the physical phenomena interact with each 

other, with weak or strong coupling [3].  

 

In the second part, an optimization algorithm is used to identify an optimal set of points. A sub-swarm 

MOPSO (Multi-Objective Particle Swarm Optimization) implementation is used here with a dominance-based 

multi-objective strategy that divides the population of particles into several sub-swarms. The optimization 

objectives are to maximize the average torque and to minimize the electromagnetic noise while taking torque 

ripple into account. A sensitivity analysis of the solutions proposed by the Pareto front is used to complete the 

selection process by checking the robustness of the design of several points. 

 

The electromagnetic results for different PWM strategies are validated by experimental measurements. 

The originality of this study is that it provides a pre-sizing tool, i.e. an optimization tool coupled with multi-

physics lumped models of a PMSM that take into account local values and offer good computation time. This 

tool allows highlighting several rules for multi-physics electrical motor design that make it possible to reduce 

electromagnetic noise with different constraints such as electromagnetic torque versus speed. 
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MULTI-PHYSICS MODELS 

 

Different lumped models are defined for each physical domain. These topologies are chosen according 

to geometrical considerations and based on knowledge of the predominant direction of electrostatic, electrical, 

magnetic, vibratory (unidirectional compressed/stretched deflection) and thermal flux in the PMSM. The flux 

path is decomposed into elements in which we consider flux conservation. Each element is associated with a 

value (1) that expresses the capability of this element to withstand the circulation multi-physics fluxes in the 

PMSM (Tab.1) and provides the matrix form (Tab.2). 

 

(1)   ∫      

 

 

           

With:  

τ being the electrostatic, electrical, magnetic, thermal and vibratory conductivity of material;  

S, l, the section and length of the flux tube considered. 

Table 1. Some examples of a dipole estimated by (1) for various fields of physics. 

Electrostatic Electric Magnetic Thermal Vibratory 
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ε: permittivity σ: elec. conductivity μ: permeability λ: ther. conductivity E: Young’s modulus 

  

Table 2. Some examples of matrix form for various fields of physics. 

Electrostatic Electric Magnetic Thermal Vibratory 

{q} = [Des] {U} {U} = [Del] {I} {ε} = [Dmg] {φ}  {T} = [Dth] {Φ} {X} = [Dvb] {F} 

q: electric charge U: voltage 
ε: magnetomotive 

force 
T: temperature X: position 

U: voltage I: current φ: magnetic flux Φ: thermal flux F: force 

 

Parameterized networks were implemented to build these multi-physics models. These different systems 

are expressed in a matrix form with classical Kirchhoff laws, i.e. Kirchhoff's current law (2) for Fig.1a and 

Kirchhoff's voltage law (3) for Fig.1b. Here, ‘V’ expresses potentials, ‘F’ multi-physics voltage sources and ‘φ’ 

multi-physics fluxes in these circuits.  

 

  
a/ First example b/ Second example 

Figure 1. Lumped models 
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Other elements such as inductors (for example, the leakage of fluxes back to the electrical circuit) and 

capacitors (for example, temperature transients) can be added. They provide dynamic models with differential 

equations. In our model, the electromagnetic models are expressed in (4) with the differential equations of the 

magnetic fluxes due to strong electromagnetic coupling (Ampere and Faraday laws) [4], and the thermal model 

is expressed in (5) with differential equations on temperatures (Fourier law) [5]. These systems of equations are 

solved using classical numerical methods. In both these cases, we chose to estimate the derivative using the 

Euler method, for the sake of simplicity. The matrix form and the resolution were carried out in the Matlab® 

environment.  

 

(4) { }  [ ]{  }  { }

 (5) { }  [ ]{  }  { }

  

 The electrical part uses classical circuits and is directly linked to the electronic model: the PWM 

inverter (Fig.2a). The magnetic circuit is modeled by a permeance network that takes into account saturation and 

movement (Fig.2b). The electromagnetic torque and electromagnetic noise have the same origins, given by the 

Maxwell forces. We decompose the electromagnetic force into two parts (6a and 6b). 
 

(6a)      ⁄  [  
    

 ]    ⁄  

(6b)      ⁄  [     ]   ⁄    

With BN, BT being the normal and tangential air-gap flux density components, respectively; μ0, the magnetic 

permeability of air. 

 

 
 

Legend: 

 

 

 

a/ Electical circuit with electronic sources b/ Part of the magnetic circuit 

Figure 2.  Electronic-Electrical-Magnetic circuits 



 

 

We deduced the mechanical force by the co-energy variation (7a and 7b) [6] and not from Maxwell’s 

stress tensor (6a and 6b). Indeed, our permeances network provides us only with information on the normal 

component of flux density in the air-gap (Fig.2). This allows a reduced number of branches in the network and 

therefore a faster model. 

 

The instantaneous electromechanical torque of the machine is deduced using (7b) and not from 

Maxwell’s stress tensor (6). The derivative of the permeance versus time is estimated by the Euler method. The 

electromagnetic torque fluctuates due to the teeth effect and flux density harmonics. These fluctuations are 

calculated using (8).[ 
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With: 

B: air-gap flux density; r: average radius of the air-gap; S: inner surface of the stator; Λ: air-gap permeance; Δε: 

magnetomotive forces; θ: rotor position; Δt: simulation time step; u, v: the index of the node at the boundary 

between the stator and the air-gap and the rotor and the air-gap, respectively; Umax, Vmax: the maximum number 

of nodes at the boundary between the stator and the air-gap and the rotor and the air-gap, respectively; 

 

(8)         {
         

          

}      

 

To perform the vibration study, the stator will be treated as a simple geometric shape, in this case a 

cylinder. This assumption allows an analytical solution of the mechanical equations and thus permits a modal 

analysis. The vibration model is therefore regarded as a modal superposition of amortized mass-spring systems 

(9) and provides the following electrical analogy (10). 

 

(9)            ̇        ̈        
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We can therefore associate a system composed of masses with our machine: ‘Mm’ (XX and XX) and 

springs ‘Km’ (XX and XX) for each of the modes 'm' [1].  The shock absorption ‘Bm’ (15) is obtained by the 

damping coefficient ‘ζm’, estimated by an empirical formulation (16) [2]. The modal deflection shape ‘Ym’ 

results from the forced responses. These excitations stem from the radial forces that are decomposed with an 

FFT in the spatial domain ‘FRm(t)’ to make it compatible with the modal superposition.  

 

For a compressed/stretched deflection with a mode shape equal zero (m=0): 

(11)                       
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For a bending mode with a mode shape higher than or equal to two (m≥2): 

(13)                       
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The dimensions of the cylinder are denoted ‘rcy’ for the average radius, ‘hcy’ for the thickness and ‘lcy’ 

for the length. The characteristics of the material are denoted ‘E’ for the Young's modulus and ‘ρ’ for the mass 

density. 

 

The shock absorption and damping coefficient for any mode are: 

(15)    
     
    

 

(16)    
                  

  
 

 

Resonance phenomena may occur when there is a spatial coincidence between the spatial order (linked 

to the harmonic force) and the number of modes (linked to the natural response), and a temporal coincidence 

between their frequencies. These resonances involve a significant noise level, which is why we usually perform 

a second FFT in the time domain in order to identify the perturbed harmonic. 

 

Like the vibratory model, the acoustic model is commonly assimilated with simplified geometric 

shapes. Here, the emission surface is treated as a sphere because the length of the machine is relatively similar to 

the outer diameter of the machine. This geometric model permits an analytical resolution of the mechanical 

equations and again leads to  modal decomposition. The modal sound power ‘Wm’ radiated by the machine is 

obtained from the amplitude of modal deflection from the vibratory model ‘Ym’ (17). 
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With the characteristics of the environment denoted ‘ρair’ for the air density and ‘cair’ for the speed of 

sound in air. ‘Rsp’ is the radius of the equivalent sphere and ‘σm’ the sphere expression of modal radiation 

efficiency.  

 

The sound power level ‘LW’ is finally obtained by equation (18), with ‘W0’ being the value 

corresponding to the beginning of human perception: ‘10
-12

W’.  
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 Several simulation results and validations of the approach have been presented in previous 

publications. In [3], we studied an initial machine operating as a generator with no load for which we checked 

the cogging torque and flux densities in the air-gap (as a function of space and time) with finite element 

software, and for which the noise was compared with experimental measurements. In [7], we studied the case of 

a machine operating under load for which we studied the impact of PWM strategies on electromagnetic noise 

and compared them with experimental measurements. The global model with the couplings was presented in [3]. 

The input parameters for different models are geometric, electrical, the material characteristics and PWM 

strategies. The output variables are: noise (LW), torque (Γem) and local temperatures (T), as well as mass (M), 

cost (€), and efficiency (η). 

OPTIMIZATION 

 

We developed fast multi-physics models that offer a good compromise between accuracy and 

computing time. In order to size our machine for traction applications, the models were coupled with an 

optimization tool [8]. 

 

Particle Swarm Optimization (PSO) is used for the optimization of the developed multi-physics models. 

PSO is a population-based stochastic algorithm which has proven effective in dealing with multi-objective, 



 

 

discontinuous problems [9], [10]. The algorithm uses the combined experience of a series of individuals that 

navigate the research domain in search of optimal regions. Each particle is typically described in the objective 

space by two vectors (9): its position ‘xi+1’ and its speed ‘vi+1’. 

 

(9) {
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Where ‘xi’ and ‘vi’ are the vectors for the previous position and speed respectively. The coefficient ‘C1’ 

is the inertia weight, which limits the speed of the particles in order to keep them inside the variable space, 

whereas ‘C2’ and ‘C3’ are "throttle" factors (typically set between 0.4 and 2.05). The vector ‘U(0,1)’ consists of 

randomly distributed values between ‘0’ and ‘1’, that offers the stochastic character of the algorithm. At each 

iteration the particle moves according to its previous speed, its best solution found so far ‘xp’ and the best 

solution obtained by the entire swarm ‘xg’ (Fig.3). The operator ‘ ’ represents the tensor product. 

 

 

Figure 3. Functioning of Particle Swam Optimization 

 

Although originally the algorithm was developed for mono-objective problems, subsequent multi-

objective implementations [11] have showed it to be a real competitor to other well established stochastic 

algorithms (like GA or simulated annealing) for some types of discontinuous electromagnetic problems. The 

convergence speed is a key factor in the selection of the algorithm, the number of model evaluations being of 

great importance on the overall computation time. 

 

A dominance-based multi-objective strategy has been implemented that uses a crowding distance 

method for maintaining the diversity of the Pareto front [12]. The method is further improved by dividing the 

population into two sub-swarms based on their fineness evaluation. The best performing individuals will keep a 

greater influence of their previous personal experience in the following iterations, while the most dominated 

ones will be more influenced by the global best position (Fig.4a). The contribution of the two components for 

each sub-swarm is regulated using the two throttle coefficients (‘C2’ and ‘C3’). Each sub-swarm produces its 

own Pareto front. In order to avoid being trapped in local optima regions, the two resulting fronts are recombined 

every ten iterations and a new division of the swarm is done based on the new computed fineness values. 

 

In each sub-swarm, the individuals will first be guided towards the extremes of the front and then 

towards the most isolated individuals in the front (Fig.4b). This insures a good extension of the front and in a 

second phase a good distribution of the solutions. This sub-swarm MOPSO (Multi-Objective Particle Swam 

Optimization) implementation has been validated on a number of different design problems [13].  

 



 

 

 
 

a/ Enhancement by dividing the population  

into two sub-swarms 

b/ Sub-swarm strategy for the extension of the front and 

the distribution of the solutions 

Figure 4. Multi-Objective Particle Swam Optimization 

The objective functions of the optimization problem are the average torque and electromagnetic noise, 

while torque ripple, weight and price are considered as constraints. Ripple torque is expressed as a percentage of 

average torque. The input parameters are all geometric: slot and magnet openings (αs, αm), as well as stator yoke, 

air-gap and magnet heights (hys, hg, hm). These parameters do not influence the global volume which is kept 

constant throughout the process. The size of rotor yoke is changed in order to keep the volume constant. 

 

In Fig.5 five Pareto fronts are presented for speeds ranging from 2000rpm to 5000rpm, under load. It 

can be seen that there is no obvious correlation between ripple torque and electromagnetic noise in the machine 

as described in [14], although some works show that a reduction of ripple and cogging torque can significantly 

reduce the electromagnetic noise radiated by the machine [15]. At 2000 rpm the ripple torque has the maximum 

values for low noise, and it also depends on the machine speed.  

 

 

Figure 5. Compromise between average torque and electromagnetic noise  

versus ripple torque (%) for different speeds 

 

For the same Pareto fronts, the variations of input variables according to the initial point on the Pareto 

front are described: slot opening (αs=±20%), magnet opening (αm=±16.7%), magnet height (hm=±20%), air-gap 

height (hg=±10%) and stator yoke height (hys=±25%).   

 

At different speeds, some trends can be completely different: for example, at some speeds the machine 

is close to the resonance frequencies which can cause other problems. To solve this problem in the design phase, 

we can apply a weighted mean linked to several operating points. For example, a car with a different profile 

(city, highway, etc.) with 40% at 5000 rpm, 30% at 3000 rpm, and 30% for the other speeds. For the end of the 

study, we will consider only the changes in input variables for a speed of 5Krpm, close to the rated speed. 



 

 

 

Fig.6a shows the influence of the stator yoke height. An increase of the height of the stator yoke can 

change the main resonance frequency and reduce the electromagnetic noise for this speed. In our case, the main 

resonance frequency is for mode zero [3]. By contrast, decreasing it involves higher torque and is linked to the 

variation of the height of the rotor yoke.  

 

  
a/ versus input variable stator yoke b/ versus input variable slot openings 

  
c/ versus input variable magnet opening  d/ versus input variable magnet height 

Figure 6. Compromise between average torque and electromagnetic noise 

 

For the magnet opening, we observe that the entire range of variation is not used (Fig.6b) as it increases 

only by 10% and 12%. Increasing the magnet opening maximizes the flux in the magnetic circuit and thus 

maximizes the electromagnetic torque. If this parameter increases, the saturation phenomenon leads to leakages 

in the magnetic circuit and reduces electromagnetic performance.  

 

For the slot opening and the magnet height, the origin of electromagnetic noise is mainly due to the 

harmonics of the slotting permeance field coupled with the magnet field. Increasing the width of the slot thus 

increases the noise (Fig.6c).  

Positioning the magnet higher in the magnetization direction affects only the average torque of the 

PMSM (Fig.6d). 

 

In addition, a sensitivity study (SES) was performed to validate the robustness of the design technique, in 

order to check the design chosen when subjected to manufacturing constraints. In this process it was necessary to 

consider a tolerance on the dimensions of the machine. The aim was to select different points on the Pareto front 

and to associate them with the sensitivity analysis.  

 

Here, we chose an optimal point at 4500 rpm. For this point, the input variables were made to fluctuate 

around ±5% in order to check the robustness on the two objective functions. We defined a full factorial design 

with three levels and five factors and performed “243” (3
5
) experiments for each solution. 

 



 

 

  

a/ Electromagnetic torque 

versus air-gap and stator yoke heights. 

b/ Electromagnetic noise 

versus air-gap and stator yoke heights. 

Figure 7. Sensitivity studies  

In Fig.7a and Fig.7b, show the influence of the variation of the air-gap and the stator yoke lengths on 

the objective functions. It should be noted that these trends are true at local level and cannot be generalized. In 

this range of variation, increasing the air-gap and the stator yoke reduces the electromagnetic noise of the 

machine but also decreases the average torque. It can be seen from this example that the trends are clearly in 

opposition. 

 

 

Figure 8. Sensitivity studies: Electromagnetic noise versus magnet length and magnet opening 

 

Fig.8 shows the importance of the dimensions of the magnet with regard to the noise. It can also be seen 

that an optimum in the design of the magnet is reached. Any deviation from the initial value increases the noise 

level of the machine. The maximum increase observed here is higher than +6dB. It corresponds to four times the 

noise radiated by the machine. 

CONCLUSION 

A multi-physics model was built using lumped models to take into account complex geometries and 

local phenomena (local saturation, eddy currents, demagnetization, etc.). Compared to finite element models, the 

lumped models allow easy coupling between multi-physics models and non-scientific models such as 

environmental, cost, etc. In addition, the most important advantage is its shorter computation time, especially in 

the case of a coupled multi-physics design process. 

 

The multi-objective optimization was performed using PSO, an algorithm that ensures quick and 

accurate convergence towards optimal solutions. The optimization process offers different geometric 

configurations of the machine that best satisfy the objectives while considering the constraints imposed. 

 

We focused on the design rules of a permanent magnet synchronous machine and in particular on the 

electromagnetic torque and electromagnetic noise. Several geometric dimensions were modified in order to find 

the best compromise between average torque and electromagnetic noise. We observed that there is no obvious 

correlation between ripple torque and noise. We verified the trends when varying the variation of input 

parameters for a given speed. Finally, we performed a sensitivity study to test the robustness of an optimum 

solution. 
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