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Abstract

We consider a system for which two predesigned stabilizing controllers with bounded domains of attraction are known. One
renders the system asymptotically stable with some desired performance, and the other provides ultimate boundedness with
larger domain of attraction. Assuming that two subsets of the domains of attraction are known, one larger than the other,
this work states the problem of combining both controllers with the goal of guaranteeing asymptotic stability properties in
the largest subset while the desired performance is locally achieved. We design a switching logic between the controllers that
solves the problem, based on the existence of a local tunable observer. The resulting control law is defined by a hybrid output
feedback controller. The effectiveness of the proposed solution is illustrated by a numerical example.
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1 Introduction

There is a multitude of techniques to design asymp-
totically stabilizing control feedbacks laws. Nonethe-
less, most of the well known techniques (backstepping,
feedback linearization, passivation, ...) usually do not
address the problem of system performance. It is of
great importance to design control laws providing both
asymptotic stability and guaranteed performance re-
quirements. A simple local solution to this problem can
be obtained, for instance, via linearization and then ap-
plying tools for linear systems. This leads to the idea of
uniting two predesigned local and global controllers as
proposed in [18], so that local performance objectives
are achieved while global asymptotic stability is guar-
anteed.
Different strategies have been proposed to tackle the
problem of uniting local and global controllers. A first
algorithm for patching two controllers was presented
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in [18] (see also [11, 12]), and later applied to real ex-
periments in [17]. The solution is given in the form
of a continuous static time-invariant controller. How-
ever, considering general control systems, the uniting
problem cannot be solved by only continuous feedbacks
as proved in [13]. In that reference (see also [4]), it is
also proposed the idea of hysteresis switching, leading
to the class of dynamic hybrid controllers. In [14], the
problem of uniting two output-feedback controllers is
approached. The solution is provided as a hybrid con-
troller, where the switching is performed by a norm
observer. These results are extended in [15], considering
the uniting of two hybrid output feedback controllers.
All these previous works focus on uniting local and
global controllers. However, it is well-known that there
are systems which cannot be globally stabilized, for in-
stance unstable linear systems with bounded control [16]
and the examples in [10]. For those systems, instead
of requiring controllers with global stability proper-
ties, we can aim at designing controllers for semi-global
asymptotic stabilization. The work [19] shows that sta-
bilizability and observability are sufficient conditions
for semi-global stabilization by dynamic output feed-
back. This leads to the variation of the uniting problem
presented in this work, where only local stability and
attractivity properties are required. A similar problem
has been studied in [5] in an input-output sense and
under a state-independent input-to-output stability as-
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sumption. We consider two output feedback controllers,
one (referred to as local controller) renders the system
local asymptotic stable with some desired performance,
and the other (referred to as regional controller) steers
the trajectories starting from some given set to a neigh-
borhood of the origin where the first controller applies.
Clearly, the regional controller is assumed to have larger
domain of attraction. The main goal of the proposed
uniting problem is to enlarge the estimation of the do-
main of attraction of the local controller in a manner
that the performance is not degraded on a neighbor-
hood of the origin. The solution proposed consists of a
switching logic between the controllers, which is imple-
mented by a hybrid controller following the formalism
for hybrid systems in [7]. As opposed to the results
in [14, 15], our switching logic is based on a tunable
observer. The assumption of a norm observer is weaker,
but the rate of convergence of a norm observer is usually
not tunable. As a consequence, the switching between
the controllers may not be performed sufficiently fast to
avoid a trajectory to leave the domain of attraction of
the regional controller.
On the other hand, similarly to [14,15], the robust local
asymptotic stability of the proposed hybrid system is
concluded by the hybrid basic conditions.
The outline of the paper is as follows. The uniting prob-
lem is introduced in Section 2. The main result follows
in Section 3. First, a hybrid output feedback controller
is designed, and second, the controller is proven to solve
the uniting problem. Section 4 illustrates the effective-
ness of the proposed solution by a numerical example.

Notation: Throughout this work, the following nota-
tion is used. The notation ‖x‖ is the Euclidean norm
for x ∈ Rn. For a symmetric matrix A ∈ Rn×n, λm(A)
and λM (A) stand for the minimum and maximum eigen-
value, respectively. A ball in Rn of radius ε is denoted
by B(ε) := {x ∈ Rn : ‖x‖ ≤ ε}. The symbol 	 stands
for the Minkowski difference. A function f : R+ →
R+ is of class K if it is continuous, strictly increas-
ing, and f(0) = 0. The function f is of class K∞ if
f ∈ K and lims→∞ f(s) = ∞. A continuous function
f : R+ × R+ → R+ is of class KL if for each fixed s,
the function r 7→ f(r, s) belongs to class K and for each
fixed r, the function s 7→ f(r, s) is nonincreasing and
lims→∞ f(r, s) = 0. Given a set S ⊂ Rn and a point
x ∈ Rn, ‖x‖S := infy∈S{‖x−y‖}. The reader is referred
to [7] for the basic notation in hybrid systems.

2 Problem statement

Consider the following nonlinear systems defined by

ẋ = f(x, u), y = h(x). (1)

where x ∈ Rn is the state of the system, u ∈ Rm is the in-
put, y ∈ Rp is the output, f : Rn×Rm → Rn is a locally

Lipschitz function with f(0, 0) = 0 and h : Rn → Rp is
a continuously differentiable function with h(0) = 0. In
addition, let us consider two dynamic output feedback
controllers, leading to the following closed-loop systems:

ẋ = f(x, α0(ζ0, h(x))),

ζ̇0 = ϕ0(ζ0, h(x)),
(2)

ẋ = f(x, α1(ζ1, h(x))),

ζ̇1 = ϕ1(ζ1, h(x)),
(3)

where ζq ∈ Rlq andϕq : Rlq×Rp → Rlq ,αq : Rlq×Rp →
Rm, q ∈ {0, 1}, are continuous functions vanishing at
the origin. The local controller defined by α0 and ϕ0

is assumed to render the closed-loop system (2) locally
asymptotically stable, while the regional controller given
by α1 and ϕ1 guarantees ultimate boundedness of the
closed-loop system (3).

In this work, a hybrid output feedback controller is given
by (C,D, u, v, w), where C ⊂ Rl and D ⊂ Rl are closed
sets and u : C × Rp → Rm, v : C × Rp → Rl, and w :
D×Rp → Rl are continuous functions. The closed-loop
system that results from the feedback interconnection
of the system (1) and the hybrid controller, is described
under the hybrid systems framework of [7] as follows:

ẋ = f(x, u(ζ, h(x))

ζ̇ = v(ζ, h(x))

}
, ζ ∈ C,

x+ = x

ζ+ = w(ζ, h(x))

}
, ζ ∈ D.

(4)

A solution to the hybrid system (4) consists of a hy-
brid time domain dom(x, ζ), and a hybrid arc (x, ζ) :
dom(x, ζ)→ Rn ×Rl. The solutions are parametirezed
by (t, j), where t is the ordinary time and j corresponds
to the number of jumps. Throughout this work, we will
refer to the complete solutions to (4) simply as solutions.
The reader is referred to [7] for more details about the
hybrid system framework.

Let us recall that a compact set A ⊂ Rn ×Rl is locally
asymptotically stable for system (4) if

• (stability) for all ε > 0, there exists δ > 0 such that
for all (x0, ζ0) ∈ Rn×(C∪D) satisfying ‖(x0, ζ0)‖A ≤
δ, every trajectory to (4) starting at (x0, ζ0) satisfies
‖(x(t, j), ζ(t, j))‖A ≤ ε, for all (t, j) ∈ dom(x, ζ);

• (attractivity) there exists δa > 0 such that for all
(x0, ζ0) ∈ Rn × (C ∪ D) satisfying ‖(x0, ζ0)‖A ≤ δa,
every trajectory to (4) starting at (x0, ζ0) satisfies
limt+j→∞ ‖(x(t, j), ζ(t, j))‖A = 0.
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Let us assume that the domain of attraction of the
closed-loop system (2) contains some set B ⊂ Rn ×Rl0 .
Thus, this work focuses on the following uniting prob-
lem:

Uniting problem: The problem is to find a hybrid out-
put feedback controller (C,D, u, v, w) such that

• there exist a matrix M ∈ Rl0×l and a compact set
A ⊂ {0} × ker(M), such that the set A is locally
asymptotically stable for the system (4) with a domain
of attraction containing Bα := {(x, ζ) ∈ Rn×(C∪D) :
1
α (x,Mζ) ∈ B} for some α > 1;

• there exists a continuous positive definite function
ρ ∈ Rn × Rl → R≥0, and r > 0 such that any tra-
jectory of system (4) starting at (x0, ζ0), satisfying
ρ(x0, ζ0) ≤ r, has the hybrid time domain [0,∞)×{0}
and (x(t, 0),Mζ(t, 0)) = (x̄(t), ζ̄0(t)) for some trajec-
tory (x̄, ζ̄0) of (2).

Roughly speaking, the uniting problem under study con-
sists of two problems: first, by combining two different
controllers, we look for an enlargement of the estimation
B of the domain of attraction of the closed-loop system
(2); second, there exists a projection from Rn × Rl to
Rn ×Rl0 such that the projected trajectories of the hy-
brid system (4) match the trajectories of the system (2)
for small enough initial conditions.

Note that the set Bα with α > 1 is defined in such a way
that its projection onto the state-space of system (2)
contains the estimation B of the domain of attraction of
system (2). Therefore, if the domain of attraction of (4)
containsBα, then there are initial condition for which the
solutions to (4) converges to A, although the solutions
to system (2) are not guaranteed to converge.

In order to provide an explicit solution of the uniting
problem, let us state several assumptions. First, the lo-
cal asymptotic stability of system (2) is formalized in
terms of a Lyapunov function V0. Similarly, we assume
local attractivity for system (3) in terms of a Lyapunov
function V1. For the sake of clarity, two families of sets
involving functions V0 and V1 are defined

Ωj(ε) := {(x, ζj) ∈ Rn ×Rlj : Vj(x, ζj) ≤ ε},
Pj(ε) := {x ∈ Rn : ∃ζj ∈ Rlj , (x, ζj) ∈ Ωj(ε)},
Xj(ε) := {x ∈ Rn : (x, 0) ∈ Ωj(ε)}.

(5)

for j ∈ {0, 1}. In other words, Ωj(ε) is a Lyapunov set,
Pj(ε) is its projection onto the x-component, and Xj(ε)
is the intersection of Lyapunov level with the subspace
Rn.

Assumption 1 (Local asymptotic stability) There exist
a continuously differentiable function V0 : Rn × Rl0 →

Fig. 1. Ilustration of Assumtion 3.

R≥0, functions α0, α0 ∈ K∞, and ε0 > 0, such that for
all (x, ζ0) ∈ Rn ×Rl0

α0(‖x‖2 + ‖ζ0‖2) ≤ V0(x, ζ0) ≤ α0(‖x‖2 + ‖ζ0‖2) (6)

and for all (x, ζ0) ∈ Ω0(ε0) \ {(0, 0)}

〈∇V0(x, ζ0), [f, ϕ0]
>〉 < 0. (7)

Assumption 2 (Local attractivity and boundedness)
There exist a continuous function V1 : Rn×Rl1 → R≥0,
functions α1, α1 ∈ K∞, and ε2 ≥ ε1 > ε1a > 0, such
that for all (x, ζ1) ∈ Rn ×Rl1

α1(‖x‖2 + ‖ζ1‖2) ≤ V1(x, ζ1) ≤ α1(‖x‖2 + ‖ζ1‖2) (8)

and for all trajectories to (3) starting in Ω1(ε1),
it follows lim supt→∞ V1(x(t), ζ1(t)) < ε1a, and
(x(t), ζ1(t)) ∈ Ω1(ε2) for all t ≥ 0.

The following assumption allows us to guarantee that
when the system switches from dynamic (2) to (3), the
system stays in the region of attractivity of system (3).
In addition, it is assumed that all trajectories to system
(3) starting in Ω1(ε1) tend to a set, which is contained
in the domain of attraction of system (2) (see Fig. 1), as
specified in the following assumption.

Assumption 3 There exist positive real numbers ε0a,
ε0b, and ε1b, such that ε0a < ε0b < ε0, ε1b < ε1, and

(1) P0(ε0b) ⊂ X1(ε1b),
(2) P1(ε1a) ⊂ X0(ε0a).

Note that the local controller may be used with initial
conditions for which the solutions to (2) are not stable.
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In these cases, it is necessary to switch to the regional
controller before the solutions leave the estimation of
the domain of attraction of the regional controller, so
that the system can be stabilized. Since the proposed
solution to the uniting problem consists on a switching
law which depends on an estimation of the system state,
it is required to guarantee that a small estimation error
is obtained fast enough, that is, the convergence rate of
the observer must be tuned, as it is precisely introduced
in the following assumption.

Next, it is assumed that there exists a local observer for
system (1), whose convergence rate can be tuned. This
is necessary to design a switching law based on the Lya-
punov function V0. Note that the stability and attrac-
tivity properties of (2) and (3) are only local. Therefore,
the observer is required to be tunable, and thus, it is
guaranteed that a small estimation error is obtained fast
enough, as it is precisely introduced in the following as-
sumption.

Assumption 4 (Tunable observer) For any compact
sets Ωx ⊂ Rn, Ωobs ⊂ Ωx, Ωu ⊂ Rm, and for all
εobs > 0, tobs > 0, there exist a locally Lipschitz func-
tion ψ : Rn × Rp × Rm → Rn and a function β ∈ KL
such that for all initial conditions x0 ∈ Ωobs and input
u : R≥ → Ωu, it is satisfied

1) ‖x(t)−ζobs(t)‖ ≤ β(‖x0−ζ0
obs‖, t), t ∈ [0, tΩx

(x(·)))
2) if tΩx

(x(·)) > tobs then ‖x(t) − ζobs(t)‖ ≤ εobs,
t ∈ [tobs, tΩx

(x(·))),

where x(·) is the solution to (1) with initial condition x0

and input u, and ζobs(·) is the solution to

ζ̇obs = ψ(ζobs, h(x), u) (9)

on [0, tΩx
(x(·))) with initial condition ζ0

obs ∈ Ωobs. In ad-
dition, tΩx

(x(·)) is defined as the minimum time that the
trajectory x(·) takes to leave the set Ωx, with tΩx(x(·)) =
∞ if the trajectory does not leave the set.

Remark 1 For the sake of simplicity, we consider that
the state of the observer is directly the estimation of
the system state. However, the proposed solution can be
straightforwardly adapted to the case in which the esti-
mation of the system state is retrieved by a function of
the observer state. ◦

Remark 2 Assumption 4 simply refers to the existence
of a local tunable observer as introduced in [3] (similar
definition of a local tunable asymptotic observer has been
used in [1] and [9]). In other words, there must exist a
local observer characterized by equation (9) such that the
estimation error, ‖x(t) − ζobs(t)‖, is bounded and con-
verges to zero for all trajectory x(·) does not leave the set
Ωx. The observer is called tunable in the sense that its
convergence rate can be tuned. An example of tunable ob-
server is the well-known high-gain observer (see e.g. [6]),

whose existence is guaranteed by assuming local uniform
observability. Finally, note that small values of tobs may
lead to a peaking phenomenon, but since the state esti-
mation is not directly used in the feedback loop, it can-
not make the system trajectory x(·) to leave the set Ωx.
However, more switching betweens the controllers can be
expected. ◦

3 Main results

In this section, a hybrid output feedback controller is
proposed as a combination of dynamics (2) and (3), that
solves the uniting problem.

Consider the augmented state ζ = (ζ0, ζ1, ζobs, q) ∈ Rl
with l = l0 + l1 +n+1, then the controller (C,D, u, v, w)
is defined by functions

u : C ×Rp→Rm

(ζ, y) 7→αq(ζq, y)

v : C ×Rp→Rl

(ζ, y) 7→((1− q)ϕ0(ζ0, y), qϕ1(ζ1, y), ϕobs(ζ, y), 0)

w : D ×Rp→Rl

(ζ, y) 7→(qζ0, (1− q)ζ1, ζobs, 1− q)
(10)

with ϕobs(ζ, y) = ψ(ζobs, y, u(ζ, y)) and sets, C = C0∪C1,
D = D0 ∪ D1, where

C0 = {ζ : V0(ζobs, ζ0) ≤ ε0b, ζ1 = 0, q = 0},
C1 = {ζ : V0(ζobs, ζ0) ≥ ε0a, ζ0 = 0, q = 1},
D0 = {ζ : V0(ζobs, ζ0) ≥ ε0b, ζ1 = 0, q = 0},
D1 = {ζ : V0(ζobs, ζ0) ≤ ε0a, ζ0 = 0, q = 1}.

(11)

The real numbers ε0a and ε0b are as given in Assump-
tions 1, 2, and 3. In addition, the function ψ is given as in
Assumption 4, where Ωx = P1(ε2), εobs is set such that
B(εobs) ⊂ int(X1(ε1) 	 X1(ε1b)). The real number tobs,
necessary to define ψ, is considered as a design param-
eter of the hybrid controller and depends on the partic-
ular control system setup. Beside tobs, let us consider a
positive real number εI < ε1, such that the set of initial
conditions of the observer (9) is given by Ωobs = P1(εI).

Theorem 1 Suppose Assumptions 1, 2, 3, and 4 hold,
and there exists a positive real number α > 1 such that
P0(ε0α) ⊂ X1(εI). Then, for every given δ0 ≥ α−1

0 (ε0α)
there exists tobs > 0 such that the hybrid output feedback
controller (10)-(11) solves the uniting problem with B =
Ω0(ε0) and A = {0} for all initial conditions (x0, ζ0) ∈
Rn × C ∪ D satisfying

(x0, ζ0
1 ) ∈ Ω1(εI), (ζ0

obs, ζ
0
1 ) ∈ Ω1(εI), ‖ζ0

0‖2 ≤ δ0.
(12)
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Remark 3 The sets Cq andDq are closed, and functions

(x, ζ) 7→ (f(x, u(ζ, h(x))), v(ζ, h(x))) ,

(x, ζ) 7→ w(ζ, h(x))
(13)

are continuous on Rn × Cq and Rn × Dq, respectively.
Therefore, the hybrid system (4) with (10) and (11) satis-
fies the basic hybrid conditions, and it follows from Propo-
sition 6.30 in [7], that the system is well-posed. As a con-
sequence, if the hypothesis of Theorem 1 hold, then the hy-
brid system (4) with (10) and (11) is also robustly locally
asymptotically stable by Theorem 7.21 in [7]. Note that
the considered robust asymptotic stability means, roughly
speaking, that there exists a sufficiently small perturba-
tion (disturbance, uncertainty, noise, etc) for which the
the hybrid system remains asymptotically stable. How-
ever, its behavior and performance may be completely dif-
ferent for such small perturbation. This fact may happen
when a high-gain observer is used, due to the trade-off
between the speed of convergence of the estimation error
and the sensitivity to measurement noise. ◦

PROOF. First, let us conclude some basic properties
of the solutions. As it is commented in Remark 3, the
hybrid system (4) with (10) and (11) satisfied the basic
hybrid conditions. In addition, from the definition of C
and D, we get ∂C \ D = ∅, which implies, ζ ∈ int C
for all ζ ∈ C \ D, and TC(ζ) = Rl, where TC(ζ) stands
for the tangent cone to C at ζ. Therefore, it directly
follows {v(ζ, y)} ∈ TC(ζ), and the viability conditions
of Proposition 6.10 in [7] are satisfied. Since w(ζ, y) ∈
(C∪D), then for all initial conditions (x0, ζ0) ∈ Rn×(C∪
D), there exists a maximal trajectory to (4) starting at
(x0, ζ0). In addition, every trajectory has an unbounded
hybrid time domain or eventually leaves any compact
subset of Rn ×Rl.

Stability: For a given ε > 0, consider an arbitrar-
ily tobs > 0 and a positive ε̄ ≤ α−1

0 (ε0a), then for
all (ζobs, ζ0) satisfying ‖ζ0‖2 + ‖ζobs‖2 ≤ ε̄, it follows
(ζobs, ζ0) ∈ Ω0(ε0a) by inequality (6). Let us define
%(s) = 3(α−1

0 (α0(s)) + β(2
√
s, 0)). From the properties

of α0, α0, and β, it follows that % ∈ K. Now we assume
without loss of generality that 0 < ε ≤ ε̄. Let us pick δ
such that 0 < δ < min(1, %−1(ε)) then from Assump-
tions 1 and 4 for all initial conditions (x0, ζ0

0 , ζ
0
obs) satis-

fying ‖x0‖2 + ‖ζ0
0‖2 + ‖ζ0

obs‖2 ≤ δ the trajectory to (2)
and (9) with u = α0(ζ0, h(x)), starting at (x0, ζ0

0 , ζ
0
obs),

satisfies

‖x(t)‖2 + ‖ζ0(t)‖2 + ‖ζobs(t)‖2 ≤ ε (14)

for all t ≥ 0.

Now consider a trajectory to (4) with initial condition
(x0, ζ0) ∈ Rn × (C ∪ D) such that ‖x0‖2 + ‖ζ0

0‖2 +

‖ζ0
obs‖2 + q0 ≤ δ. Since δ < 1, it follows q0 = 0. In

addition, (ζ0
obs, ζ

0
0 ) ∈ Ω0(ε0a) holds, and thus, the ini-

tial condition is in C0. Since ε0a < ε0b, there exists a
T ∈ R>0∪{∞} such that the components x(·, 0), ζ0(·, 0)
and ζobs(·, 0) of the trajectory (x, ζ) are also a trajec-
tory to (2) and (9) with u = α0(ζ0, h(x)) on [0, T ). In
addition, condition (14) and ε ≤ ε̄ ≤ α−1

0 (ε0a) imply
(ζobs(t, 0), ζ0(t, 0)) ∈ Ω0(ε0a) for all t ∈ [0, T ). There-
fore, from the expression of C, all such maximal tra-
jectories do not reach D, and their domains are of the
form [0,∞) × {0}. Since ζ1(t, 0) = 0, q(t, 0) = 0, and
‖x(t, 0)‖2 + ‖ζ0(t, 0)‖2 + ‖ζobs(t, 0)‖2 ≤ ε for all t ≥ 0,
the stability is proved.

Moreover, every trajectory to (4) starting at (x0, ζ0) ∈
Rn × (C ∪ D) such that ρ(x0, ζ0) = ‖x0‖2 + ‖ζ0

0‖2 +
‖ζ0
obs‖2+q0 ≤ r = δ, has the hybrid time domain [0,∞)×
{0}. In addition, (x(t, 0),Mζ(t, 0)) = (x̄(t), ζ̄0(t)) with
M = [I 0 0 0], where (x̄, ζ̄0) is a trajectory to (2). There-
fore, the second statement of the uniting problem holds.

To conclude the proof of Theorem 1, it remains to guar-
antee the attractivity of system (4).

Attractivity: Let (x, ζ) be a maximal trajectory to (4)
starting at (x0, ζ0) satisfying (12). For the sake of clarity,
the proof is divided into 4 claims:

First, it is proved that if the trajectory leaves the set
Ω1(ε1), then the discrete variable switches to 1 before
leaving the set. This fact, together with Assumption 2,
implies that the trajectory returns to Ω1(ε1) eventually.

Claim 1: There does not exist (t̄, j̄) ∈ dom(x, ζ), such
that q(t̄, j̄) = 0 and V1(x(t̄, j̄), ζ1(t̄, j̄)) ≥ ε1.
Proof of Claim 1. Let us prove the claim by contra-
diction. Suppose there is (t̄, j̄) ∈ dom(x, ζ) such that
V1(x(t̄, j̄), ζ1(t̄, j̄)) = ε1 and q(t̄, j̄) = 0. Note that
(x0, ζ0

1 ) ∈ P1(εI) implies V1(x0, ζ0
1 ) ≤ εI < ε1. Since

the set of initial conditions is bounded, as stated in
(12), the rate of divergence is also bounded for a small
enough interval of time. Therefore, there exists tobs > 0
independent of the trajectory, such that t̄ > tobs. That
is, tobs is the minimum time that a trajectory may take
to reach the ε1-level of the function V1. In addition,
from the expression of C0, D0 and the function w, it is
obtained

(ζobs(t̄, j̄), ζ0(t̄, j̄)) ∈ Ω0(ε0b). (15)

Assumption 4 leads to x(t̄, j̄) − ζobs(t̄, j̄) ∈ B(εobs).
Item 1 of Assumption 3 and equation (15) imply
ζobs(t̄, j̄) ∈ X1(ε1b). In addition, since εobs is cho-
sen such that B(εobs) ⊂ int(X1(ε1) 	 X1(ε1b)), it
is obtained x(t̄, j̄) ∈ int(X1(ε1)), which contradicts
V1(x(t̄, j̄), ζ1(t̄, j̄)) = ε1 (note that ζ1(t̄, j̄) = 0). �

Now, it is proved that the discrete variable is 0 for some
suitable hybrid time.
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Claim 2: For all initial conditions (x0, ζ0) satisfying
(x0, ζ0

1 ) ∈ Ω1(ε1), there exists (t, j) ∈ dom(x, ζ), such
that q(t, j) = 0.
Proof of Claim 2. By way of contradiction, let assume
that

q(t, j) = 1,∀(t, j) ∈ dom(x, ζ). (16)

Due to the expression of C1, D1 and the function w,
it follows that dom(x, ζ) = [0, T ) × {0} for some T ∈
R>0 ∪ {∞}. Note that the components x(·, 0), ζ1(·, 0)
and ζobs(·, 0) of the trajectory (x, ζ) are also a trajectory
to (3) and (9) with u = α1(ζ1, h(x)) on [0, T ). From As-
sumption 2, every trajectory to (3) starting at (x0, ζ0

1 ) ∈
Ω1(ε1) exists on [0,∞) and (x(t), ζ1(t)) ∈ Ω1(ε2) for
all t ≥ 0. In addition, the set Ωx in Assumption 4 is
given by Ωx = P1(ε2), and thus Assumption 4 guaran-
tees that the solution, ζobs, to (9) exists on [0,∞) for all
initial conditions ζ0

obs ∈ Xobs. The expression of C1 im-
plies ζ0(t, 0) = 0 for all t ∈ [0, T ). Thus, it follows that
T =∞.

Now, according to Assumption 2, there exists t̄ > 0,
such that V1(x(t̄, 0), ζ1(t̄, 0)) < ε1a. In addition, from
Assumption 4, t̄ can be chosen sufficiently large such
that ζobs(t̄, 0) ∈ P1(ε1a). Considering item 2 of Assump-
tion 3, it is obtained ζobs(t̄, 0) ∈ X0(ε0a). In addition,
(ζobs(t̄, 0), ζ0(t̄, 0)) ∈ Ω0(ε0a) since ζ0(t̄, 0) = 0. This
contradicts (16), and concludes the proof of Claim 2. �

Next, it is proved that if the discrete variable remains 0
after some sufficiently large hybrid time, then the tra-
jectory converges to the origin.

Claim 3: If there exists a hybrid time (t̄, j̄) ∈ dom(x, ζ),
such that q(t, j) = 0, for all (t, j) ∈ dom(x, ζ), (t̄, j̄) ≥
(t, j), then the trajectory is complete and converges to the
origin.
Proof of Claim 3. First note that there is no jump after
(t̄, j̄), then for all (t, j) ∈ dom(x, ζ), (t̄, j̄) ≥ (t, j) it
follows j = j̄ and (t, j̄) ∈ dom(x, ζ) for all t ≥ t̄. In
addition, (x(·, j̄), ζ0(·, j̄)) and ζobs(·, j̄) are trajectories
to (2) and (9) with u = α0(ζ0, h(x)), respectively, on the
domain {t : (t, j̄) ∈ dom(x, ζ)}.

Let us now prove that the trajectory is complete. First,
we have ζ1(t, j̄) = 0 for all (t, j̄) ∈ dom(x, ζ), t ≥ t̄,
and (ζ0(t, j̄), ζobs(t, j̄)) is bounded due to the expression
of C0. In addition, Claim 1 implies (x(t, j̄), ζ1(t, j̄)) ∈
Ω1(ε1) for all (t, j̄) ∈ dom(x, ζ), and thus x(t, j̄) is also
bounded. From the boundedness of (x, ζ) and Proposi-
tion 6.10 of [7], it follows that the trajectory is complete.

The components (x(t, j̄), ζ0(t, j̄)) and ζobs(t, j̄) with u =
α0(ζ0, h(x)) are also trajectories to (2) and (9), respec-
tively, on t ∈ [t̄,∞), and thus, from Assumption 4,
ε0b < ε0, and the fact that β is a function of class
KL, t̄ may be assumed to be sufficiently large such that
(x(t, j̄), ζ0(t, j̄)) ∈ Ω0(ε0) for all t ∈ [t̄,∞). According to

Assumption 1, this set belongs to the domain of attrac-
tion of (2), and thus, (x, ζ0) converges to the origin. The
convergence of ζobs is guaranteed by Assumption 4. �

The last claim proves that the discrete variable cannot
switch back and forth between q = 0 and q = 1:

Claim 4: There does not exist a non-decreasing sequence
of hybrid times ((tn, jn)n∈N) ∈ dom(x, ζ), such that we
have, for all n ∈ N,

q(t2n, j2n) = 0, q(t2n+1, j2n+1) = 1. (17)

Proof of Claim 4. First, it should be pointed out that
instantaneous Zeno solutions are not possible due to the
expressions ofD0 andD1. First, let us prove the following
intermediate result:

(x(t, j), ζ1(t, j)) ∈ Ω1(ε2), ∀(t, j) ∈ dom(x, ζ) (18)

Consider a trajectory to system (4) that leaves the set
Ω1(ε1) at hybrid time (t̄, j̄) ∈ dom(x, ζ), then the com-
ponents x(·, j̄), and ζ1(·, j̄) of the trajectory (x, ζ) are
also a trajectory to (3). Note that Claim 1 assures that
q does not switch to 0 until the trajectory does not re-
turn to the set Ω1(ε1). Finally, Assumption 2 guaran-
tees that the trajectory does not leave the set Ω1(ε2)
as stated in (18). A direct consequence of the above re-
sult is that items 1 and 2 of Assumption 4 hold for all
(t, j) ∈ dom(x, ζ).

Now, Claim 3 is proved by way of contradiction. Let
assume that there exists a non-decreasing sequence of
hybrid times ((tn, jn)n∈N) ∈ dom(x, ζ), such that (17)
holds for all n ∈ N. Without loss of generality, it is
assumed that there is no jumps between two points of the
sequence and that jn = n. Due to the expression of the
functionw and the sets C andD, for all n ∈ N, the system
flows in C0 between (t2n, 2n) and (t2n+1, 2n), and flows
in C1 between (t2n+1, 2n+1) and (t2n+2, 2n+1). Hence,
the definition of the sets C0 and C1 and the inequality
ε0a < ε0b imply that limn→∞ t2n =∞. In addition, note
that ζ(t2n+2, 2n+1) ∈ D1, and thus, V0(ζobs(t2n+2, 2n+
1), ζ0(t2n+2, 2n + 1)) ≤ ε0a, for all n ∈ N. Therefore,
from item 2 of Assumption 4 and the continuity of V0,
for a given η > 0 there exists a sufficiently large integer
N > 0 (from Assumption 4 the estimation error of the
observer can be reduced by increasing N) such that

V0(x(t2N+2, 2N + 1), ζ0(t2N+2, 2N + 1))

≤ V0(ζobs(t2N+2, 2N + 1), ζ0(t2N+2, 2N + 1)) + η,
(19)

V0(ζobs(t2N+2, 2N + 1), ζ0(t2N+2, 2N + 1))

≤ V0(x(t2N+2, 2N + 1), ζ0(t2N+2, 2N + 1)) + η.
(20)
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Considering η < 0.5(ε0b − ε0a), it follows

V0(x(t2N+2, 2N + 1), ζ0(t2N+2, 2N + 1)) ≤ ε0a+η < ε0.
(21)

Thus, between (t2N+2, 2N + 2) and (t2N+3, 2N + 2),
(x, ζ0) is a trajectory to (2) starting in Ω0(ε0). In addi-
tion, equations (7) and (20) imply V0(ζobs(t2n+3, 2n +
2), ζ0(t2n+3, 2n + 2)) ≤ ε0a + η < ε0b. This contradicts
ζ(t2N+3, 2n+ 2) ∈ D0 and concludes the proof of Claim
4. �

Let us conclude the proof combining the previ-
ous claims. First, pick an initial condition satisfy-
ing (12), then Claim 2 applies, and thus, there ex-
ist (t1, j1) ∈ dom(x, ζ), such that, q(t1, j1) = 0.
In addition, Claim 1 guarantees that if the trajec-
tory eventually leaves the set Ω1(ε1) then there ex-
ist (t2, j2) ∈ dom(x, ζ), (t2, j2) > (t1, j1) such that,
q(t2, j2) = 1 and V1(x(t2, j2), ζ1(t2, j2)) = ε1. Hence,
the trajectories are bounded, and in addition, Assump-
tion 2 implies the trajectory will return to Ω1(ε1). By
using again Claim 2, there exist (t3, j3) ∈ dom(x, ζ)
(t3, j3) > (t2, j2), such that, q(t3, j3) = 0. Whether the
trajectory remains in Ω1(ε1) or the above reasoning is
repeated, Claim 4 assures that there exists a finite num-
ber switching, and thus, Claim 3 applies. Therefore, the
trajectory is complete and tends to the origin. The sta-
bility and the attractivity imply the local asymptotic
stability of the system. The enlargement of the estima-
tion of the domain of attraction comes directly from
P0(ε0α) ⊂ X1(εI) and δ0 ≥ α−1

0 (ε0α) as stated in the
Theorem.

4 Example

In this section, a numerical example is provided in or-
der to illustrate the interest of the proposed hybrid con-
troller. Consider a nonlinear system (1) with f and h
given by

f(x, u) = fn(x) +Ax+Bsat(u), h(x) = Cx (22)

with the state x = [x1, x2, x3]> ∈ R3, a nonlinearity
fn(x) = [0, x2

1 − 2x1x3, 0]> and matrices

A =


−1 0 1

0 −1 1

0 −1 0

 , B =


0

0

1

 , C =
[

1 0 0
]
. (23)

The control signal 1 is affected by a symmetric satura-
tion defined by

sat(u) =


−ū if u < −ū
u if −ū ≤ u ≤ ū
ū if ū < u

(24)

where ū > 0 is the level of saturation. As a control ob-
jective, it is considered the local asymptotical stabiliza-
tion of the system, and the local minimization of the cost
function

J(x, u) =

∫ ∞
0

x(s)>Qx(s) +Ru(s)2ds, (25)

where Q ∈ Rn×n is a positive definite matrix and R is a
positive real number. A linear approximation of (1) with
f and h defined in (22) is simply obtained by setting
fn(x) = 0 and neglecting the saturation. Thus, it is
considered an optimal output feedback control for the
linear system, given by

ϕ0(ζ0, y) = (A−BK − LC)ζ0 + LCy, α0(ζ0, y) = Kζ0,

(26)
where ζ0 ∈ R3,K = R−1B>PK and L = R−1

2 PLC
> and

matrices PK and PL are the solutions of the following
algebraic Riccati equations

A>PK + PKA− PKB>R−1BPK +Q = 0, (27)

APL + PLA
> − PLC>R−1

e CPL +Qe = 0. (28)

Matrix Qe ∈ Rn×n is positive definite and Re is a posi-
tive real number. They define the observer cost function:∫ ∞

0

(x(s)−ζ0(s))>(Qe+LReL
>)(x(s)−ζ0(s))ds. (29)

Now consider the Lyapunov function V0(x, ζ0) =
[x>, ζ>0 ]P [x>, ζ>0 ]>, and ε0 = 1, then there exists a pos-
itive definite matrix P such that Ω0(ε0) is in the non-
saturated region and inside the domain of attraction of
system (2). It can be checked that ‖fn(x)‖2 ≤ k(x2

1 +x2
3)

holds for all k > 0 and x1 and x3 with |x1| <
√
k/5.

Therefore, it is possible to set an optimization problem
to maximize the estimation of the domain of attraction.
The details are omitted due to the space limitation.

On the other hand, suppose |u| ≤ ū and consider the
Lyapunov function V1(x) = x2

1 + (x2
1 + x2)2 + x2

3, then
it follows

∇V1(x)·f(x, u) = −2x2
1−2(x2

1+x2)2+2x2
1x3+2x1x3+2x3u.

(30)

1 It can be proved that there does not exist a control signal
that globally stabilizes the system.
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The control law α1(y) = −y2 − y implies ∇V1(x) ·
f(x, α1(h(x))) = −2x2

1 − 2(x2
1 + x2)2. In addition, for

a given ū > 0, if ε1 > 0 satisfies ε1 +
√
ε1 = ū, then

α1(h(x)) ≤ ū for all x ∈ Ω(ε1). By using LaSalle’s
invariance theorem (see for instance [8]), it is proved
that system (3) with l1 = 0 and α1(y) = −y2 − y is
locally asymptotically stable with domain of attraction
containing the set Ω1(ε1).

To guarantee Assumption 4, it is considered a high-gain
observer given by

ψobs(ζobs, y, u) = f(ζobs, u) + ∆θK(h(ζobs)− y), (31)

where

∆θ =


θ 0 0

0 θ2 0

0 0 θ3

 , K =


−3

−3

−1

 . (32)

The observer gain θ > 0 should be sufficiently large to
guarantee the convergence of the estimation error. In
addition, it follows that for some constant c > 0 (local
Lipschitz constant of the nonlinearity of the system in
the observable canonical form) (see e.g. [3])

‖x(t)− ζobs(t)‖2 ≤
λM (Po)

λm(Po)
e−(θ−2λM (Po)c)t‖x0− ζ0

obs‖2,

(33)
where the symmetric matrix Po is the solution of([

0 1 0
0 0 1
0 0 0

]
+KC

)>
Po + Po

([
0 1 0
0 0 1
0 0 0

]
+KC

)
+ I = 0.

(34)

For the numerical illustration, suppose R = 20, Re =
0.001, Qe = I and matrix Q is given by

Q =


2 0 −1

0 1 0

−1 0 2

 . (35)

The matrix Q is chosen to minimize the effect of the
nonlinearity fn(x), so it may obtain larger estimation of
the domain of attraction of system (2). The saturation
level is ū = 10, and thus, ε1 = 7.29. Matrices PK and
PL are obtained by solving the Riccati equations with
Matlab. Matrix P is then obtained by solving BMIs (Bi-
linear Matrix Inequalities). Note that the origin of sys-
tem (3) is locally asymptotically stable and thus ε1a in
Assumption 2 and Assumption 3 can chosen arbitrarily
small. In this way, Assumption 4 is satisfied by setting
ε0a = 0.81, ε0b = 0.9, and ε1b = 2.04. In addition, the
domain of attraction of system (3) contains Ω1(ε1), then
it can be set ε2 = ε1.

On the other hand, let εI = 5.83, then, considering the
saturation level and ∇V1(x) · f(x, u), it can be seen that

0.0255 seconds is a lower bound of the minimum time
that it is necessary for the hybrid system to go from
V1(x) = εI to V1(x) = ε1. Hence, it is necessary to find θ
and εobs such that B(εobs) ⊂ int(X1(ε1)	 X1(ε1b)) and
‖x(t) − ζobs(t)‖ ≤ εobs for all t ≥ tobs = 0.0255. From
(33), it follows that the above requirements are satisfied
by setting c = 24.9, θ = 600, and εobs = 0.4562.

Assumptions 1, 2, 3, and 4 hold, and in addition, it is
satisfied P0(ε0α) ⊂ X1(εI) with α = 2.42. Therefore,
Theorem 1 guarantees that the hybrid output feedback
controller (C,D, u, v, w) solves the uniting problem with
B = Ω0(1).

It should be pointed out that superior performance of
the hybrid control system over (3) is not guaranteed.
To show the benefits of the hybrid controller, we con-
sider several levels of the Lyapunov function V1 and a set
of initial conditions uniformly distributed in each level
(1000 initial conditions, xj0, j ∈ {1, 2, . . . , 1000}, for each
level) with q0 = 0, ζ0

0 = 0, and ζ0
obs = 0. Let JR(x0) and

JU (x0) be the value of the cost function (25) evaluated
along the solution to system (3) and (4), respectively,
with initial condition (x0, 0). To highlight the improve-
ment of the hybrid controller over the regional controller,
the following improvement factor (IF) is considered.

IF =
JR(x1

0) + JR(x2
0) + · · ·+ JR(x1000

0 )

JU (x1
0) + JU (x2

0) + · · ·+ JU (x1000
0 )

. (36)

The hybrid controller overcomes the performance of
the system (3) for approximately the 99% of the ini-
tial conditions. Figure 2 shows the improvement fac-
tor as a function of the size of the set of initial con-
ditions. As it may be expected, the improvement fac-
tor increases as the initial conditions approaches the
origin. Finally, consider the initial condition (x0, ζ0

0 ) =
[0.682, 1.191, −0.212, 0, 0, 0]>, then the simulation
of the system (2) shows that the trajectory diverges.
Hence, this initial condition does not belong to the do-
main of attraction. However, it is satisfied [x0, 0, 0, 0]> ∈
Ω1(εI), and thus, the uniting controller stabilizes the
system (22) with initial conditions for which the lo-
cal controller cannot stabilize it. In order to observe
the robustness of the uniting controller and quantify
the deterioration of the performance in presence of un-
certainty, we consider the following perturbed system:
f(x, u) = fn(x) + (A + E)x + Bsat(u), where E is an
additive uncertainty (randomly computed) given by

E =


−0.02 −0.01 −0.02

0.02 −0.04 −0.01

0.02 0.01 0.01

 (37)

Figure 2 shows the improvement factor (36) for the per-
turbed system. Note that despite the uncertainty, the
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Fig. 2. Improvement factor as a function of the size of the
set of initial conditions.

uniting controller improves the performance with re-
spect to the regional controller for almost all the initial
conditions (96% of the initial conditions in the worst
case).

5 Conclusion

For a given nonlinear system, two local feedback con-
trollers with different objectives are assumed known: one
renders the system local asymptotic stable with some de-
sired performance, and the other provides local attrac-
tivity with a larger domain of attraction. In this context,
we have posed the problem of enlarging a given estima-
tion of the domain of attraction of the control system
while the desired performance is guaranteed locally. The
proposed solution consists of a hybrid output feedback
controller formed as combination of both predesigned
controllers. The event dynamics of the hybrid system is
governed by a tunable observer. A motivating example,
for which no previous solutions are applicable due to the
input saturation, shows the effectiveness of the proposed
solution.
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