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An Ito type formula for
the additive stochastic heat equation

Carlo Bellingeri *

Abstract
We use the recent theory of regularity structures to develop an It6 formula for
u, the stochastic heat equation with space-time white noise in one space dimension
with periodic boundary conditions. In particular for any smooth enough function ¢
we can express the random distribution (0t — 0z4)¢(u) and the random field ¢(u) in
terms of the reconstruction of some modelled distributions. The law of the resulting
objects is also identified with some classical constructions of stochastic calculus.
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We consider {u(t,z): t € [0,T], x € T = R/Z} the solution of the additive stochastic

heat equation with periodic boundary conditions and zero initial value:

8{& = 3mu + 5
u(t,0) = u(t,1) tel0,T],
u(0,2) =0 z e T,
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where £ = 0W/0tOx is the space-time white noise over R x T associated to W, the
Brownian sheet on R x T. This equation was originally formulated to model a random
string with values in R (see [Fun83]) and this is the simplest example of a stochastic PDE
driven by space-time white noise. It is well known that (1.1) admits a unique solution
which can be written as the explicit continuous gaussian random field:

u(t,z) = /Ot/TP(t —s,x—y)dWs,, (1.2)

where P: (0, 4+00) x T — R is the fundamental solution of the heat equation with periodic
boundary conditions:
P(t,z) =Y G(t,x+m),
meEZ

G is the Heat kernel on R and the integral is taken with respect the martingale measure
associated to the brownian sheet W (we refer to [Wal84] for the general theory and
[Zam17, Chapter 4] for a quick introduction to the Dirichlet case). The classical theory
shows also that the process {u(t,-): t € [0,T]} is a Feller diffusion taking values in C(T)
(the space of periodic continuous functions). Its hitting properties were intesively studied
in [MT02] by means of the Markov property, potential theory and the theory of gaussian
processes. However it is still impossible to study u using stochastic calculus with respect
to W mainly because for any fixed € T it has been shown in [Swa07] that the process
t — wu(t,z) has an a.s. infinite quadratic variation, therefore the powerful theory of It6
calculus cannot be applied in this context.

Introduced in 2014 and explained trough the famous “quartet” of articles ([Hail4]
[BHZ16] [CH16] [BCCHL1T7]), the theory of regularity structures has provided a very gen-
eral framework and some robust analytical methods to prove local path-wise existence
and uniqueness of a wide family of SPDEs driven by space time white noise. In this paper
we will show how these new techniques allow to formulate an It6 formula for the solution
of the equation (1.1). This new formula is expressed under a new form, reflecting the new
perspective under which SPDEs are analysed. Contrary to the classic literature where
other Ito formulae were already treated but they cannot be applied in our context (see
e.g. [DPZ92]), we will not look at u as an infinite dimensional diffusion with values on
an Hilbert space, but for any fixed smooth function ¢: R — R, we will decide to study
the quantity (0 — 0. )p(u), interpreted as a space time random distribution. This choice
is heuristically motivated by the parabolic form of the equation (1.1) defining u and it
is manageable by the regularity structures, where it is possible to manipulate random
distributions. Thus we are searching for a random distribution g, depending on higher
derivatives of ¢, such that the identity

((Or = Oua)p(u), V) = (90 V) , (1.3)

holds a.s. for any test function ¢: [0,7] x T — R. We will refer to this formula as a
differential Ito formula, because of the presence of a differential operator on the left hand
side of (1.3). By uniqueness of the heat equation, we can identify ¢(u) with the solution
of the heat equation with the distribution g, thus obtaining formally

olutt.a)) = o(0) + t [P~ 5.2~ Dty asay (1.4)
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a.s. for every (t,z) € [0,T] x T — R. We call a similar kind of identity an integral Ité
formula because of the double integral on the right hand side of (1.4). This resulting
formula may be one possible tool to improve our comprehension of the trajectories of
u, even if it is still not clear wheter it will be as effective as it is for finite-dimensional
diffusions (see e.g. [RY04]).

In order to explain how to obtain it, we will follow the general philosophy of the reg-
ularity structure. Instead of working directly with the process u, we will look at it as the
limit of a sequence of smooth processes u. which resolve a “Wong-Zakai” approximation
of (1.1):

atuz-: = Opglle + 55
us(t,0) =u.(t, 1) te[0,T], (1.5)
u:(0,2) =0 xeT,

where for any £ > 0, £ is a smoothened version of £ converging to it as e — 01 (see
[HP15] for this approximation procedure on a wider class of equations). More precisely
we extend ¢ periodically on R? and for any given smooth, compactly supported function
p: R? — R such that [ p =1 we define for € > 0 the functions:

pe=cp(e e la), &t ) = (pxE)(t, @)

The inhomogeneous scaling in the mollification procedure is chosen in accordance with
the parabolic nature of the equation (1.1). This regularisation makes & an a.s. periodic
smooth function and the equation (1.5) admits an a.s. periodic strong solution (in the
analytical sense) u.: [0,7] x R — R which is smooth in space and time. Therefore the
classical chain rule between u. and ¢ holds, obtaining

(p(ue)) = ¢ (uc)Orue ,  Ou(p(ue)) = ¢ (u:)su. (1.6)
Oz (p(ue)) = Soll(ua)(aaﬂ%)? + ' (Ue) Oz - (1.7)

which yields:
i (p(ue)) — Opa(p(ue)) = gol(us)fe - W//(us)(arus)Q . (1.8)

Let us understand what happens when € — 0. Thanks to convergence result in Propo-
sition 3.2, the process u. will converge to u in probability for the topology of continuous
functions, so then the left hand side of (1.8) must converge in probability to (0, — Op. ) (1)
for the topology of distribution because the derivatives are continuous maps. Therefore
the right hand side of (1.8) must converge too and the formula is obtained once we can
express this limit in a different way. However, written under this form, it is very hard to
study this right hand side because it is possible to show that a.s.

o (ue)&ell 119" (ue) (Dpue)?|| — 400

with respect the same distributional norm under which the left hand side converge. These
two paradoxical results suggest that the formula (1.8) should hide a cancellation phe-
nomenon between two objects whose divergences compensate between each other. By
means of the notion of modelled distribution and the reconstruction theorem, we can give
a rigourous meaning to such compensation and at same time we will be able to identify
the non trivial limit to which the right hand side converges. However, these limits are
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only characterised by some analytical properties which cannot allow to understand im-
mediately their probabilistic properties. Therefore the convergence is also linked with
some specific identification theorems which describe their law. Thanks to the presence in
the previous literature of other It6 formulae related to (1.1) in the homogenous Dirichlet
boundary case (see in particular [Zam06] and [GNTO05], [Lan07] [BS10] as other exam-
ples), we were able to fully describe this random distribution with some classical objects.
Summing up both these results we can state the main theorem of the paper:

Theorem 1.1 (Integral and differential 1t6 formula). Let ¢ be a function of class C*(R).
Then for any test function ¢ : (0,7) x T — R one has

(O~ Ou) // (5, 9) (5, y) AWy + = //wsy " (u(s, 4))C(s)dy ds

T
_Q/A / /¢(S7 Y) " (u(s,y))Pe(s —s1,y — y1) Pa(s — 82,y — y2)dy ds W (ds, dy),
2,7 x T2 T

Moreover for any (t,z) € [0,T] x T we have also

90( (t 93 / / t— S, T — )@/(U(S,y))dW&y
_2/A2t><11~2/ /TP(t_s’37_9)91(5—51,y‘Yl)Pz(S—Sg,y—yz)w”(us(y))dy ds W (ds, dy)

+3 / /TP@ — 5,2 — )" (u(s,2))C(s)dy ds .

where in both case W (ds, dy) denotes the Skorohod integral over Aoy = {0 < s; < so < t}
and C: (0,T) — R is the deterministic integrable function

C(s) = | P(s,)llz2)

Remark 1.2. Looking at this type of result, it is natural to ask if we can lower the
regularity of ¢ to be C? or the existence analogous Tanaka Formula where ¢ is the absolute
value or a generic convex function using a classical approximation argument (e.g.[RY04]).
Under very low assumptions on ¢ the techinques of the regularity structures theory cannot
be applied, therefore we shold understand the limit of each stochastic object in the right
hand side classically. Unfortunately even if the convergence of the stochastic integral
term should not worry at the limit, it is still quite hard to understand the convergence of
the deterministic integral and the Skorohod integral under the hypothesis of unbounded
derivatives up to order 4 (see Remark 4.7, where the fourth derivatives of ¢ appers to
bound the second moment). Finally any Tanaka formula requires also a robust theory of
local times associated to its driving process and, in case of u, this notion is very ambiguous
in the literature: indeed using some general results on gaussian variables (such as [GH80])
we can prove the existence of a local times for the process {u(t, x) }1cjo,r] with respect its
occupation measure on [0,7] but at the same time another notion of local time for w is
developed by means of ditribution on the Wiener space (see [GNT05]). A link between
these two notions is still mysterious.



We discuss now the organization of the paper: in the section 2 and 3 we will apply the
general theorems of the regularity structure theory to build the analytical and algebraic
tools to study the problem: all the construction are mostly self contained, starting from
their abstract definition till the associated calculations. In some cases we will also recall
in our context some previous results obtained in [HP15] and [Hail6]. Then in section
4 we will apply all these tools to obtain firstly two formulae involving only analytical
quantities (we will refer them to rough It6 formulae) and secondly we will identify them
to yield Theorem 1.1.

We finally remark that some of the techniques presented here could be also used to
formulate an It6 formula on a non-linear perturbation of (1.1), the so called generalised
KPZ equation:

Opu = Dy + g(w)(9pu)? + h(u)(9pu) + k(u) + f(u)§
u(t,0) =wu(t,1) te][0,T], (1.9)
u(0,-) = uo()

where g, f, h, k are generic smooth function and uy € C(T) a generic initial condition.
(We refer the reader to [Hail6], [Brulb]). Other possible directions of research may also
take into account the It6 formula for SPDEs with Dirichlet boundary conditions (see
[GH17]) and, using the reformulation in the regularity structures context of differential
equations driven by fractional brownian motion (see [BFGT17]), we could recover some
classical results in the literature of fractional processes (see e.g. [FR02], [RV93]).

Notations and functional spaces

The functional spaces where the whole theory is set up are slightly different from what
we find in the classical literature of elliptic PDE. Therefore we recall here some basic
notions and notations.

For any space time variable z € R?, z = (f,z), in order to preserve the parabolic
scaling of equation (1.1) (that is time counts twice in space) we define the parabolic

“norm” as
2] = V/[t| + [=] .

we put the word norm in quotes because || - || does not define a norm on R? but certainly
a metric. We adopt the shorthand notation z* = t*z*2 for any multi-index k = (ky, ks).
For any continuous function 7, any point z = (¢,x) € R? and X > 0, we define

t—t z—u
A5 -3

Z) = )\ R ——
RE) =2 T
where ¢, 7 are the time and space variable of z. Both notations allow us to introduce
&(R?) spaces, a family of Besov spaces indexed by «, any real non natural number.

- If 0 < a < 1 it consists of the space of o Holder functions with respect metric
| - ||, namely continuous functions f: R? — R such that there exists a constant C
satisfying

[f(z) = fy)l < Cllz =yl

uniformly over z,y over a compact.



- If @ > 1 then f: R? — R has recursively all partial derivatives continuous up to
order |, the biggest integer less or equal than «, and for any multi-index 5 of
order |af, D°f € €*~l*J(R?).

- If a < 0 then €*(R?) is a space included in &”, the space of Schwartz distributions.
More precisely f belongs to €*(R?) if for every compact set #, there exists a
constant C' such that the bound

[(fom)] < OX°

holds uniformly over 0 < A < 1, all x € # and any test function n whose support
is included in B(0,1) = {z € R?: ||z|| < 1} and it has any directional derivative up
to order |« bounded in the sup norm.

All these spaces are endowed with a Fréchet structure when we consider the family of
norms given by the minimal constants satisfying the bounds on their definition. Moreover
for any fixed compact # of R?, we can easily define also the Banach space €“(%) by
restriction on F of the test functions or the evaluation points €“(R?). In our context
we will always put # = [—1,T + 1] x T where we assume the functions being periodic in
the space variable and the time interval is large enough to strictly contain [0, T]. Most of
the classical analytical operations apply to € spaces with some slight differences given
by the metric || - ||.

- Derivation if f € €* and k = (ky, ks) is a multi-index then map f — 0% f = 0510 f
is a continuous map from €* to €? where 8 = a — 2k; — ks.

- Schauder estimates (see [Sim97]) if P is the Heat kernel on some domain, map
the space-time convolution with P, f — P x f is a well defined map for every f
supported on positive times and it sends continuously € in €“*? for every real o
except for those values such that o + 2 is natural.

- Product (see [Hail4, Proposition 4.14]) for any non natural 5 the map (f,g) — f-g¢
defined over smooth functions extends continuously to a bilinear map B: €*“x€” —
& if and only if o + 8 > 0.

One of the main properties of € spaces consists in their relation with £. For every
k > 0 we can choose a modification of the periodic extension to R? of ¢ belonging to
&3/27%(R x T). [Hail4, Lemma 10.2]. We recall that for any distribution g € €*(R x T)
with 5 € (—=2,0) non integer, and 7" > 0 the PDE

O — OpgV = g
v(t,0) = v(t,1)
v(0,-) = vo(").

with periodic boundary conditions and vy € €(T) continuous, admits a unique strong
solution v: [0,7] x T — R, v € €72 which is given explicitly by the formula

o(t,z) = / Plt, 2 — yyuoly)dy + (P x 1og)(t. ). (1.10)

6



where 1, g denotes the product of g with the indicator function of the interval (0, +00) x T.
This product is clearly not defined point-wise but under the condition 5 € (—2,0), for
any (s,t) C R, s <t < +oo we define for any test function

Lsng () = limg(pni) (1.11)

where @y is a sequence of periodic bounded smooth functions compactly supported in
(s,t) x T such that for any z € (s,t) xR, pn(z) converges to 1 and for any z € R\ [s, ] x T,
©on(z) converges to 0. The condition 8 > —2 makes g(¢n?) a Cauchy sequence and we
can also prove that the limit is still a periodic distribution. Moreover the map g —
1519 € €°(R x T) is a continuous extension of the pointwise product and 1(s4g(1)) is
uniquely characterised as the only distribution of €”(R x T) such that

Ls0g(¥) = g(¥)

for any smooth test function v such that supp(v) C (s,t) x T and 1(4g(¢)) = 0 if
supp(¢) N [s,t] x T = 0. (for many references to this multiplication see [HP15, Lemma
6.1], [Hail4, Proposition 6.9] and [GH17, Proposition 2.15]). Applying this deterministic
construction with ¢ = &, k < 1/2 and vy = 0, since strong solution are also mild solution
for any realisation of £, we obtain immediately

u(t,z) = (P*1.8)(t, ) (1.12)

a.s. and therefore u belongs to €'/2*. This regularity implies immediately there is no
classical analytical way to define distributions like (0,u)? for instance. As always we
suppose that the space time white noise £ on R x T is defined on a complete probability
space (§2, #,P) enhanced with its natural filtration (%)icr

Fo = 0({8(W): Pleroxr =0, ¢ €L RxT)}).

The gaussian nature of space time white noise ¢ allows us to use also all the classical
tools of Malliavin Calculus on the Hilbert space H = L?*(R x T). Here we recall some
notations and we refer the reader to [Nua95] for the general theory. In general for any
random variable X € L?(2,P) we denote by DX = {D;,X: s € R, y € T} its Malliavin
derivative whenever is well defined on X and by D?* C L%*(Q,P) the space of random
variables X such that we can derivate k times and the derivative is square integrable. On
the other hand, for any v € L?(Q x R x T) whenever it is well defined we use the notation

// o(s, y)W (ds, dy)

to write the adjoint of D, §: Dom(d) C L*(Q2 x R x T) — L*(Q,P), which is referred in
the literature as the Skorokhod Integral. The operator § is an extension of the classical
stochastic integral and we are allowed to apply it over a class of non adapted integrands.
Extending periodically the brownian sheet W to R? we can transfer the Walsh integral as
well the Skorokhod integral to stochastic processes H: 0 x R? — R through the definition:

HsydWSy //ZHsy—I—m AWy,

meZ

When the right hand side is well defined.
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2 Abstract regularity structures

We begin the article with the construction of an explicit reqularity structure and a model
such that they are capable to take in account u and its compositions with smooth func-
tions. All objects are built using elementary constructions and they come as a simplifi-
cation of the algebraic structure explained in [Hail6]. For a synthetic description of the
general theory we refer the reader to [FH14|.

2.1 Algebraic construction

The key starting idea behind the whole theory focuses around the notion of reqularity
structures (A,T,G), a triple of the following elements:

- A discrete lower bounded real subset A containing 0.

- A graduated vectorial space T = @ ., 1o such that each space T, is a Banach

space with norm || - ||, and dim(7p) = 1.

- A group of linear operators G preserving Ty such that for each o € A, a in T, and
I'in G, one has

Ta—ac@PTys. (2.1)

[B<a

This definition comes as generalisation of the space of polynomials and since they approx-
imate smooth functions, these abstract objects should be able to approximate functions
or even distributions with very low regularity as u.

It is reasonable to start including in our structure R[X7, X5], the real polynomials
on 2 indeterminates. For any multi-index k € N2, k = (ky, ky) we will write X* as a
shorthand for the monomial X' X3? (we imagine X; as a time variable) while the unit
will be denoted by 1. At the same time, we introduce an additional abstract symbol =
to represent the space-time white noise ¢ which is a.s. a distribution. To take in account
convolution of ¢ with the heat kernel as in formula (1.12), for any symbol o and k € N?
we introduce a family of symbols 7 () (F(0,0)(0) is noted with 7 (o)), that represent the
convolution of the k-th derivative of the heat kernel with the function associated to the
symbol 0. Since %, (X™) should be identified with a smooth function, we simply put it to
0 to avoid repetitions. Finally for any two symbols 71, 7 we consider also their products
7172 by juxtaposition of 71 and 75 up to classical identification, namely the juxtaposition



with 1 does not change the symbol, X'X* = X!+ and the iterated juxtaposition of the
same symbol is noted with an integer power. Adding all these formal rules, we note with
F' the smallest set of symbols satisfying

- { X" e U{E} C F.
- For any 7,75 € F', then 77y € F.
- For any 0 € F and m € N?| .%,,(0) € F.

We write & for the free vector space generated by all formal symbols of F'. The inter-

pretation of symbols as functions allows us to define a homogeneity map |- |: FF — R
that associates to any symbol a kind of “regularity” of the function associated to it. We
define recursively | - |: In case of polynomials and =, we fix a parameter £ > 0, that we

imagine sufficiently small, and for any multi-index k = (ky, k2) € N? we set

X =2k + kg, |E|:= —5 TH;

Moreover for any 7,7 € F, we set
| I(T) =7+ 2 =2k — ko, |77 :=|7| + |7,

To imitate Schauder estimates and the multiplicative property of polynomial degree.
Starting from the linear space & and the set |F'| we introduce a subset of symbols where
we choose all reasonable products that we will need in our calculations. We write % (Z)
as shorthand of % 1)(Z).

Definition 2.1. We define the sets of symbols T, U, U’ C F' as the smallest triple of sets
satisfying:

- {E T, {FE)}U{X hene CU {AE)}U{X rene C U

- for every k£ > 0 and any finite family of elements 7y, -+, 7, € U and any couple of
elements 01,09 € U’ then {7,7Z, 701, 70102} C T and 7 € U, where 7 = 74 - - - 7.

We denote also by I and % respectively the free vectorial space upon T and U.

The definition of T allows also an alternative description of all its symbols. We
define V as the set of all symbol of the form #(Z)™X" with m € N, € N? and for any
o € {E, 5(2), A1 (2)*} we define the set V,, := oV, namely the set of all symbols of the
form o times an element of V. Using these definitions, it is straightforward to show the
identities

uv=VvV, T=VzU VJI(E)Q (] le(g) Lv. (2.2)

Moreover, noting with 7, the free vectorial space generated upon V,, we obtain from
(2.2) the decomposition

T =% 0V e ®Vne dU. (2.3)

I and the homogeneity |-| are a reasonable “candidate” to build the first two components
of a regularity structure. Let us give the construction of the structure group associated



to I . Similarly to polynomials, for any h € R®, h = (hy, ho, h3) we define the linear map
I': T — T, defined as

(o7 (2)"X!) = o[(X1 4+ hi1)" ( Xy + hol)2(F(Z) 4 hsl1)™], (2.4)

for any o € {Z, 5 (2), A(2)%,1}, m € N, [ € N2 Thanks to (2.2) all symbols under

the form 0.7 (2)™X! form a basis and the map I'j, is well defined. Using also the explicit
definition (2.4) it is straightforward to show

Fth = Fthk (25)

for any h,k € R3. This property implies that the map h — I'y is an injective homo-
morphism from (R3,+) to a subgroup of the invertible maps acting on 7. Therefore
@ ={T'}: h € R%} is a group.

Proposition 2.2. For any x < 1/2, the triple (4,7, &) where A = {|7|: 7 € T} defines
a reqularity structure.

Proof. To prove that & is bounded from below, we show that for any for any S € R the
set {7 € T: |r| < B} is finite. Let 7 € T satistying |7| < . Using the decomposition
(2.2) there exist m € N, n € N? and ¢ € {Z, #(Z), % (Z)?} such that 7 = oI (Z)™X".
The property of 7 implies

ny+2ns + (1/2 — k)m < v — |o]. (2.6)

Under the condition x < 1/2; the left hand side of the inequality is strictly bigger or
equal than 0. Therefore, for any choice of v € R there exists only a finite number of
indexes ny, ng, m satisfying (2.6). This result implies also for any v € &, denoting with
T, the linear space generated upon all symbol with homogeneity equal to v, these spaces
satisfy the identity I = EBWQ 17 and each one of them is finite dimensional, therefore
there is no need to specify a norm on each space. Property (2.1), comes directly from
Newton’s binomial formula and the positive homogeneity of the symbol 7 (Z). O]

Remark 2.3. As a matter of fact in what follows we can restrict our considerations to
a subspace of I generated by all symbols with homogeneity less than some parameter
¢ > 0, that we will chose all along the article. In general for any 5 € A, 7 € I we denote
by |7|s the euclidean norm on J3 of the 8 component of 7 and with @37 the projection of
7 on @, 5 7o (We decided to take euclidean norm to be coherent with [HP15] but there
is no “canonical” choice of this norm since 73 is finite dimensional). We stress also that
under this choice of € one has I',77/ = I',71", 7’ for every symbol 7, 7" € T such that also
their product 77" belongs to T'. Therefore, whenever it is well defined, the juxtaposition
product is a regular product on I accordingly to [Hail4, Definition 4.6]. By the definition
of I'y,, the subspace % is invariant by the action of the group €. This property implies
% is a function-like sector, following the terminology of [Hail4, Definition 2.4].

Remark 2.4. We may express our symbols in terms of trees. We consider labelled, rooted
trees 7 (LR tree), that is 7 consists of a combinatorial rooted tree (finite connected simple
graph with a non-empty set of nodes N, and a set of edges E, without cycles and not
planar), enhanced with a typing map 7': E. — {Z, .7}, two abstract symbols related
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with the previous ones. For any LR tree 7 we denote also by p, its root. These trees
are the building blocks of a more general family of trees. We define a decorated tree as a
triple 7" = (7,1, ¢) where 7 is a LR rooted tree and n": N, — N2 ¢7: E, — N2. The set
of decorated trees is denoted by ¥.

We can define recursively an identification map ¢: F' — T as follows.

- (Z) is the the tree |, labelled with Z and with zero decoration; «(X™) is tree ® with
n(e) =m.

- For any symbol o such that (o) is defined, ¢(F (o)) is the tree with only one
more edge labelled with ¥ connecting its root to the root of (o). The deco-
rations of «(#;(0)) are the same as (o) to which we add n(p,s()) = 0 and

e((pm(yk(a)) J IOL(U))) = k.

- For any couple of symbols o, ¢’ such that ¢(o) and ¢(0’), t(c0”) is the tree obtained
by joining the roots of ¢ and ¢’ and imposing n(p,(ve’)) = 1(pu(0)) + 1(Pu0))-

Graphically we can easily draw decorated trees. We use straight lines to represent the
label ¥ and dotted lines for =, writing down only non zero decorations next to the relate
node or edge. To simplify the notation we will adopt also a doubled edge [ as a shorthand
for the symbol #. Here there are two examples of the identification described above:

(1,0)
2) W‘
L(j(EQJ(O,Q) (X(l,O)E))) _ f@/ | L(jl (E)QJ(E)4X(3’4)) ENCEY ‘

In what follows we will identify both symbols and decorated trees, without writing ex-
plicitly the map .

2.2 Models and BPHZ renormalisation

The algebraic structure comes also with a model upon that. In order to recall this notion,
we fix ¢ > 2 and with an abuse of notation we redefine 7 = @, 4 o<¢ Ja as well as T the
canonical basis of | to obtain a finite dimensional vectorial space. We specify also 9B
as the set of all functions ¢: R? — R that are smooth, compactly supported in the ball of
radius one with respect the metric || - || such that max{sup |p|, sup |Dep|,sup |D?*p|} < 1.

Definition 2.5. A model on (7, ) consists of a pair (I, T") of the following elements:
- Amap I': R? x R? - @ such that I',, = id and I, I, = I',,, for any z,v,w € R2.

- A collection IT = {II,},cg> of linear maps II.: J — &'(R?) such that II, = I1,T,.
for any z,v € R

Furthermore, for every compact set # C R?, one has
A7l

[w(T
Hz”—u<)|||>7’|65 zzwe€F |z —wl| <1,7eT,B< |7'|} < 00. (2.8)

11, A
1T ¢ :zsup{mz zE%,AE(O,l],TET,nE%} <0, (2.7)

Il = sup{
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This notion plays a fundamental role in the whole theory because it gives a concrete
family of distributions to approximate function with low regularity. In order to compare
different models on the same structure, we endow ., the set of all models on (7,%),

with the topology associated to the corresponding system of semi-distances induced by
conditions (2.7) and (2.8):

I(TL,T); (IL,T) [l = [T = Tl + [T = Tl - (2.9)

Since we fixed our analysis on a compact space-time domain % including [0, 7] x [0, 1]
we will restrict all elements of Definition (2.5) on # and we will avoid any reference of
it in the notation. In this way (/,| - ||) becomes also a complete space (A is not a
Banach space because the sum of models is not necessarily a model!). In particular if a
sequence (IT", ') converge to (II, "), then 1”7 converges to II,7 in the sense of tempered
distributions for any z, 7. To define correctly a model over symbols under the form 7 (o),
we need a technical lemma related to a suitable decomposition of G, the heat kernel on
R. For its proof see [Hail4, Lemma 5.5], [Hail4, Lemma 7.7].

Lemma 2.6. For any fized T > 0, there exist two functions K : R*\{0} - R, R: R* - R
with the following properties:

- For every periodic distribution u supported in Ry xR and every z € (—oo, T+1] xR
one has

Gxu(z) = (K *u)(z) + (Rxu)(z). (2.10)

K is smooth, supported on {(t,x) € R*: z* + |t| < 1} and equal to G on {(t,z) €
Ry xR: 2?2+t <1/2,¢t>0} .

K(t,x) =0 fort < 0,2 #0 and K(t,—x) = K(t,z).

For every polynomial Q: R? — R of degree | - | less than ¢, one has

K(t,z)Q(t,x)dzdt =0 . (2.11)

R2

R is smooth, R(t,x) =0 fort <0 and it is compactly supported.

From this lemma it is also possible to show [Hail4, Theorem 5.12] that the map
v — K *v sends continuously € in €2 for any non natural o € R and any distribution
v not necessarily compactly supported. The choice of constants 1 and 1/2 in Lemma 2.6
is completely arbitrary.

In what follows for any given realisation of £&° we will provide the construction of
(115, 1¢) a sequence of models associated to & and converging to a model (I, T') related
to £&. As a further simplification, we parametrise all possible models with a couple (I1, f)
where IT: & — & and f: R? — R3. Indeed it is straightforward to check that the
operators

IL =), Doz =Tie-5e)- (2.12)

satisfy trivially the algebraic relationships in Definition 2.5, because of the identity (2.5).
We will divide the construction in two parts: Since any realisation of & is smooth, we
firstly build a model (IT¢, f¢) upon any deterministic smooth function ¢: R? — R adding
randomness as well as low regularity in a second time.

12



Proposition 2.7. Let & be a smooth periodic function. Then the conditions

M1 =1, TII°X*r = "I, (2.13)
I1°.% (o) =D"(K + TI%(0)), TIZ =¢, (2.14)
II°77 = II°7II°7 . (2.15)

for any k € N¢ and 7,7 € T such that TX* € T , 77 € T, identify uniquely a model
(IT°,T¢) on I . We call it canonical model.

Proof. Using the hypothesis on £ and conditions (2.13) as well as (2.14), it is straightfor-
ward to show II°7 is a smooth function for any 7 € T which is not a product of symbols.
Therefore in this case point-wise product on the right hand side of the second equation
of (2.15) is well defined and II¢ is a well posed operator with values on smooth functions.
In order to choose f we compute explicitly

(07 (2)"XY)(2) = II°(0)(2) (2 + (f(2))1.2) [(K * €)(2) + (f(2))s]™. (2.16)

for any z, z € R? 0 € {H(8), A1(Z)?, 2,1} and k,m as before. Therefore if we want to
satisfy bound (2.7) when 0 = 1 we need to impose

fR)i= =z, (f(2))s = —(K+IIE)(z). (2.17)

Hence (2.7) follows from simple calculations. On the other hand, the multiplicative
property of I'" implies that (2.8) holds if and only if this property is verified on 7 =
{F(2), X1, Xo}, which is trivial. O

Remark 2.8. The choice of f¢ given by (2.17) does not depend on the condition (2.15).
Indeed, if € were a distribution belonging to €°(R?) with 8 > —3/2 — k with x < 1/2,
Formulae (2.13), (2.14) and (2.17) would still have a meaning in this context and operators
I'.; given by (2.12) would satisfy (2.8) again. Therefore for any map IT satisfying (2.13),
(2.14) we can uniquely associate to it a couple Z(II) := (II, ") trough the new identities

Hz — Hrfc(z) 5 in - ch(z)_fc(g). (218)

which satisfies almost all properties of a model. We call these maps admissible maps
(this terminology slightly differs from the usual concept but we adopt this modification
for sake of brevity). The choice of kernel K satisfying (2.11) is also compatible with our
previous assumption on symbols % (X*).

Remark 2.9. If € is also periodic in the space variable (which is true in case of £°), it is
straightforward to prove that

?t,:c—l—m),r(tl’ a/ + m) = H?t,a:),r(t/’ ZL'/) ’ ft,x—i—m)(t’,a:’—l—m),r = Fft,x)(t’,x’),r (219)

for any couple of space time points z = (¢,x), 2’ = (t',2’) and for m € Z, 7 € T. Thus
the canonical model is also adapted to the action of translation on R (for this definition
see [Hail4, Definition 3.33]). Roughly speaking this property allows a model (II,T") to
approximate distributions which are periodic in space.

13



Let us complete the existence of a non-trivial random model associated to space-time
white noise. We denote alternatively by (II%,1¢), & (I1¢) the random model associated
to any realisation of £, via Theorem 2.7. Since &. converges to &, we would like to define
a model by sending ¢ to 0 in each term IT®7 and then in (II¥,1¢). Unfortunately, it is
well known that the sequence II°T does not converge as a random distribution for any
7. Thus Z(I17) is not a good approximating model. However, the convergence of TI¢ on
other symbols (e.g. on Z) tells us we should not change it completely. A natural way to
get rid of this partial ill-posedness will be to consider for any fixed € > 0 a new family of
operator II° M, where M.: I — T is a linear map. In particular if we impose

M1=1, M. F(1)=F(M.T),

2.20
MXFr =X*M.r, ME=Z. (220

Then IT¢ M. is still an admissible map and we can consider the convergence of the couple
P(II.M.) = (II5,1¢). A big contribution of [BHZ16] [CH16] was to identify a deter-
ministic procedure to define for any £ > 0 a “canonical” map M.: I — T satisfying
(2.20) such that (II°, 1) € . converges in probability to some random limiting model
(I, T"); the model (IT5,1%) is called the BPHZ renormalisation of (II¥,T¢). To recover
such operator in this context we introduce the constants

C! =EITES 0] = [ 2K+ pu(2)iz (2.21)
C2 — B[TE%, (2)2(0)] = /R (Ko x p)2(2)dz (2.22)

and for any m € N we define

2" =2 (E)" —mClF (=),
M. A(E)IE)" = A (E)>F(E)" - C27(2)™. (2.23)
M.r =7 forany 7€ Vy= UU.

Decomposition (2.2) implies that the conditions (2.20) (2.23) are sufficient to define a
family of linear maps M.: 9 — T .In the following theorem we will calculate the BPHZ
renormalisation following the formalism and the algebraic structures introduced in [Hail6]
and we will relate them to these previous conditions.

We represent each symbol of T" as a decorated tree as explained in Remark 2.4. Using
this graphical notation we can easily define two new algebraic structures associated to 7.
We firstly consider I~ as the free commutative algebra generated upon T with respect
the product given by the disjoint union of graphs (we refer to this operation as the forest
product and we will write using . when we use the formalism of abstract symbols). We
also define I_ := F/:_/ JZ, the quotient of I~ with respect Z, the ideal of 7 generated by
the set

J={reT: |r|>0}; (2.24)

Under this notation the map M, is given by

M.m" = (¢WA_ @id)A_T, (2.25)
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where A_: 9 — J_ ® T is the coaction given by

" 1 (n
ATl = Z Z e_(n’y)p(%nv+ﬂ-ewe|7)®<<%777L%7(n_nv)w%we+ev> (2.26)

|
yCryeT_ eysMySn K

where 7 is a generic subforest of 7 contained in T with no isolated points, p is the
projection operator on J_ and %, the contraction of tree 7 on 7. We specify in this
context that for any tree v C 7' under the form v = 0y ... 0, the contraction tree of 7'
over v, which is noted with &, 1} = (#,1, Z,n, K, e¢), satisfies the following conditions:

- K, is the tree obtained from 7 replacing each o; with a node.

- Denoting with e, - -, e, each node associated to the contraction of tree o;, function
FAn: Ng — N? is equal to n on every non contracted node of #,7 and for every

’i, n(.l> = Z'yGN(ri n(y)
- Fyer By, — N? is equal to ¢ on every non contracted edge of 7.

Since this contraction operation may produce some trees J#,7 that do not belong to F,
in this case we impose ¥, 7' = 0. The map A_: I_ — J_ is called the twisted-Antipode
and it is the only homomorphism between these algebras such that on any non empty

tree 7 X R
ATl =-MA_Qid)(A_T! — 17} ®1)

where M- is the forest product and g J_ — Ris the only character on the algebra g
such that if 0 = 77«47, € I_ then

g™ (o) := EIT°7(0) - - - ETI°7,,(0).

Theorem 2.10. Let e > 0. By fizing k sufficiently small, the map M.: I — T is equal
to M., theerefore the resulting model & (II.M.) corresponds to the BPHZ renormalisation
of Z(II°) as explained in [CH16], [BHZ16].

Proof. To prove the theorem it is sufficient to show that also M. satisfies conditions (2.20)
and (2.23). Thanks to [BHZ16, Theorem 6.17] the map M. does satisfy the first line of
(2.20) automatically. Let us prove (2.23). We fix m € N and we calculate M., when

where - - denotes the iterated product with .#(Z). Under the condition x < 1/10, the
only values m such that 7,, € J_ are given by m < 3. We calculate M, firstly in this
case. By definition (2.26) one has

(0,1)

Al=0®i+®1, AN =0V +: @1+ @l+\V o1,
Af.\I:(Z)@.\I—F‘ ® v+2(0,1). 2 \/+2\'®I+2(01;\'®H+'\I®1’
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AN =N\ @ N3O 9 NP3V 6 oV
+NVT@ 1.
Hence we obtain by definition of A

A—: = _:7 A—\". == —\”- + :I — A_ <(0’1> .> H )
A_\I . —\I +: \/ . 2121_ ((0,1) ) \/ _ 2121_ (\) I _ 214_ (071;\, ﬂ |

A.... ........ R :... ~ .... R \.‘,-..
AN = SN NP o3 A (“*” ) NS (\) Vaed [ o) v
As we will see, the calculation of A_ is recursive but in this case the map g'" is zero on
many trees, so we do not need more algebraic calculations. Indeed g™ =7 (Z) = C! by
definition and to complete the calculation it is sufficient to calculate the constants

I N N N AL Vs
The first five constant from the left are 0 because we are taking the expectations over
a product of an odd number of centered gaussian variables, on the other hand denoting
with K = K * p. and K = K, * p. we have

gne:\/':]E[ Ke(=ai, [ KE(—zz)dWZQ} _ /R (K.(2))Pde,

RZ

gV =E { K*(—2)dW,, K;(—zQ)dWZQ} = [ K°(2)Ki(2)dz=0,
R2 R2 R2

because the function z — K¢(z)K:(z) is odd in the space variable and the integral on

the space variable is taken over all R. For the last integral we reduce to the product of 4

gaussian random variable using Wick’s formula

N = [ R K K (=B )8 ) o) (o) dor oy don
=3 . K(—21)K(—22) K(—23)E [£.(21)&(22)| E [€c(23)Ec(24)] d21 dzg dzg dzy
_ 301

By replacing these values in the above calculations one has
gVAI=0, gWAN =-Ct, ¢gWAN"=0, AN "=0. (227)
We can also prove with similar arguments

N

gUA_ =0, WA =0, (2.28)
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Therefore from the above computations we obtain directly the result when m < 3. On the
other hand if m > 3 the left factor of A_7,, will contain an arbitrary subforest obtained
from a forest product of the trees

clL LD Ll oni ey
'7\'" ) N ) Ve )

?

But equations (2.27) (2.28) will set to zero all these terms except these under the form

\ ®§//.

m-1

Since they appear m times in the sum, we conclude. We pass to the terms under the
form

O'm:'\‘\%‘, nk:\I;‘
S——— S——

m k

under the same hypothesis on &, |o,,], |7k < 0 if and only if m < 2, &k < 1. We repeat
the same calculations in this context

A,ﬁ:®®ﬁ+ﬁ®1, A,'\/':(Z)®'\/:+ﬁ®i+.\/.®1,
A_V=®®V+2ﬁ®ﬁ+\/®1,
ANF—laNA 12l oV AV @1t oY g ﬁ+2'\/'®ﬁ+'\ﬁ/'®1,
AN — P~ 1 2] ®:\i/'+'\/'®'\/'+2(°’”v®'\/' LV eVl
Similarly the twisted antipode equals

Ad=—l. ANV=—Vill, ANV=_Viall
T T U V
ANV = NP 420V A M) T ALY 12240 |,

. U

AN = SN2 NV ALV V=24 (YY) VY 24 (V) VL

In addition to condition ¢g'".#,(Z)? = C? we only need to calculate constant:
gr\

which equals to

Ko (=21) Ko (=22) K (—23) K (—24)E [§(21)6-(22)8:(23)6-(24)] d21 dza d23 d2zy

RS

=29 (V) + C2g"NV = 24TV
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thereby obtaining

~

VAN =—C?, WA 1=0, WAL =0, TANV=0. (2.29)
In analogy to what we did before, we can also prove

P4

gTA_T =0 (2.30)
thus we obtain the desired result when m < 2, £ < 1. When m > 2 or k£ > 1 equations
(2.29) (2.30) will set to zero every forest on the left hand side in A_n;, and will keep only

the term L
Ve .

in the decomposition of A_o,, and we conclude. O

Remark 2.11. The choice of a similar renormalisation procedure was already explained
partially in [HP15] and [HQ15] but their analysis slightly differs from ours because in
both cases the authors use two different regularity structures which cannot contain com-
pletely  and we could not apply their results directly. At the same time the algebraic
renormalisation we developed is included in the construction sketched in [Hail6], where
the author explained how to apply the general abstract theory of [BHZ16] in the case
of the gKPZ equation but no explicit calculations were provided. Recently, in [Brul7] a
recursive definition of M. is also constructed explicitly.

The identification of M, with the BPHZ renormalisation allows us to apply automat-
ically [CH16, Theorem 2.33], in the form of [Hail6, Theorem 3.1] to define a limiting
model.

Theorem 2.12. Let Z(II°) = (fla,fg) be the BPHZ renormalisation of & (I1¢). Then,
there exists a random model (II,T) such that

(., T.) = (IL,T) (2.31)
with respect the metric || - ||. We call (IL,T) the BPHZ model.

We conclude the section by discussing two properties which will be useful later. The
first one allows us to calculate explicitly the values of (II¥,1¢). Indeed by means of the
identities (2.18) we have

I =TIMTp oy, T =The)-re) -

In fact the operators I'y, () and the map M, commute between each other and this implies.

1 = TI° M, | (2.32)
In order to prove this commutation we will show a general algebraic identity:

Lemma 2.13. For any h € R? one has

M.T, =T}, M. . (2.33)
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Proof. Let us check this identity by a direct computation. Since [y, leaves invariant the
subspaces 7, (=) and %, the identity (2.33) is trivially satisfied. On the other hand
the commutative property of M. with the polynomials reduces to verify (2.33) over the
symbols #1(2)2.7(Z)™ and (=)™ for any m > 1. In both cases we have

M. AEPIE)" = (7:) M(A (2T (E)")hy "

= (AE)? - CHIFIE) + )™ =T, M. 7 (227 (E)™;

— —\m - m —\n m—n
MIWEF(E)" =) <n>Ma(:J(:) )R

n=0

_ - m — —\njm—n - m 1 —\n—1lpm—n

-3 (M)=rErm— - > (1 )actr @y
o m e m—1 ’ ’

= ES(Z)"h " —mC! F(E) hp
Z(n) ) mz(n)m

=2(FE)+ M) —mCHIE) + 1) =T, M.Z57(2)";

and the Lemma is proved. O

The identity 2.32 allows a practical way to calculate (f[e, f‘e) and it implies immedi-
ately that (II°, T%) satisfies again the conditions (2.19) related to the periodic behaviour
of distributions.

The second results has already been obtained in [HP15] and it explores the law of the of
the random distributions associated to the model (f[, f) In general, it is straightforward
to show for any compactly supported test function ¢: R x R — R

() 28 / (s, 1)dW,, (c = 0%),
R2

where the integral is a classical Wiener integral because the function v does not depend
on 2. Since the convergence of models implies the convergence as distributions we have
by uniqueness of the limit

ILE(Y) = 5 U(s,y)dW,,, .

Starting from this simple identity we could ask ourselves if there is an explicit description
of the law random distributions ﬂz’i’. In case of the BPHZ renormalisation there is
an explicit formula in [CH16, Proposition 4.22] where the law of II,7 is expressed in
terms of a finite sum of Wiener integrals with respect some kernels associated to the
tree identification of the symbol 7. However for our purposes it is sufficient to recall a
partial result which was obtained previously in [HP15, Theorem 4.5]. As we mention
before, it is possible to check that both 7z and % may be embedded in the algebraic
structure they build; moreover (1:[5, fa) restricted to these subspaces coincides with the
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so called renormalised version of the limiting “Ito Model” developed in that article. This
identification allows to obtain the same a probabilistic description which was developed
there.

Theorem 2.14 (Hairer Pardoux). For every T € U and every z = (t,x) € R?, the process
{I1.7(s, ) }ser is Fs adapted for any s > t and, for every smooth test function ¢ such
that for any s <t ¢ (s,y) = 0.

- /too/RHzT(sayW(say)dWs,y (2.34)

Remark 2.15. The identity (2.34) holds only when the test function is supported in the
future. Otherwise the right hand side integrand will not be adapted and the identity is
reformulated with other terms. In principle we could have also applied [CH16, Proposition
4.22] to deduce the explicit law of ﬁz on 7y, =) U 7y, (z)2 but these formulae turn out to
be very messy and they do not provide any additional information as Theorem 2.14 does.

3 Calculus on regularity structures

In this section we will show how the existence of model (I, %) as well as (II, T) are linked
respectively with process u. and v and, more generally, which kind of new operations are
allowed to do in this context differently from the case of Holder spaces.

3.1 Modelled distributions

If a given space I as well as a model (II,I") generalise the notion of polynomials to
perform a Taylor expansion, we now consider the equivalent version of €7 spaces in this
context. As a matter of fact the theory will consider the vector of coordinates which
behaves as if they were the coefficients of a Taylor polynomial related to a €” function.
This leads us to definition:

Definition 3.1. For any given v > 0, n € (—2,7], a function U: R? —
to 271 if for every compact space-time domain J , one has

U+, := sup sup ——4— U)o sup  sup U(z) = T:U)la < +00. (3.1)

s a<y [t|(FZN0 (z,Z)E.%’(2) a<y (‘t’ A ]ﬂ)T]z — z|y—e

a<y Ja belongs

Where % denotes the set of pairs of points (z, Z) € #? such that |z—2| < 1/2/]t| A [{].
We call U a modelled distributions.

Similarly to the models, the norm ||U]|,, should depend also on the compact set %,
but we avoid it in the notation because we work in a finite time horizon. Looking at
their definition, spaces 27" have one parameter more than classical spaces (it allows the
the coordinates of U to blow at rate n near {(¢,z) € R?: ¢ = 0} with the integrability
condition 7 > —2) and they possess a natural linear structure. In particular they do
depend in a crucial way on the underlying model (II,T") (to remark this dependency we
will adopt the shorthand notation 27"(II)) and it is not obvious to compare elements
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belonging to two space associated on two different models. For this purpose we define for
any couple of modelled distributions U, U associated to two different models (I, I") and
(IL,T") the quantity

. U(z) = U(z) = T,,U LowU(w))]a U(z) = U(2)|a
0Ol = sup 10 V) ~ D) Culule , I000) UG
2w, (|t| A |t|) 2 |Z_2"y—oz Z, |t| 2
This function together with the norm || - || on models endows the fibred space

M x D = {(ILT),U): (ILT) € 4, U e D"(II)}

of a complete metric structure. At the same time if II = II, the quantity ||U; U],
becomes the natural metric associated to the linear structure of 277(Il). Modelled
distribution are also intimately related to Holder spaces. A fundamental theorem proved
in [Hail4] shows there exists a unique locally Lipschitz continuous map Z: M x D" —
8’ (R?) with the property that

(AU —ILU(2)) (n2)] < CX? (3:2)

uniformly over n € %, A € (0,1] and z locally. The map £ is called the reconstruction
map because it “reconstructs” a distribution starting from the local description provided
by I, and (3.2) is a generalisation of Taylor remainder formula for distributions. In case
when II,7 represents a continuous function for every 7 € 7" belonging to the decomposition
of U, RU is a function and it satisfies the key identity:

R(U)(z) =1L.(U(2))(2) - (3.3)

In general if the model is distributional valued and U € 27" then RU € € with «
is the lowest strictly negative homogeneity in the symbols of U otherwise, if ZU is a
function, then # € €X((0,7) x R) where y is the lowest non integer homogeneity in
the symbols associated to U, which can be uniquely extended to the space of bounded
functions with the sup norm on [0,7] x R (see [Hail4, Remark 6.11]). Moreover for any
value v > 7/ > 0 the projection @, U € 27" and RQ,U = RU thus the reconstruction
is obtained uniquely using the knowledge of II,U on symbols with negative homogeneity.
We will consider also the subspace 2,7 C 27" where its elements V' € 2,," take value
only in the subspace %. Since we are interested in periodic functions, the additional
conditions (2.19) on II allow to pass the Definition 3.1 and the operator & when the
functions U is defined on R x T £ but we decide to express all general result in this
section as if they were formulated on R? for sake of concision (we can always recovering
them by periodical extension). A trivial example to check all of these properties is given
by the function 1,Z: R? — J which is simply defined by:

(1]

(142)(2) = Lio400)xr(2)

=2 it >0,
] 0 Otherwise.

Applying the definitions ofAf‘7 < and T, one has immediately 1,Z € 97’”(1215), 1,= €

27i(11F) and 1.2 € 271(11) for any v > 0 and —2 < n < 7 a.s. (27" depends on the
model, which is random, then it is a random space). Moreover since in the first two cases
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the associated model takes values in the space of function for any e > 0 we can easily
calculate #° and %°, the reconstruction operator associated respectively to 27"(11¢) and
271(11°) using (3.3). Indeed we have

H1,E(2) = Lo, ooy (IEE(2) = Lo poxr(2)El2) (3.4)

and similarly with & by construction of the canonical model. Nevertheless we can only
send the parameter € to zero only in the case of the renormalised model because only this
one converges; in this case, using the continuity of the reconstruction map with respect
the convergence of models the random distribution %°1,Z(z) converges in the &3/2~%
topology in probability to the random distribution R 1, = which is equal in law to

R 1.2 =14¢,
where the distribution 1, was introduced in (1.10).

3.2 Operations with SHE

Although modelled distributions look very unusual, the reconstruction theorem associates
to them a classical function. Under this identification it is possible to lift up some classical
operations on €7 spaces directly at the 27" level as it was explained in detail in [Hail4].
We briefly recall their definitions to put them in relation with the stochastic heat equation.

Convolution

The first operation is the convolution with the heat kernel on R, G: R*\ {0} — R. In
other terms, for any V' € @7"(II) there exists P (V) € 277(I1) depending on IT and the
parameters ¥ = v + 2, 7 = a A n + 2 such that the map P: M x D" — M x D77 is
locally Lipschitz and

RPV)=G+ RV . (3.5)

(see [Hail4, Proposition 6.16, Lemma 7.3]). In general the convolution on the right hand
side may not be well-defined because G is not compactly supported. However, looking
at a finite time horizon and under the hypothesis that £V is supported in R, x R, we
can apply the Lemma 2.6 and the right hand sides of (3.5) writes as (K + R) * RV
Therefore it is sufficient to express & under the form & := & + R5 where the operators
K, RV : M X DV — M x DT are also locally Lipschitz and they satisfy

RHV)=KxRV, RRV =RxRV. (3.6)

How these operators are defined? the function (R %V) is always smooth by hypothesis
on R, therefore we can always associate to it for any ¥ € A, 4 > 0 the lifting of its
Taylor polynomial:
_ . XF
R(V)(2) == @; Y (0"R * (RV)() 7 (3.7)
k

which belongs to 277 for any 77 < 7 by a simple check. On the other hand the operator
H is more complex and it is given in general by this abstract formula

Xk

o 69

HV(2) =1(V)(2) + @5 Y O"K % (BV — T, @k, +4,-2)V (2))(2)
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where [ is deterministic linear map such that I(Z) = #(Z) (for more information on [/
see [Hail4, Chapter 5]). Noting by H. R P, the operators with respect the model I
and by F R 9’ the operator associated to (H r ), if we apply both them to the function
1, =97 for some choice of ¥ >0, 0 <7 < v and € > 0, the formula (3.8) becomes:

Q%g1+5xz):;(*5%41+5xzn.+1+h zﬂ1+5xz):z{*s%u+5x¢ﬂ.+1ﬁ.(39)

Then the modelled distributions U. = P.(1,Z), U = $(1,E) both belong to @71/2-#
and they are written as follows:

Xk
U.(z) = (n+¢++@ > (e )T (3.10)
k>(0,0)
Xk
U(z) = ()1+1++@ > ut( Vo (3.11)
k>(0,0)
where ul” = O R*1,65, u® = 9, R+ 1, ¢ (we note the projection @, makes the series a

finite sum). Asa stralghtforward application of the identities (3.3) we obtain immediately
PZ’EUE = u, and RU = u a.s. For this reason we call the function U. (respectively U) the
lifting of u. (u), because they “lift” these random fields to the level of the 27" spaces.
Finally the convergence of (II°,I'¢) to (II,T") together with the continuity of 2 allows to
deduce a convergence result of the approximated solution u. towards to u with respect
the Holder topology [Hail4, Theorem 3.10, Proposition 6.9]. This result comes also as a
trivial application of [HP15, Theorem 1.1].

Proposition 3.2. Let u. be the solution of (1.5) and u the solution of (1.1). Then

sup  |ue(t,x) —u(t,z)| — 0 (e —01)
(t,2)€[0,T]xT

in probability. Moreover, u. — u in probability for the topology of €'/*7*((0,T) x T).

Remark 3.3. For any fixed ¢ > 0 we can consider also &., the convolution operator
associated the canonical model (II¢,T°%). In this particular case the following identities
hold:

=

EE=IEE=¢, [EE=1E=E.
Therefore this implies that 1,2 € 271(IIF) and P.(1,2) = P.(1,Z). Then we could
have also used the classical model to lift u.. However the absence of a limiting model
prevents us to send the limit as ¢ — 0 at the level of modelled distributions.
Composition

Given any V € 2.,", the algebraic structure of % allows us to decompose uniquely V' as
follows
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for some function v: R?> — R and V: R?* — ®a2x% for some x > 0. Under these
conditions for any smooth function h: R — R we define the function H(V): R? — % as
follows:

hW(w(2)) o h® (v())
BV =0, Y 0D g — o, 3 U v uepr @)
k>0 k>0
Following [Hail4, Thheorem 6.13] and [HP15, Proposition 3.11], H(V) is a well defined
modelled distribution belonging to 27" for any h € C?(R,R) with 3 integer > (1V~/(),
n € [0,7], the map V — H(V) is locally Lipschitz if 3 > (1V v/x) + 1, n € [0,7] and

RH(V)=ho(RV). (3.13)

Let us apply these theorems when V' = U, and h = ¢', ¢" (the associated operator will
be denoted by & and ®”). In our case the parameter x is equal to 1/2 — k, therefore
for any fixed parameter 4 in the definition of U, from (3.10) the modelled distribution
@' (U.) and ®”(U.) are both well defined modelled distribution of 277(II¢) converging
respectively to ®'(U) and ®”(U) for any ¢ of class C* with 8 > 25/(1 — 2k) + 3. Since
this operation depends only on the algebraic structure one has also the same result on
D71(I1¢) but only for finite € > 0.

Space derivative

Thanks to its definition, the regularity structure  allows us to define also a linear map
D,: % — T which behaves like a space derivative on abstract symbols. Indeed it is
sufficient to set:

Dx]_ — 0, D;BXl == O, DZXQ — ]_ D;Ej(E) - j1<E),
D,(r0) = Dy(1)o + D,(0)T,

for any couple 7, o such that o7 € U. Extending these conditions linearly we identify
uniquely a map D,: % — % U 7, =). By taking the space derivative on both sides in
(2.16) it is straightforward to show also for any z € R? and any 7 € %

O T =115 D, 7.

These property make the operator D, an abstract gradient which is compatible with the
canonical model (I1¢,T¢) (see [Hail4, Definition 5.25, Definition 5.26]). Moreover, since
the canonical model equals its BPHZ renormalisation over the set % U 7, (=), one has
also
O, = [IED, 7.

Thanks to these properties, the operator D, can be applied at the level of modelled dis-
tributions and the map V — D,V becomes a continuous operator from 2., to @7~ 111
such that for any v > 1

R°D,V =0, %V, %D,V =0, RV (3.14)

and as € — 0T we have ) A
RD,V = 0, RV |

where the derivative in the right hand side is interpreted in the distributional sense when
RV is not smooth enough.
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Product

We conclude the list of operation on modelled distributions with the product. Even if
is not an algebra with respect the juxtaposition product, by construction we are allowed
to consider some products between symbols living in . For example we can multiply
an element in # with = obtaining an element of 7z or by multiplication of two elements
living in 7/, (=) we have an element of 7, (=)2 . In particular for any couple of modelled
distributions U; € @M, Uy € @72 guch that BU; € € and XUy € €, if it is
possible to multiply any symbol appearing in U; with any symbol in Us, we can define a
new function U;Uy: R? — . As a consequence of [Hail4, Proposition 6.12] it is possible
to fit this function in the modelled distribution formalism, indeed one has @,U,U, € 27"
where

Y=Mm+(@A0) A+ (@ A0)), n=(n+n)A [+ (a2 A0))A (72 + (a1 AD)).

In our case we can apply this result together with other previous ones to identify a range
of parameter 4 such that, starting from U given in (3.11), the functions ®'(U)Z and
®"(U)(D,U)?* are well defined modelled distributions. In the first case ®'(U)Z belongs to
@1=3/2=K=1=k _ On the other hand one has D,U € @7-L-Y2=% @D U € € /2% and its
square (D,U)? € @7-3/2%~1-25 i5 3 modelled distribution satisfying #(D,U)? € @12~
Therefore ®"(U)(D,U)? € @773/2%~=1=2% and we will need to fix ¥ € (3/2+x,¢). Under
this hypothesis on ¥, recalling the results on the composition of function, the function ¢
must belong to C? with 3 > 6.

Contrary to the previous operations, there is no classical interpretation of the dis-
tribution e9Ai’(U1U2) as a product of functions because in some cases (like e.g. when
D,U = U; = Us) there is no classical way to multiply the distributions @Ul PZ’UQ and
this resulting object does depend in strong way on the underlying model and the alge-
braic structure. However in case of the canonical model II; 7 is the point-wise product of
continuous functions symbol 7 belonging to the decomposition of U;Us, then we deduce

R (U1Us) = BEUL RV,

As a consequence of the identity (3.3).

4 Ito formula

We sum up the convergence result of (12157 f‘a) together with the calculus on 27" spaces
to show an explicit example of how this new paradigm of Ito formulae work in the case
of the additive stochastic heat equation.

4.1 Rough It6 formulae

We begin with a general differential identity involving only objects defined from the
regularity structures setting.

Theorem 4.1 (Rough differential 1t6 Formula). Let ¢: R — R be a function of class
C®. Then one has

(01 = Oaa) (p(u) = R(¥'(U)Z) — R(2"(U)(D,V)?) (4.1)
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a.s. as distributions in €~%27%((0,T) x T).

Proof. The identity will be obtained by means of a rearrangement of the calculations
in the introduction. we consider u,., the solution of (1.5) and we rewrite the identity
(1.8) using U. € 27/27% from (3.10). We decide to choose ¥ = 3/2 + 2k so then,
together with the hypothesis on ¢, the functions ®(U.)= and ®”(U.)D,U? will be two
modelled distributions converging to ®'(U.)= and ®”(U.)D,U?. Using the operations on
D71 spaces we rewrite (1.8) as

(O — Ora)p(uc) = (@‘eq)/(UE))(QEE) - (@aq)/,(Us))(g%EDxUs)Q'

Since all the modelled distribution under the form %<V converge to F°V in probability,
we rewrite this identity putting the products inside the operator %°. In order to do that
we calculate Z.®'(U.)= and ®”(U.)D,U?. Firstly we write down

" .
' (U)= = ¢ (u)i+ ¢ (us)\ + o (u )l , (O, 1) N %'\I .
01\-" 4) RIS
" (u)ul "+ SOT(“)W, .
(I)//(U)(D U) ( )<V+2( )U ( /5)21> +90///(U5):\ﬁ/'+290m(ug)u/€:\//:

Vo i
+S0”/( ) 7 (0,1) +<,o(“})(u5)\\%.

(We omit the dependency on z and 1. in the coefficients as a shorthand in the notation).
Then we use (2.20), (2.23) to calculate

M@ﬂm5=¢wx+wwa6~4b)+w<>h“+ﬂm@64:4@D

2
" / 0»1'\"‘. 1 90(4)( 8) . 1
+ " (ue)ul <( : —Cg°(0,1)> + 5 ( - — 30 )
M (U)(DLU)? = () (DU — ¢ ()21 + 26" (N + () (N = ¢21)

(2v) e e e ¢ e
4" () (“ v _ e ) p &) 2(“5) (&V— Ofv) .

Applying operator II¢ - (z) on both sides, we obtain a drastic simplification of many terms
because if 7 € T is under the form oy09 with |oy| > 0, then the multiplicative property
of IIZ together with the model assumptions implies [157(z) = 0. Hence we stay with the
identities A
RV (Uo)= = TEMP'(Uo)=(2) = ¢ (ue)ée — (P”(%)Csl ’
9%5(@"((]5)(1795[]5)2) = Hiqu)”(US)(DmUE)Q(Z) = ‘P”(ue) [Hi[(DxUE)Q](Z> - 052] :

Using again (3.3) and the properties of the reconstruction with respect the canonical
model one has

Hi[(DzUE)Q](z) = ‘%€<D:EU€)2 = (*%E(DIUE))Q = (axus)Q-
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Therefore the left hand side of (1.8) becomes
O p(uz)) = 82((us)) = RV (U)E) = Re(@"(UL)(DoUL)?) + ¢ (ue) (CF = C2) . (4.2)

By Sending € — 0" the left hand side converges to (0; — 0,.(¢(u)) thanks to the Propo-
sition 3.2. On the other hand, the continuity of reconstruction map %: M x 27" —
€3/>7%(R x S') and Lemma A.2 implies that the right hand side of (4.2) converge in
probability to the right hand side of (4.1). O

From the formula (4.1) we can derive an explicit expression of ¢(u) by convolution
with the heat kernel P.

Corollary 4.2 (Rough integral It6 Formula). Let p: R — R be a function of class C°
Then a.s.

plult,2) =p(0) + P x 1. R(¥'(U)Z)(t,x) — P+ L R(®"(U)(DU))(t, ). (4.3)

Proof. We consider the random PDE

A

{atv - amcv = ‘@(¢,<U)E> - %((I)”<U)(DIU)2>

0(0,) = 9(0). (44)

where v: [0, T]xT — R has periodic boundary conditions on the space variable. The right
hand side of equation (4.4) is a.s. a distribution living in €~%27%(R x T) and solution
v € €Y/*7%([0,T] x T) is given by the right hand side of (4.3). Since ¢(u) satisfies the
equation too, we conclude by uniqueness. O

4.2 Identification of the laws

Formula (4.3) expresses ¢(u) in term of a convolution with two random distributions. In
this section we identify their laws with some classical objects of stochastic analysis. Since
the the kernel P is non anticipative (that is for any s > ¢ , P(t —s,z) = 0 for any € T)
one has the following identities for any fixed value (¢,2) € (0,7) x T

P 1, R(Y(U)Z)(t,x) = P* 1oy R(P'(U)Z)(t,z)

P 1. R((D"(U)(D:U)*))(t,x) = P * Loy R(@"(U)(D.U)*)(t, 2)

Therefore we express firstly the law of the reconstructions and then we will convolve them
with P. In the first case a first result was already known in the literature.

Proposition 4.3. Let (II,T) be the BPHZ model and ¢: R — R be a function of class
CS. Then for any test function 1: R x T — R with supp(¢)) C (0,+00) x T, one has

(Lo B (@ (U)2)) () = / / & (a5, 9) (5, 9) AWy (4.5)
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Proof. Thanks to the identification of 7z and % into the algebraic structure of [HP15],
this result is a consequence of [HP15, Theorem 6.2] applied to the modelled distribution

'(U) € 9;’1/2_'{, with 4 = 3/2 + 2k, which is given by

V(U) = ()1 + " ()l + " (X1 + " ()N + 26" () Xl + 00 ()N

Clearly (t,x) — ®'(U)(t,x) is an adapted process with respect the filtration % and
1D (U)||4,, is a.s. bounded because u and «’ are a.s. continuous (then bounded on
compact domains). Thus we can apply directly the result. O

We pass to the identification of the other stochastic object in (4.1).

Theorem 4.4. Let (f[, f‘) be the BPHZ model and ¢: R — R be a function of class C°.
Then, for any test function ¥: R x T — R with supp () C (0,+00) x T, one has

Lap @DV ) == [ [dsneusmCmds @)

t
+2/ / /¢(37 y)SOH(U(Sa y))Pat(S — 81,y — Y1)Px(5 — S2,Y — Y2)dy ds W(ds, dY> )
A27t><T2 S1 T

where W (ds, dy) denotes the Skorohod integral, Aoy = {0 <81 <s9 <t} andC: (0,T) —
R is the deterministic integrable function

C(s) = 1P(s, Mz -

Proof. We prove firstly the result when ¢ = h ® [ where h: [0,¢{] — R is a compactly
supported smooth function and [: T — R. Moreover, since u is a.s. a continuous function
and we are looking all the stochastic objects in a finite time horizon we can suppose that
© has all bounded derivatives up to order 6. Under these hypothesis we can forget about
multiplicative factor 1) obtaining

A (@)D () = (=01{p(w) + O2(e(w) + R@ V)E) ) (v) =

/0 (o(us, D (), 1)) + (plu(s, ))h(s), I"())ds + / / & (u(s, 1) () (y)dWoy . (4.7)

where the quantity under brackets (,) is the L? product on T. In order to obtain the
equality between the right hand side of (4.6) and the above random variable we will adapt
the same argument of [Zam06] in this context. for any ¢ > 0, x € T we introduce the
process

t
U§(£IZ’) = A /1‘P<€+t_sax_y)dws,y~

u® is a semimartingale converging in L?(IP) to u with respect the sup norm such that
for any t, the function x — u§(z) is a.s. smooth. Moreover for any x € T the process
(u7())sepo,1) satisfies

du; (z) = Ope(uf)(x)dt + dW ()
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where W (z) is the & martingale

Wi(x) = /TP(e,:U—y)W(t, dy) , t/TP g, x —y)dy =: tC.(x) .

Applying the classical 1t6 formula to the process h(s)p(us(x)) one has

h(t)p(ug (x)) = h(0)p(ug(x)) :/0 W (s)e(us(x ))d8+/0 h(8)0rz (ug) ()¢ (ug(x))ds

= [ hee i)V @) + 5000 [ e usteds. (1.9

The left hand side of (4.8) is a.s. equal to zero by hypothesis on h and we can still apply
formula (1.7) with u® instead of u.. Therefore we can arrange the term under this form:

/0 () () + () Do (0 (0 () dis / h(s)g!(u () AWV (1)
= (@) - ) [ hineastas

0

(4.9)

By multiplying both sides of (4.9) with [ and integrating over T this identity becomes
[ o)) i) ds + / (s)! (S ()W (), 1
= [ [t i @) - s o

Using a simple Fubini theorem with respect the stochastic integral

([ aresnanon = [ 16 ([ Pes- st ar,

and it is easy to see that the left hand side of (4.10) converges in L*(P) to the right hand
side of (4.7). Then to conclude the theorem it is sufficient to study the convergence of
the right hand side of (4.10) to obtain an a.s. identity. For any z € T, (0,us(z))s>0 is
the &, martingale

(4.10)

No(z) = /0 /T 0P+ 5 — 1,3 — y)dWy,

therefore we can apply again It6 formula on Ng(x)

r)? = 2/08 N, (z)dN,(z) + (N.(x))s .

and the right hand side of (4.10) becomes

/0 t / (2)h(s)g" (u(a)) (<N.<:c>>s - Cfé“’)) ds da
+2AtAl(x)h(s)¢”(ug(x))/os N, (2)dN,(z)ds dx =: A + A3
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We treat both terms separately. In case of Aj for any s > 0 and x we have

(N.(2))s

z) _ /€S+E/T(8xP(r,x—y))2drdy— %/Tp(e,:c —y)ldy.  (411)

Since P(-,x) is smooth outside the origin and T does not have a boundary one has

/P(s—l—aéx—y)Qdy_/P( d _/ / (r,x — dydr
/ / )0 P(r,x — y)dy dr — — / /3P7“:E— )2 dydr .

Thus Af equals to

[ 1@ s ([ P er—viay) asas.
7y ( )

which converges in L*(P) to the first term on the right hand side of (4.6) because the
function ¢ — [ P(s,{ — y)*dy is constant by invariance of translations. On the other
hand

A = Z/Ot/qu(x)h(s)gp//(ui(x)) (/Os/rNr(x)ﬁxP(a ts—ra— y)dw,,,y) dsdz

In order to identify their limit we want to commute the deterministic integral in ds with
the iterated stochastic It integral. However, the resulting integrand ¢”(uS(x))N,.(z) will
not be adapted to &, because s > r. Therefore we interpret the stochastic integrals
as Skorokhod integrals and for any s,z ¢”(us(x)) is interpreted as a random variable
with square integrable Malliavin derivative (we refer the reader to [Nua95, Chapter 1] for
further explications). Under this new point of view, by means of the shorthand notation

P (r—y)=0.Ple+s—rx—y), P (r—y)=Ple+s—raz—y)

we can use the product formula for the Malliavin divergence [Nua95, Proposition 1.3.3]
and the chain formula of the Malliavin derivative [Nua95, Proposition 1.2.3] (the hypoth-
esis are satisfied because u lives a.s. on a compact and ¢ is smooth enough) obtaining

/ N, (@)dN, (« / / (200 _ey (@ — y2) W (dS3, )

n / (0 (2)) Nay () / P (& — ya)ph o, (& — y2)dya ds;

The absence of boundary on T implies the identity

(4.12)

e e B Y2))
/Ps—52 (37 - Y2)ps—32( — Y d}’2 /3 dy, = 0.
T
And the deterministic integral on the right hand side of (4.12) is zero. Iterating again this

calculation with ¢”(uS(z))Ns,(x), we can pass the product inside the stochastic integral
and we have

t
A5 =2 /A / / B($) ()" (S (9P (4 — Y1), (g — y)dy ds W (ds, dy)
2 tXT2 S1 T
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The iterated Skorokhod integral is a closed operator and all the previous term converge
in L?(PP), then A must converge too to some limit in L?(IP) and the theorem is obtained
once we know the convergence on L*(Q x ([0,¢] x T)?) of the integrand function

O I G L e U O I e N E S R R

which belongs to the domain of the operator for every € > 0. We estimate the norm of
Fein L2(([0,] x T)?):

|F2)* = /(//+ s — )l (y)e" (us_.(¥)pl_s, (v — y1)Pe s, (y — yz)dyds)2dsdy

9 / hs — 2) ds /”W_g)d [ty [ 1ot @) i)

/ // /ps s1 ‘r_yl pr sl(x_y2)ps 52<y y1>pr sz<y y2>dey

Integrating by parts with respect to y; and ys and applying the semigroup property of
P we obtain

/ // /ps s1 x_yl pr sl<x_y2)ps sz(y yl)pr 52(y yQ)dey

—/0 /T/ /&Pf_sl(:v—yl)Ps_sQ(y Y1) P g, (= y2) P, (y — yo)ds dy

SAT So 1
= / P, (@ = YO o,y — @)y dsz = S (Pl (v = 2) = Py = o)
(4.14)

Using the hypothesis on ¢, h and [, there exists a constant C' > 0 depending only on
these tree objects such that for any € > 0 and a.s.

4t
]F5H2<C/ / )2 dsdydr < +o0.

Finally since u. converges to u in L*(P) there is a subsequence converging a.s. and under
this subsequence F* converges a.s. and a.e. with respect the variables s and y to the
second term on the right hand side of (4.6), we conclude by dominated convergence. To
conclude the result when 1) is a generic smooth function supported on (0,t) x T we apply
the identity (4.6) with a sequence of test functions hxy ® Ix: (0,¢) x T — R converging
to ¢ as compactly supported smooth functions. Thanks to the equation (4.7) and the
convergence of hy ® [y, the reconstruction term and the deterministic integral converge
in L*(P) to their natural limit, then the Skorokhod integral must also converge in L?(IP)
and we can repeat almost the same calculations to show that the sequence

F¥(s,y) = 1a,,(s) / / v () ()" ()P, (& — Y1)y, (& — y2)dy ds . (4.15)
(0

converges in L?(Q x ([0,¢] x T)?) to the integrand in the right hand side of (4.6). The
same extension procedure applies when 1 is supported on (0,+00) x T. In this case we
repeat the calculation with the sequence of tests function ¢y where @y is introduced
in (1.11) and converges a.e. to the indicator function of 1. O
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Remark 4.5. The approximating procedure we used to prove this result is very different
compared to the proof of [HP15, Theorem 6.2] that implies Proposition 4.3. In that
case, the theorem is more general and it uses deeply the definition of R (U)= as the
limit in the €~3/2~* topology of a sequence of smooth space-time functions RP! (U)=
associated to a wavelet basis. This sequence can be written explicitly even in case of
®"(U)(D,U)?* but it seems very hard to recover the same result using this approximation.
In particular, the splitting of the heat kernel G' as a sum K + R as explained in Lemma
2.6 make all calculations very indirect and it does not allow to use directly some nice
property of P such as the semigroup property or its explicit definition. On the other
hand the approximations we use to prove the result are very peculiar and they do not
seem appropriate in other contexts. A general methodology to describe the law of some
reconstructed modelled distributions with respect the BPHZ model is still missing.

The stochastic object we found to have also the advantage to pass the convolution
into them.

Theorem 4.6 (Identification Theorem). Let p: R — R be a function of class C®. Then
one has

Pe(LE@OE)0) = [ [ PU=sa—n)d s, (@16
P (LA OE)00) = =5 [ [ Pl s = i) (s )y s

t
2 / / / P(t—s5,2— ) Pa(s—51,y—y1) Puls — S0, y— y2)" (us (y))dy ds W (ds, dy)
AQ¢><T2 S1 T
(4.17)

Proof. In principle the result comes from Proposition 4.3 and Proposition 4.4 using the
test function ¢»: R x T — R given by ¥(s,y) = P(t — s,z — y) but ¥ is not smooth
because 1 has a singularity at (¢,z) and its support is not included inside (0,00) x
T. In order to overcome these constraints, we consider the periodic extensions of g =
R(D'(U)Z)), R(D"(U)(D,U)?) on the space variable. Then (P 1, g)(t, 2) becomes the
periodic function (G * 1,g)(t,z) defined for (t,x) € (0,T) x R (we use a tilde to denote
the periodic extension of a distribution). Using [Hail4, Lemma 5.5] and [Hail4, Lemma
5.24], we can find a couple of functions K : R?\ {0} — R and R: R? — R such that

-G(z—2)=K(2—2)+ R(z — %) for any 2, Z € R?, 2 # .
- K(t,x)=0fort <0, #0 and K(t,—z) = K(t,z).

R is smooth, R(t,z) = 0 for ¢ < 0.

for any z, z € R?, 2 # z, K can be decomposed as

K(z—2)=) Ku(z—72).

n>0

where all the functions K,,: R? — R, are smooth and they satisfy

supp(K,) = {z = (t,z) e R*: 27" 1 < ||z]| < 2", t > 0}.
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Since the value (¢, z) is fixed, there exists a value ng(¢, ) such that K,(t,z) = 0 for any
n > ng. Then we write

Gx(1.9)(t,x) ZK x (119)(t,2) + R* (1.9)(t,z), (4.18)

n>0

In order to take in account also the product indicator function 1, in both terms we fix
{¢n} N0 the sequence of bounded smooth functions converging pointwise to the indicator
function of (0,+00) x T as in the definition (1.11). Thanks to the decomposition (4.18)
we obtain that the left hand side of (4.16) (4.17) is the a.s. limit of the sequence

D Kux(eng)(t, ) + Rx (ong)(t,x). (4.19)

n=0

Written under this form, for any fixed N the law of (4.19) can be identified with the
stochastic object of the Proposition 4.3 and Proposition 4.4 applied to the sequence of
test functions

N

Z t—SJf—y)‘f‘@N(S,y)K(Q)(t—S,ZE—y)
n=0

which converges for any s,y € [0,¢] X R to the function G(t — s, — y). In case g =
R(P'(U)=)) the sequence (4.19) equals to

/ /mv 5,9) (s, y))dW,,

Since both @n(s,y) and ¢’ are bounded (@ will stay in a compact set because it is
continuous), there exists a constant an a.s. bounded positive random variable M such
that for any (s,y) € [0,¢] x R

|77N(8a t)@/(ﬂ(sa y))| < MG(t — ST = y) :

The function (s,y) — G(t — s,z — y) is L? integrable on [0,t] x R, therefore using the
[t6 we can apply the dominated convergence theorem of stochastic integrals and (4.19)
converges in probability to

/Ot/RG(t — s, — )¢ (s, y))dW,, = /Ot /T P(t — s, —y)¢ (u(s,y))dW,,

On the other hand when g = %(®"(U)(D,U)?) the sequence (4.19) equals to

+2/ / /mv $,1)¢" (1(s, 1)) Ga(s — 81,y — ¥1)Gols — 82,y — y2)dy ds W (ds, dy)
AQ tXRQ S1

1 t 1/~
_5/ /UN(S,Q)SO (a(s,y))O(s)dy ds =: A} + A% .
0 JR
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the sequence of integral A% satisfies a.s.

t t
|A%| < C’/ /G(t—s,x—y)C(s)dyds:C’/ C(s)ds < o0
0o JR 0

for some constant fixed constant C' > 0 and then A% converges a.s. by dominated
convergence. Let us prove the convergence of Al,. Using the shorthand notation

9s—r(x —y) = 0,G(s—r,x—y), G (v—y) =G(s—r,x—1y),

and [0,¢] x R = O, we study the convergence of the integrands defining A}

FN(s,y) = 1a,,(s / /mv $,9)0" (U(8,Y))Gs—s1 (Y — ¥1)9s—s(y — Y2)dy ds .

Firstly, we can repeat in this context an identical calculation of (4.14) with G, instead
of P, to show the convergence in L*(Q2 x O; x O;) to the right integral. This yields:

| weyprasdy= [ (VG Pdsdy -
([0,¢]xR) Ao xR2

/ / e (5,4) e (1, 20" ((5, 2)) 6" (@(r, 1)) (Glamr) (2 — 9) — Gz — y))?ds dz dr dy

(we avoid to write down the integration set which is always equal to O; x O, to shorten
the notation) by hypothesis the absolute value of this integral is bounded a.s. by

C [ [ Grsto = 9)Gusls = 2) Gz = 1) = Gl ~ )’

<2C / / Gis(x — y)Gip(x — 2) (Gls—r|(z — y)* + Goin(z — 1))?) (4.20)

for some deterministic constant C' > 0 depending on ¢”. We show now this quantity is
finite. By definition of G

Gls—rif2(z —y) | Gsny2(z — y)

VAr|s —r| d(s+ 1)

Therefore we apply the semi-group property of G

G‘S*T|(z - y)2 + Gs-‘rr(z - y)2 =

//Gt s Y)Gi_p(x — 2) (G\S—TI(Z —y)? + Gopr(2 — 3/))2)

//Gt )G (i — Gls—r|2(z — ¥) n Gs1r)/2(z — y)
’ ' VAr|s —r| VAr(s+1)

Gt_S‘HS_TVQ(x - y) Gt+(r—s)/2(x - y)
= | | Geslo - PR Sy IR S ) dsdrd
// t—s(x —y) ( rep— Tr(s £ 1) sdray
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Lot 1 1 1 1
</, <ws—rrw—r+ Ve ¢<t—r>>d$dr<+°o'

and we conclude. Since all the remaining terms converge a.s., in order to obtain the con-
vergence it is sufficient to show that second moment of the iterated integral is uniformly
bounded. Looking at the iterated integral as a single Skorohod integral on L?(€2 x O; x Oy)
we can calculate its variance by means of the isometry formula.

E(/otxotF (s,y)W(ds,dy) :E/AQtXRQ(F (s,y))“dsdy o

+E / / DeFN (u) D, FN(¢)dC du.
OtXOt OtXOt

Where v and ¢ are double space time variables. One term is bounded thanks to the
convergence, on the other hand for any ¢ € O; x Oy, u € Op X Op u = (81,1, S2,Y2),
¢ = (s}, 91, s, y4) the function D F™ (u) is given by

t
1a,, (51, 52) / / v (8, 1)@ Gy (Y= Y1) Gomst, (Y — Y3) G (Y — Y1) Gs—ss (Y — y2) dy ds
s1 JR

and the second integral in (4.21) becomes

/o /o (s, y) (e, 2) @) (i, ) o™ (i, 2) (4.22)

2
(/ dSQ/gs S92 y y2 r— 52 — Y2 / dsl/ r— 51 ?/1 Gs— s1<y yl))

(we shorten the space integrals with a simple symbol of integral). Let us look at the
integral inside the square. Thanks to the semigroup property and the estimation

u 2 1

< su e ") -

|gt(y)| = UEIIR?(\/E )t
ds

one has

’/ /gs szy y2 1“52 / 1/93 sly yl rs1(y_ )’
82 - SAT 1

= r+s—2s - r+s—2s d d Tl e 9a.)

" >(/ revcanly = s ) dal S [

52 1 SAT 1
X /0 ﬁd& = /0 2(—(ln(r +5) —In(r+ s — 2s9)) dsy =

r+s—2s r+s—2s)
1 1 1
=1 In(r+s)*— 1 In(|r—s|) 1n(r—|—s)—|—§ In(|r—s))? <In(jr—s|)? +1n(r+s)* =: B(s,r).
(The symbol < means less or equal up to a universal contest). Therefore for every N the
continuity of the derivatives can allow to bound a.s. the integral (4.22) with the quantity

t t
/ / Gis(x —9)Gy_r(x — 2)B(s,r)*dzdydsdr = / / B(s,r)*dsdr < oo
O J Oy 0 Jo

and the convergence applies. O]
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Remark 4.7. Looking at the proof of Theorem 4.6 we realise that in order to bound
the second moment of the iterated integrals the only hypothesis we should carry is the
boundedness of the derivatives of ¢ up to order 4. Thus if @5 is a sequence of C'*° functions
converging to ¢ in the topology of C*, we can apply the Theorem 1.1 with ¢s and using
the same strategy of the previous proof with their natural approximations, we can pass
to the the limit into all the objects.

A Behaviour of the constants

We put in the appendix the explicit estimation on renormalisations constants. This
identity lies on a remarkable identity on G, the heat kernel on R.

Lemma A.1. For any z € R*\ {0} one has
Q/Ggg(z —2)G(—2)dz = G(2) + G(—=2) (A1)

Proof. We verify this identity by calculating the space time fourier transform of both
sides. In order to do that we recall the formula

~ 1
Ge) = 2mi&y + 4283

Rewriting the LHS as 2G, * G,(z), it yields

e s

2G, * Go(€) = 2G1() G, (€) = (2mi&G(€))(=2mi&G(~€)) = 4m2€2 + (4m263)%

On the other hand

o 87263 _ g
G(&) +G(=¢) = (2mi€, + An2E3)(—2mi&y + An2€2)  Am2El + (4m2E2)%

Identity (A.1) allows to prove

Lemma A.2. Let C1, C? be the sequences introduced in (2.21), (2.22). The the following
estimations hold as e — 07"

1
Cl=— | Gls,y)p™(s.y)dsdy +o(1); (A.2)
R2
2= é/ (G. % p)2(s, D)dsdy + o(1); (A.3)
R2
Cl = C2 + o(1). (A4)

Proof. In what follows all integrals will be taken on the whole space R? and all integration
variable lives in space-time. For any function K: R*\ {0} — R we will adopt also the
notation

SMK(t,x) ="K (%, ¢ex)
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for any integer m and any € > 0. By definition

— [ [ K@)p@putc — w)dwdz -
[ 5@ [ pieontw = 2dzio = [ K)o w)du.

Using a simple change of variable formula, one has that (p.)**(w) = (p*?).(w) and the
last integral is equal to

/K s,y)e 3 p*( )dsdy— /K e2s,ey)p™ (s, y)dsdy =

1

. / eK(e%s,ey)p™(s,y)dsdy.

Since K is locally equal to G and eG(e%s,ey) = G one has
eK(e%s,29)p(s,y) = G(s,9)p™(s,y) ace.

Moreover since Gp*? is integrable, dominated convergence theorem implies that

[ eK@s.cppsgsay - [ Gls.p)p (s, p)dsdy

Using decomposition G = K + R with under the convolution with p*2 one has

! {/(G(&y) - 6K(628,6y))p*2(8,y)dsdy} - /R(62S76y)p*2(s,y)ds,

3

and properties of R imply straightforwardly

/R(828, ey)p*(s,y)ds — R(0,0) /p*Q(s, y)ds = 0.

We pass then to the other constant

C2 = [ (s p ) = = [ e x p (o)

€

for any z = (¢, x)

(K, * pe) (%, ex) = /Kx(EQt —e%s,ex — ey)p(s,y)dsdy = (S:(K,) * p)(2)

then -
(Ko # pe)(t,2) = (Se(Kz) * p) (5, 2)-
and
/E(Kx*ps)2(z)dzzs/(Sg(Kz)*p)2(§,§)dtd:c:/(52( ) % p2(t, ) dtda
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for almost any (¢,z) (s,y) with s <t
SHIL) (= 5,2 —y)p(s,y) = SH(Ga)(t — 5,2 —y)p(s,y) = Gult — 5,2 —y)p(s,y) € L'
then for a.e. (¢, )
(S2(Ko) * p)(t,z) — (Go # p)(t, @) € L
and we obtain that
/e(Kr * pe)?(2)dz — /(Gx * p)*(2)dz.

Again the decomposition G = K + R implies that

L[ (G Pt~ L [ el n p2)d: =

3

L sz o - 1 [(s200) ()i =

3

1
D[R P = [ (SR Pz = [ (Re) 5 pe ()

Since R, is C*° and p. is an approximation of the identity, the above quantity converges
in L? to R,(0,0) = 0 and the second estimation holds. To finally prove the third one it

is sufficient to show
/G(S,y)ﬂ”(s,y)dsdy = /(Gz *p)*(s,y)dsdy.

Starting from identity (A.1) we convolve both sides with the function p*? and for any
space time variable u that left hand side is equal to

2(G,+ @) () = [ [ [ 26utu v - w)Gal-w)plo ~ 2)pla)dodudo

where x,v,w are space time variables. We impose the following change of space-time
variables

vV =v—2x v=10v 4+
==z x =1 dvdxdw = dv'dw'dw’
w=w+zx w=uw —1a

then the integral becomes

///QGz(u — v — )Gy (—w' + 1) p(v) p(x")da' dv' dw’

p is even then this integral equals to

? / / / Gao(u— v = w)Ga(—w' — 2')p(v") p(a)da’dv'dw’ =

2 /(Gx * p)(u—w) (G * p)(—w')dw'.
At the same time the right hand side is equal to

[ 6w+ [ 6w - wpwide -

[ 6= wpwitn + [ G(-u—w)pw)dn = (o)) + Cr )
Evaluating both sides in u = 0 we obtain the desired equality. O]
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