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Abstract

Uplink transmission power control is an essential task in Wireless Cellular Networks (WCNs) due to the resource limitation
of the Mobile Stations (MSs). One remaining problem is the effect of the delay caused by measuring the signal strength and
decision making in the Inner-Loop Power Control (ILPC). In this article, we develop the Potential Feedback Controller (PFC)
for a linear scalar discrete-time system with disturbance in order to take into account an unknown bounded time-varying input
delay for uplink ILPC. The main interest of the PFC is to treat easily a stabilization problem with a constraint on the state
space by using a nonlinear feedback control with a short computation time. Simulations illustrate that by applying the PFC,
the communication connectivity is ensured by maintaining the signal strength above a required limit.

Key words: Power control; Potential feedback control; Time-varying delay; Wireless Cellular Networks.

1 Introduction

Power control in WCNs is a key degree of freedom in
the management of interference, energy and connectiv-
ity [20]. In uplink transmission, energy efficiency aspect
of power control is more dominant due to the limited
energy resource of the Mobile Station (MS). Uplink
power control in WCNs includes two main objectives
[24,23,17]:

• firstly, to ensure the communication connectivity by
setting up a power controller to keep the received signal
strength above a limit below which the communication
is interrupted.

• secondly, to minimize the overall transmitted power
in a cell in order to minimize the interferences between
users and to maximize the battery life of the MS.

Principally, power control in WCNs consists of an
open-loop power control and a closed-loop power con-
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trol schemes [20]. In open-loop power control, the Base
Station (BS) selects the transmit power control by ex-
ploiting the estimated channel condition like distance-
dependent attenuation and frequency-independent slow
fading at the MS based on the received signal strength
of a pilot signal transmitted by the BS [15].

The closed-loop power control itself consists of two differ-
ent loops: Inner-Loop Power Control (ILPC) and Outer-
Loop Power Control (OLPC) [10,15]. In ILPC, the re-
ceived signal strength is compared to a target value at
the BS. If the measured signal strength is higher (lower)
than the target value, the BS will send a control signal
to the MS in order to decrease (increase) the transmis-
sion power. The ILPC should be repeated fast enough to
cover the fast fading effect. The OLPC (which is slower
than the ILPC) provides the target signal strength based
on the Quality of Service (QoS) requirements in the
higher layers [15]. In this paper, we are interested in the
ILPC.

Transmitting and measuring signals and decision mak-
ing take time which results in time delays in the closed-
loop power control. The main reasons of these delays
come from the power control algorithm itself; time for
computing and decision making; time to transmit the
power control command to the MS [13,16,20]. According
to the time-varying behavior of the transmission channel
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quality, load of the MSs and the size of the packets to be
sent in a realistic scenario, a time-varying delay in the
closed-loop power control must be considered. The de-
lay in uplink ILPC is discussed further in Section 2. Like
every feedback control loop, the ILPC will be affected
by this time-varying delay. In fact, the power control is
more sensitive to the delay than to the signal strength
estimator [10].

Stability of the OLPC in the presence of communication
delays has been studied in [22,7,14]. In [10], the authors
proposed a control scheme to highlight the dynamical
behavior of the ILPC subject to a constant delay where
they proposed a time-delay compensation (TDC) in or-
der to mitigate the oscillations due to the delay. In our
paper, we develop the PFC first proposed in [8] in order
to take into account an unknown bounded time-varying
input delay for uplink ILPC in WCNs. To the best of
our knowledge, this is the first time that a solution for
the time-varying delay in the ILPC of WCNs has been
proposed.

The rest of the paper is organized as follows. The sys-
tem model is described in Section 2. In order to take into
account a time-varying input delay, the PFC is devel-
oped in Section 3. It is applied and simulated for a WCN
using the Long-Term Evolution (LTE) communication
standard and compared with the existing Transmission
Power Control (TPC) algorithm in Section 4. Finally, a
conclusion is addressed in Section 5.

2 Modeling

In our article, we are interested in the uplink ILPC of
a cell with a MS denoted by k and a BS denoted by i
which is illustrated in Figure 1. The received Signal-to-

Fig. 1. Uplink ILPC between a MS and a BS

Interference-plus-Noise Ratio (SINR) is commonly used
in wireless communication to measure the transmission
quality. For simplicity, we neglect the intra-cell inter-
ferences (in communication standards like LTE and
802.11n, the use of respectively OFDMA and OFDM
avoids the intra-cell interferences [11]). Therefore, after
frequency synchronization, only the inter-cell interfer-
ences affect the SINR in the model. The received SINR
at the BS i of the transmitted signal from the MS k is
given by

χik(n) =
gik(n)pik(n)∑

l 6=k
gil(n).pil(n) + σ2

ik(n)
(1)

where pik is the transmitted power; gik the channel gain
by which the signal between the transmitter k and the
receiver i is attenuated and it can be modeled by three
components: path-loss, log-normal shadowing and multi-
path fading [25]; σ2

ik the thermal noise affecting the
channel between the MS k and the BS i; n represents
the ILPC sample time. The term

∑
l 6=k

gil(n).pil(n) corre-

sponds to the inter-cell interferences. As it has been as-
sumed that the intra-cell interferences are neglected, we
can rewrite (1) as follows

χik(n) =
gik(n).pik(n)

iik(n) + σ2
ik(n)

(2)

where iik(n) =
∑
l 6=k

gil(n).pil(n) are the inter-cell inter-

ferences. Let us define the pathloss pl between the MS
k and the BS i by plik(n) = 1

gik(n)
and iotik(n) =

(iik(n)+σ
2
ik(n))

σ2
ik

(n)
. We can rewrite (2) as follows

χik(n) =
pik(n)

plik(n).σ2
ik(n).iotik(n)

. (3)

In the following, we rewrite the received SINR equation
in the logarithmic domain in dB. Consequently, equation
(3) becomes
xik(n) = Pik(n)− PLik(n)− Σ2

ik(n)− IoTik(n). (4)

Uplink ILPC in WCNs

In uplink ILPC, the SINR is estimated at the MS and
it is sent to the BS where it will be compared with a
SINRmin which is the minimum required value of SINR
to maintain the communication connectivity. Based on
its difference with the SINRmin, a TPC command is sent
to the MS to update the transmission power [4,10,3]. So
we can describe this procedure as follows:
• Receiver (BS):

erri(n) = xik(n)− xmin
ui(n) = f(erri(n))

(5)

where xmin is the SINRmin; erri the difference between
the available measured SINR at the sample time n and
the SINRmin; ui the TPC command computed at the BS
to be sent to the MS which is a function of the erri as it is
explained above. The SINRmin is provided by the OLPC
at a lower update rate based on the required value of the
Block Error Rate (BLER) in higher layers [20]. Hence,
this value may be regarded constant for the ILPC. There
exist different algorithms based on the different com-
munication standards applied in WCNs [4,10,3]. For ex-
ample in LTE, the TPC command ui can vary between
[−1; 3] dBm (for more information see [4]). In Section 4,
we will compare the PFC with taking into account an
unknown bounded time-varying input delay with an ex-
isting TPC algorithm in LTE communication standard.
• Transmitter (MS):
Evolution of the transmit power at the MS is given by
the following equation

Pik(n+ 1) = Pik(n) + ui(n− τ(n)) (6)
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where Pik is the transmit power adjustment. It should
be taken into account that the computed uplink trans-
mit power should not exceed the maximum MS transmit
power Pmax [20,6]. For simplicity, we do not take into
account the Pmax in our calculation but we will take it
into account in our simulations in Section 4.

Both measuring and signaling in cellular systems take
time, which results in delayed signals. Here are the main
reasons for the existense of time delay in power control
update in WCNs [20]:
− the power control algorithm itself results in a delay of
one sample time since the power control at sample time
n is used to update the power level at sample time n+1;
− it takes certain amount of time to measure the SINR
and generate a power control decision at the BS;
− the power control update is only allowed to be trans-
mitted at certain time instants;
− the time that it takes to transmit the power control
command from the BS to the MS.
As it has been explained in Section 1, this delay τ(n)
must be considered as a time-varying delay. The capac-
ity of the network and the details of the communication
standard are known, therefore the maximum and mini-
mum values of τ(n) are known too:

0 < h1 ≤ τ(n) ≤ h2 (7)
where h1 and h2 are respectively the minimum and the
maximum value of the time-varying delay.
In the following, and for simplicity, we will omit the
subscripts i and k. By putting (4) into the dynamical
equation (6), we obtain
x(n+ 1) = x(n) + u(n− τ(n)) + PL(n) + Σ2(n)

+ IoT (n)− PL(n+ 1)− Σ2(n+ 1)

− IoT (n+ 1)

(8)

Also, we have
PL(n+ 1) = PL(n) + ∆PL(n)

Σ2(n+ 1) = Σ2(n) + ∆Σ2(n)

IoT (n+ 1) = IoT (n) + ∆IoT (n)

(9)

By putting (9) into (8), we obtain
x(n+ 1) = x(n) + u(n− τ(n)) + d(n) (10)

where d(n) = −∆PL(n) −∆Σ2 −∆IoT (n). In the fol-
lowing section, we develop the PFC in order to take into
account the time-varying input delay τ(n).

3 PFC for discrete-time systems with a time-
varying input delay

In this section, we develop a new result on stabilization
by using the Potential Feedback Controller (PFC) first
proposed in [8], in order to take into account an un-
known bounded time-varying input delay for the uplink
ILPC of WCNs. Stability of linear discrete-time dynam-
ical systems with an unknown bounded input delay has
been discussed in several works. For example [2], [26] and
[19] propose different solutions by means of Linear Ma-
trix Inequalities (LMIs) and [28] gives a solution by de-
signing a predictor-based sliding surface. The potential

control has originally been applied in robotics to avoid
collisions with obstacles [21]. The main idea of exploit-
ing the potential control for the ILPC is to maintain
the signal strength (SINR) higher than a target value
SINRmin defined by the OLPC while keeping the SINR
as close as possible to the SINRmin in order to be more
energy efficient. The proof of this result is based on the
Artsein’s reduction method proposed in [2].

Theorem 3.1 Consider the system given by
x(n+ 1) = x(n) + u(n− τ(n)) + d1(n) (11)

where x(n) ∈ R is the state of the system, |u(n)| ≤ M
is the bounded input with 0 < h1 ≤ τ(n) ≤ h2 ∈ N a
bounded time-varying delay and |d1(n)| ≤ ε a bounded
disturbance. Let c ≤ 0, under the initial condition x(0) >
c, system (11) in closed-loop with the feedback control

u(n) = k1(z(n)− c) +
k2

z(n)− c
(12)

where u(n) = 0 for n < 0 and{
− 1

2 < k1 <
0.5(−h1−h2+1)

h1+h2

k2 >
(k1+1)(ε+2M)2

(2k1+1)2

or {
0.5(−h1−h2+1)

h1+h2
< k1 < 0

k2 >
0.25(ε+2M)2(h1+h2+1)2

k1+1

and z(n) = x(n)+ 1
2

h1−1∑
j=0

u(n−h1+j)+ 1
2

h2−1∑
j=0

u(n−h2+

j) is asymptotically stable with respect to the attractive

and invariant set S = [
√

4(k1 + 1)k2− (ε+2M)− (h1 +

h2)(ε+2M)+c;
−(ε+2M)(k1−1)+

√
(ε+2M)2(k1−1)2−4k31k2
2k21

+

(ε+ 2M) + (h1 + h2)(ε+ 2M) + c]. Moreover, we have

x(n) ≥
√

4(k1 + 1)k2−(ε+2M)−(h1+h2)(ε+2M)+c
for all n > h1 + h2.

Proof. We have two possible cases which depend on
the sign of the initial condition x(0) of system (11).

First case: x(0) > 0. We take c = 0. By applying the
Artstein transform as explained in [2], we can transform
system (11) into the following scalar discrete-time sys-
tem without delay

z(n+ 1) = z(n) + u(n) + d1(n) + d2(n) (13)
where z(n) is obtained by the following transformation

z(n) = x(n) + φun(h1) + φun(h2)

φun(h) = 1
2

h−1∑
j=0

u(n− h+ j)
(14)

and d2(n) is an extra disturbance caused by applying the
Artstein transform and given by the following equation

d2(n) = u(n− τ(n))− 1

2
(u(n− h1) + u(n− h2)) (15)

A simple calculation based on bounded input assump-
tion |u(n)| ≤M shows that |d2| ≤ 2M .
As it has been explained in [8, Theorem 1], system (13)
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with the feedback control

u(n) = k1z(n) +
k2
z(n)

(16)

where −1
2 < k1 < 0 and k2 ≥ (ε+2M)2(k1+1)

(2k1+1)2 is

asymptotically stable with respect to the attractive

set S2 = [
√

4(k1 + 1)k2 − (ε + 2M); −(ε+2M)(k1−1)
2k21

+
√

(ε+2M)2(k1−1)2−4k31k2
2k21

].

According to [8, Theorem 1], we have
min

z(n)∈S2

z(n+ 1) ≥ minS2. (17)

Therefore, due to the variations of the continuous func-
tion z(n+ 1) with respect to the variable z(n) which is
increasing and the Intermediate Value Theorem, we only
have to prove that the following conditions

z(n+ 1)|z(n)=minS2
≤ maxS2 (18)

z(n+ 1)|z(n)=maxS2
≤ maxS2 (19)

where minS2 =
√

4(k1 + 1)k2 − (ε + 2M) and

maxS2 =
−(ε+2M)(k1−1)+

√
(ε+2M)2(k1−1)2−4k31k2
2k21

, are

satisfied in order that S2 be an invariant set.

By applying the control feedback (16) to system (13),
we obtain

z(n+ 1) = (k1 + 1)z(n) +
k2
z(n)

+ d1(n) + d2(n) (20)

Afterwards, by solving the equation ∂z(n+1)
∂z(n) = 0, we

obtain the critical point zc =
√

k2
k1+1 . An investigation

into the behavior of system (13) around zc shows that

z(n+ 1) is increasing on
[√

k2
k1+1 ,+∞

)
and decreasing

on
(

0,
√

k2
k1+1

]
. Therefore, zc is the minimum value of

z(n+ 1). We have
zmin = z(n+ 1)|z(n)=zc

= (1 + k1)

√
k2

k1 + 1
+

k2√
k2
k1+1

− (ε+ 2M)

=
√

4(k1 + 1)k2 − (ε+ 2M) = minS2

(21)

Considering that z(n + 1)|z(n)=zc = minS2, and

z(n+ 1) is increasing on
[√

k2
k1+1 ,+∞

)
, we deduce that

if minS2 ≥
√

k2
k1+1 and the inequality (19) is fulfilled

then inequality (18) is fulfilled too. First, we check that

zmin =
√

4(k1 + 1)k2 − (ε+ 2M) ≥
√

k2
k1 + 1

which leads to√
k2(2k1 + 1)√
k1 + 1

≥ (ε+ 2M) (22)

where
√
k2 ≥ 0 and

√
k1 + 1 ≥ 0. Thus, we have

− 1
2 < k1 < 0. Also from (22), we obtain

k2 ≥ (ε+2M)2(k1+1)
(2k1+1)2 . Now it is sufficient to show that

inequality (19) is fulfilled. We have

z(n+ 1)|z(n)=maxS2
=
N1

D

where
N1 = (k1 + 1)[−(ε+ 2M)(k1 − 1)

+
√

(ε+ 2M)2(k1 − 1)2 − 4k31k2]

+ 4k41k2 + 2(ε+ 2M)k21(−(ε+ 2M)(k1 − 1)

+
√

(ε+ 2M)2(k1 − 1)2 − 4k31k2)

and
D = 2k21(−(ε+ 2M)(k1 − 1)

+
√

(ε+ 2M)2(k1 − 1)2 − 4k31k2).

We can rewrite maxS2 as follows

maxS2 =
(−(ε+2M)(k1−1)+

√
(ε+2M)2(k1−1)2−4k31k2)

2

2k21(−(ε+2M)(k1−1)+
√

(ε+2M)2(k1−1)2−4k31k2)

=
N2

D
.

In order that inequality (19) be fulfilled, we must have
N2 > N1. Thus, a series of calculations lead to

2k1(k1 − 1)(ε+ 2M)2−

2(ε+ 2M)k1

√
(ε+ 2M)2(k1 − 1)2 − 4k31k2 > 0

(23)

which is satisfied considering that − 1
2 < k1 < 0.

Hence, we conclude that S2 = [
√

4(k1 + 1)k2 − (ε +

2M); −(ε+2M)(k1−1)
2k21

+

√
(ε+2M)2(k1−1)2−4k31k2

2k21
] is an

attractive and invariant set with − 1
2 < k1 < 0 and

k2 ≥ (ε+2M)2(k1+1)
(2k1+1)2 .

By applying the Artstein transform, we derive that sys-
tem (11) is asymptotically stable with respect to a set
S we have to determine. From (13) we obtain

h1−1∑
j=0

u(n− h1 + j) = [z(n)− z(n− h1)−
h1−1∑
j=0

d1(n− h1 + j)−
h1−1∑
j=0

d2(n− h1 + j)]

= 2φun(h1)
h2−1∑
j=0

u(n− h2 + j) = [z(n)− z(n− h2)−
h2−1∑
j=0

d2(n− h2 + j)−
h2−1∑
j=0

d2(n− h2 + j)]

= 2φun(h2).

(24)

From (14) and (24) we have

x(n) =
1

2
(z(n− h1) + z(n− h2)) + γ(n) + λ(n) (25)

where γ(n) = − 1
2 [
h1−1∑
j=0

d1(n−h1+j)+
h1−1∑
j=0

d2(n−h1+j)]

and λ(n) = −1
2 [

h2−1∑
j=0

d1(n−h2 +j)+
h2−1∑
j=0

d2(n−h2 +j)].

As z(.) is bounded due to [8, Theorem 1] and d1 and
d2 are bounded by assumption, x(.) is also bounded due
to (25). Accordingly, there exists a minimum value xmin

such that the state x(.) of system (13) is always higher
than xmin. From (25) we derive that

xmin = zmin − (h1 + h2)(ε+ 2M) (26)

where zmin =
√

4(k1 + 1)k1−(ε+2M) due to (21). This
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minimum value xmin is also the minimum value of the
attractive and invariant set S. As xmin > 0, a symbolic
calculation leads to√

4(k1 + 1)k1−(ε+2M)−(h1 +h2)(ε+2M) > 0 (27)
In order to satisfy (27), we obtain the following sufficient
conditions: {

− 1
2 < k1 <

0.5(−h1−h2+1)
h1+h2

k2 >
(k1+1)(ε+2M)2

(2k1+1)2

(28)

or {
0.5(−h1−h2+1)

h1+h2
< k1 < 0

k2 >
0.25(ε+2M)2(h1+h2+1)2

k1+1

(29)

with ε > 0, 2M > 0, h2 > 1 and h1 > 0.
Moreover, it is easy to check that the maximum value of
S satisfies

maxS = maxS2 + (h1 + h2)(ε+ 2M). (30)
So we have found the attractive and invariant set S.
As we have z(n) > zmin for all n > 0, then we have
x(n) > xmin for all n > h1 + h2.

Second case: x(0) < 0. From (11) and (12) we have
x(n+ 1) = x(n) + k1(x(n− τ(n))− c)

+ k2
x(n−τ(n))−c + d1(n)

(31)

By subtracting c in both sides, we obtain
x(n+ 1)− c = x(n)− c+ k1(x(n− τ(n))− c)

+ k2
x(n−τ(n))−c + d1(n).

(32)

Considering the following change of variable ψ(n) =
x(n)− c, it leads to the new system
ψ(n+ 1) = ψ(n) + k1(ψ(n− τ(n))) + k1

ψ(n−τ(n)) + d1(n)

(33)
As x(0) > c, we have ψ(0) > 0, therefore, we can apply
the first case of the proof to system (33).
Finally we deduce that if x(0) > c, ε > 0, 2M > 0,
h2 > 1, h2 ≥ τ(n) ≥ h1 > 0 and k1 and k2 are cho-
sen by (28) or (29) then, system (11) is asymptotically
stable with respect to the attractive and invariant set
S = [

√
4(k1 + 1)k2 − (ε + 2M) − (h1 + h2)(ε + 2M) +

c; −(ε+2M)(k1−1)
2k21

+

√
(ε+2M)2(k1−1)2−4k31k2

2k21
+ (ε+ 2M) +

(h1 + h2)(ε+ 2M) + c]. This concludes the Proof. 2

4 Simulation for the LTE standard

The characteristics of the LTE communication standard
such as mobility of the MSs which leads to a time-
varying transmission channel quality and intense time-
varying load of the MSs for each BS imply that the ILPC
has a significant time-varying behavior involving a time-
varying delay. Consequently, we chose the LTE com-
munication standard as a typical example to illustrate
the PFC with taking into account an unknown bounded
time-varying input delay.

We suppose that there is an estimation error of 1dB on
the d(n) in (10). The assessment of this value depends
on the quality of the channel gain estimator (see [8]). For

our simulations it has been assumed that the cell radius
is 500m as well as the distance between the MS and the
BS which varies between 18.08m and 342m therefore,
the PL varies between 63.93dB and 89.18dB.

As it has been described in Section 2, xmin which rep-
resents the SINRmin is provided by the OLPC based
on the highest acceptable BLER for communication be-
tween the transmitter and the receiver. The maximum
BLER given by LTE communication standard is 10−1

[12]. In LTE, Adaptive Modulation and Coding (AMC)
module based on the Channel Quality Indicator (CQI)
index chooses a specific Modulation and Coding Scheme
(MCS) and a Code Rate to transmit the data (for further
explanation of the Physical and Medium Access Con-
trol (MAC) layers in LTE communication standard, the
reader may refer to [5]). Therefore, based on the relation
between the SINR and the BLER for a given MCS and
Code Rate, we can define the SINRmin [27]. For our sim-
ulations we choose the 64-QAM MCS with Code Rate
2/3. Hence, we find the value of SINRmin = 14.37dB (for
further details see [8]).

The coherence time of the channel is given by

Tc =

√
9

16πf2max
(34)

where fmax = v
λ is the maximum Doppler Shift with v

the velocity of the MS [9]. The control sample time Ts
at which we refresh the feedback control cannot exceed
the coherence time of the channel. In LTE, the carrier
frequency fc is equal to 1.8GHz where fc = c

λ . By tak-
ing into account the various possible amounts of MS ve-
locity up to 260km.h−1, we obtain the coherence time
Tc = 1ms. Hence, we choose the sample time Ts = 1ms
which is a common value for the sample time in LTE
communication standard [11].

In order to take into account the round-trip delay in
LTE communication standard, the TPC algorithm takes
the maximum round-trip delay as a constant delay. The
maximum round-trip delay in LTE is 20ms [13]. Thus, in
our simulations we compare the performances of a TPC
algorithm considering a maximum round-trip delay of
20ms [4,18], the PFC considering a maximum round-trip
input delay of 20ms (PFCc) [8] and the PFC with taking
into account an unknown time-varying input delay up to
a maximum round-trip delay of 20ms (PFCv) developed
in Section 3.

In order to minimize the extra disturbance d2(n) in (13),
the input of the system which represents the Closed Loop
Transmit Power (CLTP) should be limited to the min-
imum possible variation. Therefore, in our simulations
we bound the CLTP by [−1; 1] dBm [5].

Due to Theorem 3.1, S is an invariant set if
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− 1
2 < k1 < 0, and k2 satisfies the following inequality

k2 ≥
(ε+ 2M)2(k1 + 1)

(2k1 + 1)2
. (35)

However, equation (35) is only a sufficient condition.
In order to consume less transmit power and have less
interferences, we choose k1 so that we have less possi-
ble received SINR. A numerical computation shows that
the closer that k1 is to -0.5, the lower the level of the
received SINR will be (see Figure 2). Accordingly, we
choose k1 = −0.49 for our simulations. As already men-
tioned, equation (35) gives us a sufficient condition for
choosing k2, which for when k1 = −0.49, k2 = 636. But
by performing an offline adjustment we can find an op-
timal value for k2 = 300.
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Fig. 2. Average of received SINR for different values of k1
for 5s simulation.

Figure 3(a) illustrates the evolution of the received SINR
at the BS by using the TPC, the PFCc and the PFCv as
the transmission power control scheme.
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Fig. 3. (a) Received SINR evolution for 1s simulation. (b)
Start-up comparison between the three ILPC schemes.

The TPC keeps the average SINR lower than the other
two schemes but it can not maintain the connectivity for
the whole communication duration. The PFCv passes
the SINRmin after a short period of time and stays above
it to maintain the communication connectivity (see Fig-
ure 3(b)). The PFCc has the same behavior than the

PFCv with less oscillation compared to the PFCv due
to the extra disturbance d2(n). However, the PFCv has
a better performance in start-up compared to the PFCc
which due to the transmit power saturation can not
maintain the SINR above the SINRmin till 0.17s. As
it has been explained in Section 2, the computed up-
link transmit power P should not exceed the maximum
MS transmit power Pmax which in LTE communication
standard is 23dBm [1]. As the PFCv limits the input of
the system, it does not exceed Pmax. The SINRmin is
provided by the OLPC which also could be time-varying
but with a lower rate than the ILPC (see Section 2),
therefore this start-up lag can be an issue in this case.

Table 1
Performance comparison

TPC PFCc PFCv

Execution Time (s) 0.98 0.51 0.51

Average Received SINR (dB) 16.7 24.7 24.9

Time to pass the SINRmin

and stay above it (s)
- 0.17 0.01

Finally, Table 1 compares performances of all three ILPC
schemes for 10s simulation. The PFC (PFCv and PFCc)
saves 48 % of the computation time compared to the
TPC due to the fact that the TPC algorithm performs a
comparison for each ILPC sample time which is costly in
computation time. However, the average received SINR
of the PFCv and the PFCc are higher than the TPC
which is the cost of ensuring the communication connec-
tivity. Furthermore, the average received SINR for the
PFCv is slightly higher than the PFCc while it passes the
SINRmin and stays above it significantly faster than the
PFCc (see Figure 3(b) and Table 1). As it has been men-
tioned, the SINRmin in LTE communication standard is
provided based on the chosen MCS by the AMC mod-
ule in each OLPC sample time. In more realistic cases,
considering the time-varying behavior of the transmis-
sion channel quality, the AMC module chooses different
MCSs which leads to a time-varying SINRmin. In this
case, the PFCv is more reactive in the start-up compared
to the other two ILPC schemes.

5 Conclusion

In this paper, we have developed the PFC based on the
discrete-time Artstein transform for scalar discrete-time
systems having a constraint on the state space variable
in order to take into account an unknown bounded time-
varying input delay. It is well suited for the ILPC of
WCNs due to the constraint on the received SINR im-
posed by the communication standard and the delay
caused by decision making and propagation time which
is time-varying. Our simulations in LTE show that the
PFC with taking into account an unknown bounded
time-varying input delay (PFCv) decreases the compu-
tation time and could ensure a better QoS by maintain-
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ing the communication connectivity compared to the
TPC algorithm. Furthermore, it is significantly faster in
maintaining the connectivity at start-up compared to
the PFCc which takes into account the maximum round
trip delay as a constant input delay. The average received
SINR of the PFCv is higher than the other two methods.
However we can not be sure that the PFCv consumes
more energy because the re-transmission procedure also
must be taken into account for measuring the global en-
ergy consumption.
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