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Abstract
In this paper, we study the exponential stabilization of a shock steady state for the inviscid
Burgers equation on a bounded interval. Our analysis relies on the construction of an explicit
strict control Lyapunov function. We prove that by appropriately choosing the feedback boundary
conditions, we can stabilize the state as well as the shock location to the desired steady state in
H?-norm, with an arbitrary decay rate.

1 Introduction

The problem of asymptotic stabilization for hyperbolic systems using boundary feedback control has
been studied for a long time. We refer to the pioneer work due to Rauch and Taylor [38] and Russell [39]
for linear coupled hyperbolic systems. The first important result of asymptotic stability concerning
quasilinear hyperbolic equations was obtained by Slemrod [41] and Greenberg and Li [19]. These
two works dealt with local dissipative boundary conditions. The result was established by using the
method of characteristics, which allows to estimate the related bounds along the characteristic curves
in the framework of C! solutions. Another approach to analyze the dissipative boundary conditions
is based on the use of Lyapunov functions. Especially, Coron, Bastin and Andrea-Novel [I3] used this
method to study the asymptotic behavior of the nonlinear hyperbolic equations in the framework of
H? solutions. In particular, the Lyapunov function they constructed is an extension of the entropy and
can be made strictly negative definite by properly choosing the boundary conditions. This method has
been later on widely used for hyperbolic conservation laws in the framework of C'* solutions [11}, 20} 21]
or H? solutions [2, 4l [5, 10, 12} 17, 22] (see [3] for an overview of this method).

But all of these results concerning the asymptotic stability of nonlinear hyperbolic equations focus
on the convergence to regular solutions, i.e., on the stabilization of regular solutions to a desired regular
steady state. It is well known, however, that for quasilinear hyperbolic partial differential equations,
solutions may break down in finite time when their first derivatives break up even if the initial
condition is smooth [29]. They give rise to the phenomena of shock waves with numerous important
applications in physics and fluid mechanics. Compared to classical case, very few results exist on the
stabilization of less regular solutions, which requires new techniques. This is also true for related fields,
as the optimal control problem [9} [37]. For the problem of control and asymptotic stabilization of less
regular solutions, we refer to [7] for the controllability of a general hyperbolic system of conservation
laws, [6, B5] for the stabilization in the scalar case and [, [14] for the stabilization of a hyperbolic
system of conservation laws. In [6, 14} [35], by using suitable feedback laws on both side of the
interval, one can steer asymptotically any initial data with sufficiently small total variations to any
close constant steady states. All those results concern the boundary stabilization of constant steady
states. In particular, as the target state is regular there is no need to stabilize any shock location. In
this work, we will study the boundary stabilization of steady states with jump discontinuities for a
scalar equation. We believe that our method can be applied to nonlinear hyperbolic systems as well.
While preparing the revised version, our attention was drawn to a very recent work [36] studying a



similar problem in the BV norm. The method and the results are quite different and complementary
to this work.

Hyperbolic systems have a wide application in fluid dynamics, and hydraulic jump is one of the
best known examples of shock waves as it is frequently observed in open channel flow such as rivers
and spillways. Other physical examples of shock waves can be found in road traffic or in gas trans-
portation, with the water hammer phenomenon. In the literature, Burgers equation often appears
as a simplification of the dynamical model of flows, as well as the most studied scalar model for
transportation. Burgers turbulence has been investigated both analytically and numerically by many
authors either as a preliminary approach to turbulence prior to an occurrence of the Navier-Stokes
turbulence or for its own sake since the Burgers equation describes the formation and decay of weak
shock waves in a compressible fluid [26, B2} 44]. From a mathematical point of view, it turns out that
the study of Burgers equation leads to many of the ideas that arise in the field of nonlinear hyperbolic
equations. It is therefore a natural first step to develop methods for the control of this equation. For
the boundary stabilization problem of viscous Burgers equation, we refer to works by Krstic et al.
[28,[42] for the stabilization of regular shock-like profile steady states and [8, 27] for the stabilization of
null-steady-state. In [42], the authors proved that the shock-like profile steady states of the linearized
unit viscous Burgers equation is exponentially stable when using high-gain “radiation” boundary feed-
back (i.e. static boundary feedback only depending on output measurements). However, they showed
that there is a limitation in the decay rate achievable by radiation feedback, i.e., the decay rate goes
to zero exponentially as the shock becomes sharper. Thus, they have to use another strategy (namely
backstepping method) to achieve arbitrarily fast local convergence to arbitrarily sharp shock profiles.
However, this strategy requires a kind of full-state feedback control, rather than measuring only the
boundary data.

In this paper, we study the exponential asymptotic stability of a shock steady state of the Burgers
equation in H?-norm, which has been commonly used as a proper norm for studying the stability
of hyperbolic systems (see e.g. [I6] 24, [43]), as it enables to deal with Lyapunov functions that are
integrals on the domain of quadratic quantities, which is relatively easy to handle. To that end, we
construct an explicit Lyapunov function with a strict negative definite time derivative by properly
choosing the boundary conditions. Though it has been shown in [I5] that exponential stability in
H?-norm is not equivalent to C'-norm, our result could probably be generalized to the C''-norm for
conservation laws by transforming the Lyapunov functions as in [11] [20].

The first problem is to deal with the well-posedness of the corresponding initial boundary value
problem (IBVP) on a bounded domain. The existence of the weak solution to the initial value problem
(IVP) of Burgers equation was first studied by Hopf by using vanishing viscosity [23]. The uniqueness
of the entropy solution was then studied by Oleinik [34]. One can refer to [29] for a comprehensive
study of the well-posedness of hyperbolic conservation laws in piecewise continuous entropy solution
case and also to [I§] in the class of entropy BV functions. Although there are many results for the
well-posedness of the (IVP) for hyperbolic conservation laws, the problem of (IBVP) is less studied
due to the difficulty of handling the boundary condition. In [I], the authors studied (IBVP) but in
the quarter plane, i.e., x > 0,t > 0. By requiring that the boundary condition at z = 0 is satisfied in
a weak sense, they can apply the method introduced by LeFloch [30] and obtain the explicit formula
of the solution. However, our case is more complicated since we consider the Burgers equation defined
on a bounded interval.

The organization of the paper is the following. In Section [2] we formulate the problem and state
our main results. In Section |3 we prove the well-posedness of the Burgers equation in the framework
of piecewise continuously differentiable entropy solutions, which is one of the main results in this
paper. Based on this well-posedness result, we then prove in Section [] by a Lyapunov approach that
for appropriately chosen boundary conditions, we can achieve the exponential stability in H?2-norm of
a shock steady state with any given arbitrary decay rate and with an exact exponential stabilization
of the desired shock location. This result also holds for the H*-norm for any k > 2. In Section |5 we
extend the result to a more general convex flux by requiring some additional conditions on the flux.
Conclusion and some open problems are provided in Section[6 Finally, some technical proof are given
in the Appendix.



2 Problem statement and main result

We consider the following nonlinear inviscid Burgers equation on a bounded domain
Y
with initial condition
y((),x) = yO(x)’ HAS (07 L)7 (2)

where L > 0 and boundary controls

y(t,07) =uo(t), y(t,L7) = ur(t). (3)

In this article, we will be exclusively concerned with the case where the controls ug(t) > 0, ur(t) <0
have opposite signs and the state y(¢,.) at each time ¢ has a jump discontinuity as illustrated in
Figure [1} The discontinuity is a shock wave that occurs at position zs(t) € (0,L). According to the

y(t, )

uo(t)
+1

Figure 1: Entropy solution to the Burgers equation with a shock wave.

Rankine-Hugoniot condition, the shock wave moves with the speed

y(t 2s()7) +y(t, xs(t)”)

rs(t) = 4
(1) : (4)
which satisfies the Lax entropy condition [29]
y(t, s (t)7) < as(t) <yt zs(t)7), (5)
together with the initial condition
x5(0) = x50. (6)

Under a constant control ug(t) = —ur(t) = 1 for all ¢, for any ¢ € (0, L), the system (1), (3), has
a steady state (y*,x%) defined as follows:

w1,z e[0,20),
y'(@) = {—1, x € (xg, L], (7)

These equilibria are clearly not isolated and, consequently, not asymptotically stable. Indeed, one can
see that for any given equilibrium y* satisfying @, we can find initial data arbitrarily close to y* which



is also an equilibrium of the form . As the solution cannot be approaching the given equilibrium
when ¢ tends to infinity as long as the initial data is another equilibrium, this feature prevents any
stability no matter how close the initial data is around y*. With such open-loop constant control
another problem could appear: any small mistake on the boundary control could result in a non-
stationary shock moving far away from zy. It is therefore relevant to study the boundary feedback
stabilization of the control system , , .

In this paper, our main contribution is precisely to show how we can exponentially stabilize any
of the steady states defined by with boundary feedback controls of the following form:

up(t) = kry(t, zs(t)") + (1 — k1) + bi(wo — 25(2)),

(8)
up(t) = kay(t, z4(t)") — (1 — ko) + ba(zo — z4(t)).

Here, it is important to emphasize that, with these controls, we are able not only to guarantee the
exponential convergence of the solution y(¢, x) to the steady state y* but also to exponentially stabilize
the location of the shock discontinuity at the exact desired position xg. In practice, if the system was
used for instance to model gas transportation, the measures of the state around the shock could be
obtained using sensors in the pipe. Note that if the control is applied properly, sensors would be only
needed on a small region as the shock would remain located in a small region.

Before addressing the exponential stability issue, we first show that there exists a unique piecewise
continuously differentiable entropy solution with z,(t) as its single shock for system 7, @,
provided that yy and x4 are in a small neighborhood of y* and xg respectively.

For any given initial condition and @, we define the following zero order compatibility condi-
tions

Yo(0T) = k1yo(z59) + (1 — k1) + bi(zo — ws0),

Yo(L™) = kayo(zly) — (1 — k2) + ba(0 — 240).

(9)

Differentiating @ with respect to time ¢ and using , we get the following first order compatibility
conditions

(@ )yo( z30) +yo(zh) + b yo(250) + yo(zd)

Y0(01) 902 (07) =k1yo(259)v0z (250) — k1Yoz 5 5 ,

(10)

(- )yo( z5) +yo(zh) +b2yo($§o)+yo($;)).

Yo(L ™ )yor (L) =kayo(xdy)yoe (235) — k2voa 5 5

The first result of this paper deals with the well-posedness of system 7, @, and is stated in
the following theorem.

Theorem 2.1. For all T > 0, there exists 6(T) > 0 such that, for every Jiso € (0,L) and yo €
H2((0,24);R) N H?((z40, L);R) satisfying the compatibility conditions @ and

1o = U a2((0,0.0)®) + |90 + L H2((0.0,L)5r) < (),
|50 — wo| < 0(T),

(11)

the system (| .7. @ . ) has a unique piecewise continuously differentiable entropy solution y €
CO[0,T]; H2((0,z5(¢)); R)) N H2((ws(t), L); R)) with xs € C*([0,T]; (0, L)) as its single shock. More-
over, there exists C(T) such that the following estimate holds for all t € [0,T)

[y(t, ) — Umz(o,e.))r) + 19t ) + a2, 0),0)m) + [7s(t) — 2o
O( ) (|yo - 1|H2 (0,250);R) T |?JO + 1|H2((;v50, L)R) T+ \il?so - $0|) . (12)

The proof of this result is given in Section

Our next result deals with the exponential stability of the steady state for the H?-norm according
to the following definition.



Definition 2.1. The steady state (y*,zo) € (H2((0,x0); R) N H?((xo, L); R)) x (0, L) of the system
, , , is exponentially stable for the H?-norm with decay rate =, if there exists §* > 0 and
C > 0 such that for any yo € H2((0,z50); R) N H?((250, L); R) and x4 € (0, L) satisfying

|y0 - yT(O, ')|H2((0,wso);R) + |y0 - y;(oa ')‘HZ((‘TSO’L);R) < 6*7
|zs0 — 0| < 07

and the compatibility conditions (]g[)f7 and for any T > 0 the system 7, @, has a unique
solution (y,zs) € CO([0,T]; H*((0,z5(t)); R) N H?((xs(t), L); R)) x C1([0,T]; R) and

(13)

ly(t, ) — yi (& mz0..0))r) + 1Y(E ) = ys () 2 (00 (0),L)iR) + |25(E) — 0]
<O (lyo — 47 (0, ) a2 ((0.2.0)) + 190 = ¥5(0, )| 2 (200,L):R) + |50 — 20]) » VE € [0,T).  (14)

In and ,

* * Zo
yita) =y (x )

x5 (t)
D (15)
ys(t,x) = y* ((;S(t)L_) LO) :

Remark 1. At first glance it could seem peculiar to define yi and ys and to compare y(t,-) with these
functions. However the steady state y* is piecewise H? with discontinuity at xo, while the solution
y(t,x) is piecewise H? with discontinuity at the shock xs(t), which may be moving around xo. Thus,
to compare the solution y with the steady state y* on the same space interval, it is necessary to define
such functions yi and y3.

Remark 2. We emphasize here that the “exponential stability for the H?-norm” is not the usual
convergence of the H?-norm of y — y* taken on (0,L) as y and y* do not belong to H?(0,L). This
definition enables to define an exponential stability in H?-norm for a function that has a discontinuity
at some point and is reqular elsewhere. Note that, the convergence to 0 of the H?-norm in the usual
sense does not ensure the convergence of the shock location xs to xo. Thus, to guarantee that the state
converges to the shock steady state, we have to take account of the shock location, which is explained
in Definition 2.1.

Remark 3. Note that this definition of exponential stability only deals a priori with t € [0,T) for any
T > 0. However this, together with Theorem [2.1] implies the global existence in time of the solution
(y,xs) and the exponential stability on [0,+00). This is shown at the end of the proof of Theorem|[{.1]

We can now state the main result of this paper

Theorem 2.2. Let v > 0. If the following conditions hold:

e yETTEO L e~ V(E—%0)
e (e g ) e (e ) (162)
b 1 — =770 1 — e~ V(L—=0)

2 —yx Y

ki <e %o (1 S <b1 p— + bo e T==0) )) , (16b)
b 1 — e— %0 1 — e—V(L—=0)

2 —v(L-=z0) (1 _ 22

kg <e o <1 5 <b1 p— + by fy@—’Y(L—xo) >), (16C)

then the steady state (y*,xo) of the system , , , is exponentially stable for the H?-norm
with decay rate /4.

The proof of this theorem is given in Section [4]



Remark 4. One can actually check that for any v > 0 there exist parameters by, by and ki, ks
satisfying as, for by = ve= 7% and by = ye~1(L=%0) one has

by 1 — e— %0 1 — e~ Y(L—w0)
(v )

1= ; F)/@*'YCEO 2 fye*"/(L*IU)

=1 —e VP02 — 7T e—w(L—xo)) (17)
— e 2770 (evxo _ 1)2 + ef'YL > 0.
Similarly, we get
b 1 — e—77%0 1 — e—7(L—20)
1= 2 (b —— 4 by
gl e~ ve~(L=mo) (18)

:e—Q’Y(L—wo)(eV(L—Io) o 1)2 + e—’yL > 0.

Therefore, by continuity, there exist by and by, satisfying condition (16a) such that there exist kq
and ko satisfying (16b) and (16c). This implies that «v can be made arbitrarily large. And, from
(16a)—(16d), we can note that for large v the conditions on the k; tend to

k% < e o, k:% < e~ v(L=wo)

Remark 5. The result can also be generalized to HF-norm for any integer k > 2 in the sense of
Definition by replacing H? with H*. This can be easily done by just adapting the Lyapunov
function defined below by - as was done in [3, Sections 4.5 and 6.2].

Remark 6. If we set ki = ko = by = by = 0, then from , ug(t) =1 and ur(t) = —1. Thus it seems
logical that the larger v is, the smaller k1 and ko are. Howewver, it could seem counter-intuitive that by
and by have to tend to 0 when 7y tends to +00, as if one sets by = 0 and bo = 0, one cannot stabilize
the location of the system just like in the constant open-loop control case. In other words for any
v > 0 the prescribed feedback works while the limit feedback we obtain by letting v — 400 cannot even
ensure the asymptotic stability of the system. The explanation behind this apparent paradox is that
when 7y tends to infinity, the Lyapunov function candidate used to prove Theorem[{.1] is not equivalent
to the norm of the solution and cannot guarantee anymore the exponential decay of the solution in the
H?-norm. More precisely, one can see, looking at and , that the hypothesis of Lemma
does not hold anymore.

3 An equivalent system with shock-free solutions

Our strategy to analyze the existence and the exponential stability of the shock wave solutions to

the scalar Burgers equation is to use an equivalent 2 x 2 quasilinear hyperbolic system having

shock-free solutions. In order to set up this equivalent system, we define the two following functions
(t)—L

Tg t Ts
W) pa(ti2) = y(t, L +
X0 To

) (19)

yi(t,x) =yt o

and the new state variables as follows:
_ (at)) _ () -1

““@—(@@@)‘(m@xwl’wemwﬁ (20)

The idea behind the definition of y;, ys is to describe the behavior of the solution y(¢, x) before and

after the moving shock, while studying functions on a time invariant interval. Observe indeed that the
functions y; and y» in correspond to the solution y(#,x) on the time varying intervals (0, z,(t))



and (x4(t), L) respectively, albeit with a time varying scaling of the space coordinate x which is driven
by zs(t) and allows to define the new state variables (z1,22) on the fixed time invariant interval
(0,z0). The reason to rescale yo on (0,zg) instead of (zg, L) is to simplify the analysis by defining
state variables on the same space interval with the same direction of propagation.

Besides, from , the former steady state (y*,zp) corresponds now to the steady state (z =
0,25s = xo) in the new variables. With these new variables, the dynamics of (y,zs) can now be
expressed as follows:

z1e + (1 + 21— x%) 212 =0,
Zo Ts

zo0 + (1 — 2+ x%) gt = 0, (21)
To L —x

z1(t, xo) + 22(t, z0)

.’L's(t): 2 )

with the boundary conditions:

z1(t,0) = k1z1(t, zo) + b1(wo — x5(2)),

(22)
Zg(t, 0) = kQZQ(t, {E(]) + bg(.’bo — xs(t)),
and initial condition
z(0,z) = zo(ac)7 x5(0) = x40, (23)
where z° = (2, 29)7 and
2(x) = yo <xx90) -1,
zo
(24)

- L
25(x) = yo <L+stoxo ) +1.

Furthermore, in the new variables, the compatibility conditions @D— are expressed as follows:

21(0) = k12{(w0) + b1 (z0 — z50), (25)

29(0) = ko235 (20) + ba(zo — ws0),
and

0 0 0 0
(14 220020, (0) 20 = by (14 (o) - AV T2E0)) o () T0 4y, 21(w0) +23(x0)
Zs0 2 $0 2
X zi(xo) + 2z X zi(xo) + 2z

(1= BN 0 - = ko (1= (o) + ST g ) 0 ZLl0) 2osl)

(26)

Concerning the existence and uniqueness of the solution to the system f, we have the following
lemma.

Lemma 3.1. For all T > 0, there exists §(T) > 0 such that, for every xso € (0,L) and z° €
H?((0,20); R?) satisfying the compatibility conditions f and

|Z0|H2((O,zo);R2) < 5(T)7 |ISO - :E0| < 6(T)7 (27)

the system ([21)~([23)) has a unique classical solution (z,x,) € C°([0,T]; H2((0, z0); R?))xC*([0,T]; (0, L)).
Moreover, there exists C(T) such that the following estimate holds for all t € [0,T]

|2(t, ) 2 ((0,00)%2) + %5 (1) — 20| < C(T) (12°] r2((0,20)2) + |50 — o) - (28)



Proof. The proof of Lemma [3.1]is given in Appendix [A] O
From this lemma, it is then clear that the proof of Theorem [2.1] follows immediately.

Proof of Theorem [2.1. The change of varlables induces an equivalence between the classical
solutions (z,xs) of the system . and the entropy solutions with a single shock (y,xs) of
the system 7, @, . Consequently, from and provided |Z0|H2((07m0);R2) and |zs0 — o]
are sufﬁciently small, the existence and uniqueness of a solution with a single shock (y,zs) to the
system . , @ satisfying the entropy condition when (yo, Zs0) is in a sufficiently small
neighborhood of (y*,z¢), follows directly from the ex1stence and uniqueness of the classical solution
(z,x5) to the system 7 which is guaranteed by Lemma O

Remark 7. Under the assumption in Lemma if we assume furthermore that z° € H*((0,1¢); R?)
with k > 2 satisfying the k-th order compatibility conditions (see the definition in [3, p.143]), then
(z,25) € CO[0,T]; H*((0,z0); R?)) x C*([0,T];R) and still holds. This is a straightforward
extension of the proof in Appendiz[A], thus we will not give the details of this proof here.

4 Exponential stability for the H?-norm

This section is devoted to the proof of Theorem concerning the exponential stability of the steady
state of system , , , . Actually, on the basis of the change of variables introduced in the
previous section, we know that we only have to prove the exponential stability of the steady state of
the auxiliary system 7 according to the following theorem which is equivalent to Theorem

Theorem 4.1. For any v > 0, if condition on the parameters of the feedback holds, then there
exist * > 0 and C > 0 such that for any z° € H%((0,20); R?) and z5 € (0, L) satisfying

2% 52((0,20)R2) < 0%, |@s0 — To| < 6* (29)

and the compatibility conditions | . ., and for any T > 0 the system . has a unique
classical solution (z,z) € C°([0,T); H?((0,20); R?)) x C1([0, T);R) such that

|z(¢, ')|H2((O,zo);]R2) + |$S(t) —xzo| < Ce /4 (|Z0‘H2((O,zo);R2) + |x50 — 1‘0|) , Vte [O,T). (30)

When this theorem holds, we say that the steady state (z = 0,25 = () of the system f is
exponentially stable for the H?-norm with convergence rate v/4. Recall that, from Remark [4} there
always exist parameters such that holds.

Before proving Theorem let us give an overview of our strategy. We first introduce a Lyapunov
function candidate V' with parameters to be chosen. Then, in Lemma we give a condition on
the parameters such that V is equivalent to the square of the H?-norm of z plus the absolute value
of x4 — o, which implies that proving the exponential decay of V' with rate /2 is enough to show
the exponential stability of the system with decay rate /4 for the H?-norm. In Lemma we
show that in order to obtain Theorem it is enough to prove that V decays along any solutions
(z,75) € C3([0,T] x [0, 70]; R?) x C3([0,T];R) with a density argument. Then in Lemma we
compute the time derivative of V along any C® solutions of the system and we give a sufficient
condition on the parameters such that V satisfies a useful estimate along these solutions. Finally, we
show that there exist parameters satisfying the sufficient condition of Lemma 4.3. This, together with
Lemma 4.2, ends the proof of Theorem 4.1.

We now introduce the following candidate Lyapunov function which is defined for all z = (21, 22)* €
H?((0,20); R?) and x, € (0, L):

V(z,xs) = Vi(z) + Va(z, x,s) + Va(z, x) + Va(z, 24) + Vs(z,25) + Vs(2, z5) (31)
with
/ ple K 22 —l—pge T zadz, (32)
0
(z,x5) e 22 22+ poe” T 22,dr, (33)

0



Zo —nx —px
Va(z,xs) = / ple%zfﬁ + pgeﬁzgttdx, (34)
0

o -
(z,z5) / pre Z1 — o) dx +/ ;526#22(% — o) dz + r(zs — 0)?, (35)
0 0
o —px . . \2
(z,25) / 16 K 21t L dz+/ poe 2 zopis dx + k()7 (36)
0 0
o
e _ozpz . \2
(z, x5 :/ M 214tk s dx—!—/ Doe 2 zoplsdr + k(Is)”. (37)
0 0

In . I, D1, P2, P1, P2 are positive constants. Moreover

Zo

:1 =
m T2 L— g

and
k> 1. (39)

Actually, in this section, we will need to evaluate V' (z, z,) only along the system solutions for which
the variables z; = (214, 2at), Ztt = (2141, 2211 ), &5 and &, that appear in the definition of V' can be well
defined as functions of (z,z,) € H?((0,2¢); R?) x (0,L) from the system (2I)—(22) and their space
derivatives. For example, z1; and z9; are defined as functions of (z, z,) by

214 1= — (1 +21 — sczl(m())zl_zz(%)) er?, (40)
0 s
Zop 1= — <1 — 29 + $Zl(x0)2j; ZQ(IO)) ngL xOx R (41)
0 — &g
and z1y; and zg4 as functions of (z,zs) by
:c + zo(x
tht3(1+zl 0) + z2( 0)
oy — M xo) + 29¢(20) LR thzl(xo) + 22(3:0)’ (42)
2%0 Ts 2{E5
22“::_(1_22_1_ 1(zo —I—zgxo) 20)e S
z11(x0) + 22¢ (o) Z 21 (o) + z2(0)
_ - 43
* (Z” * 21, e g T Ty gy - 1Y)

The functions z1; and zo; which appear in and are supposed to be defined by and
respectively.

Remark 8. When looking for a Lyapunov function to stabilize the state (z1,29) in H?-norm, the
component (V1 + Vo + V3) can be seen as the most natural and easiest choice, as it is equivalent to a
weighted H%-norm by properly choosing the parameters. This kind of Lyapunov function, sometimes
called basic quadratic Lyapunov function, is used for instance in [2] or [3, Section 4.4]. However,
in the present case one needs to stabilize both the state z and the shock location x5, which requires to
add additional terms to the Lyapunov function in order to deal with xs. Besides, as we have no direct
control on x5 (observe that none of the terms of the right-hand side of , or equivalently of the third
equation of , is a control), we need to add some coupling terms between the state z on which we
have a control and the shock location xs in the Lyapunov function. Thus, V4 is designed to provide
such coupling with the product of the component of z and xs, while V5 and Vg are its analogous for
the time derivatives terms (as Vo and Vs are the analogous of Vi respectively for the first and second
time derivative of z).

We now state the following lemma, providing a condition on p, p1, pa, p1 and pa such that V (z, zs)
is equivalent to (|2|32((g yo)r2y T 125 — @ol?)-



Lemma 4.1. If
max (01,02) < 2,

where

72 — T 72 LT
@, .=nm (1—@ 1,10)7 Q,:= 2k (1_6*'7,2")7
b1 K b2 p

there exists 8 > 0 such that
1
2 (‘Z|12H’~’((0,xo);R"‘) + s = x0|2) V< 3 (\Zﬁ{z((o,xo);u@z) + |zs — $0|2)

for any (z,xs) € H((0,z0); R?) x (0, L) satisfying

|Z|§{2((0710);]R2) + |=’Cs - 1’0|2 < ﬂz.

Proof of Lemma[/.1. Let us start with

£ 29(xs — o) d + K(zs — 10)?.

T . xo
Vi = / pre ™ zi(xs — xo) do +/ pae
0 0

Using Young’s inequality we get

1 o —pw 2 (rs —m)? 1 o —pe 2 (x5 — m9)?
N D n d [ S S S A — ] n d —n
2(/0 piemn z m) 5 5 /0 poe 2 2o dx 5

+ k(w5 — 20)*> < Vi <

o — 2
</ pie m zp dx>
0

2 z 2 2
— 1 0 —pw —
+ (s —20)” + = </ Pae 2 2 dx> + (s —20)° + k(x5 — m0)°.
0

N | =

2 2 2

Hence, using the Cauchy-Schwarz inequality and the expression of V; given in ,
1 Lo _pa 1 o _pa
pi(l— *91)/ e zide + pa(1 - *92)/ e zhdr
2 0 2 0
1 *o Kz
+(1}37:170)2(H—1) §V1+V4§p1(1+§@1)/ e Zfdx
0
1 O —pe 9
+pa(1+ 5@2)/ e zidr + (vs —x0)°(k + 1),
0
and similarly
1 0 _pa 1 0 _pa
pi(l— 7@1)/ e zidr + pa(l — 7@2)/ e 23, dx
2 0 . 2 0 )
1 O e
+() 2k —1) < Va+ Vs <pi(1+ 561)/ e zide
0
1 O —pe . \2
—|—p2(1—|—§@2) e zy dx + (5)%(k + 1),
0
and also

1 R 1 Y0 —ue
pi(l— 591)/0 e 23,dr +pa(1— §@2>/0 ez 23y du
xo

1 —pw
(@00 - 1) <Vt Vo <14 300) [ e da
0

1 O _pe ..
+p2(1+ 562)/0 e 2y du + (i) (5 + 1)

10
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Hence, from , k> 1 and is satisfied, there exists o > 0 such that

2 1 2
o (|Z|H3((o,mo);R2) +|zs — $0|2) SVs— (|Z|Ht2((0,:co);]R2) + |zs — C150\2) ) (53)

where, for a function z € H2((0,z¢); R?), |Z| 112 ((0,00):r2) 18 defined by

1/2

22 0,000m2) = (12132((0.00)8) + 23200012 + 2t (000yme) ) (54)

with z; and z defined as 7. Let us point out that from 7, there exists C' > 0 such
that

|Z|H2 (0,20);R?) X |Z|H2 ((0,20);R?) C|Z|H2((07ro);R2)7 (55)

if (|z|§12((07$0);R2) +|zs —x0|?) < 1/C. Tt follows from and that 3 > 0 can be taken sufficiently

small such that inequality holds provided is satisfied. This concludes the proof of Lemma
Z511 O

Before proving Theorem [{.1] we introduce the following density argument, which shows that it is
enough to prove the exponential decay of V along any C? solutions of the system.

Lemma 4.2. Let V be a C* and nonnegative functional on C°([0,T); H?((0,0); R?)) x C1([0, T]; R).
[

If there exist § > 0 and v > 0 such that for any (z,xs) € C3([0,T] x [0,z0]; R?)) x C3( ,T],R)
solution of —, with associated initial condition (z°,x40) satisfying |ZO|HQ((0 ro)R2) S < 6 and
|zso — xo| < 0, one has

dV(z(t,-),zs(t

W20 < Ty (ar, ), 2.0, (56)

then also holds in a distribution sense for any (z,xs) € C°([0,T]; H2((0,x0); R?)) x C1([0, T]; R)
solution of f such that the associated initial condition (z°,w40) satisfies
and |zs0 — To| < 9.

|Z0’H2((0,z0);JR2) <

Proof of Lemma[{.3 Let V bea C! and nonnegative functional on C°([0, T]; H?((0, zo); R?))xC*([0, T]; R)
and let (z,z5) € C°([0,T]; H2((0,20); R?)) x C1([0, T]; R) be solution of (21] .f with associated ini-

tial condition ’z0|H2((0@0);R2) <6 and |zs0 — wo| < 4. Let (2°,27)) € H((0,70); R?) x (0,L),n € N

be a sequence of functions that satisfy the fourth order compatibility conditions and

|2 pr2((0,00)R2) < 6, |2l — @o| <6, (57)

such that z°" converges to z° in H?((0,z0); R?) and 27, converges to 3330 From Remarkl 7l there exists
a unique solution (z",z7) € C°([0,T]; H*((0,z0); R?)) x C*([0,T];R) to (I)-([22) corresponding to

the initial condition (z°",2%,) and for any ¢ € [0, 7], we have

2" (t, ) rr2 ((0,00)ik2) + 122 (£) = 20| < C(T) (12°" [ 112((0,m0)2) + |20 — @) - (58)

Hence, from and the third equation of (21)), the sequence (z", z) is bounded in C°([0, T]; H2((0, z9); R?)) x
C1([0,T];R). By [40} Corollary 4], we can extract a subsequence, which we still denote by (z", z") that
converges to (u,ys) in (C°([0,T]; C1([0, zo); R?)) N C([0, T]; C°([0, z0]; R?))) x C1([0,T]; R), which is
a classical solution of (21)—(23). If we define

if L>((0,T); H%((0, z0); R?
J(u): +OO’ 1 u¢ (( ) )7 . (( ?xO)D; ))7 , , (59)
[ poo ((0,7): 12 ((0,20)m2) » I W E L((0,T); H*((0, z0); R?)),
then J is lower semi-continuous and we have
J(a) < U 2" co o, 79, 2 ((0,00)m2)) 5 (60)

n—-+oo

thus from and the convergence of (z°",27%,) in H?((0,70);R?) x R, we have J(u) € R and
u € L>((0,T); H*((0,z0); R?)). Moreover, as (u,ys) is a solution to (2I)-(23), we get the ex-
tra regularity u € C°([0,7T]; H2((0,z0); R?)). Hence, from the uniqueness of the solution given by

11



n n

Lemma u = z and consequently ys, = x,, which implies that (z",27) converges to (z,xs)
in (C°([0,T7]; C1([0, zo]; R%)) N CL([0, T); CO([0, z0); R?))) x CL([0,T];R). Now, we define V"(¢) :=
V(z"(t,-),z?(t)). Note that V(t) = V(z(t,-),xs(t)) is continuous with time ¢ and well-defined as,
from Lemma [3.1] z € CO([0,T]; H2((0,20);R?)). As (2", 27) belongs to C°([0,T]; H*((0,z0); R?)) x
C*([0,T];R) and is thus C?, and as it is a solution of f with initial condition satisfying ,

we have from

avn oy
< _7Vn, 61
dt 2 (61)

thus V™ is decreasing on [0,7]. Therefore

(4
V() = V(0) < — V(). Ve € (0,7, (62)
which implies that
t

<1 + 2) V() < V™(0), Vit € [0,T]. (63)

Using the lower semi-continuity of J, by the continuity of V and the convergence of (z°", z7%) in

H?((0,70); R?) x R, we have

(1 + 7;) V(t) < V(0), ¥t € [0,T]. (64)

Note that instead of approximating (2%, z4), we could have approximated (z(s,-),zs(s)) where s €
[0,T) and follow the same procedure as above. Therefore we have in fact for any s € [0,T)

t —
(1 + . S)> V() < V(s), Vt e [s,T), (65)
thus for any 0 < s <t < T
Vi) —V(s) _ v
—= < =V (?), 66
= V() (66)
which implies that holds in the distribution sense. This ends the proof of Lemma O

We now state our final lemma, which gives a sufficient condition so that V defined by f
satisfies a useful estimate along any C?® solutions.

Lemma 4.3. Let V be defined by f. If the matriz A defined by 7 1s positive definite,
then for any T > 0, there exists 6;(T) > 0 such that for any (z,xs) € C3([0,T] x [0,z0]; R?)) x
C3([0, T];R) solution of 1)—([23) satisfying ’zO’Hz((O o) E?) S 01(T) and |zs0 — xo| < 51(T),

dV(z(t, ), xs(t) _
dt A

Here and hereafter, O(s) means that there exist € > 0 and C; > 0, both independent of z, x4, T
and ¢ € [0,T], such that

—%V(Z(t, ), 25(t)) + O ((12(t, )| 2 ((0,00)%2) + l2s — 20])?) s Y £ €10, T].  (67)

(s <) = (|0(s)] < Chs).

To prove this lemma, we differentiate V with respect to time along any C?® solutions and per-
form several estimates on the different components of V. For the sake of simplicity, for any z €
CO([0,T); H*((0, zo); R?)), we denote from now on |z(t, )| m2((0,4);r2) bY 2| 2.

Proof of Lemmal[4.3 Let V be given by f and T > 0. Let us assume that (z,z,) is a C3
solution to the system (2I)—(23), with initial condition |2°] gr2((0,40)r2) < 61(T) and |zs0 — 20| < 61(T)
respectively with 6;(7") > 0 to be chosen later on. Let us examine the different components of the
Lyapunov function. We start by studying V7, Vo and V3 which can be treated similarly as in [3, Section
4.4]. Differentiating V; along the solution (z, ) and integrating by parts, noticing (38)), we have

dV; *o —pw 3 —ue i
e - 72/ pre i z1(1+ 2z fx&)@zlz + pae na zo(1l — 29 +xE) o 2oy | dx
dt o Ty’ Ts o L — s

.

—uz T T o (68)
=—puVi - [ple”lozf +pe ¢ 0
T

—2| 0 ((lzlg2 + |2 — z0])?) -

s s 0

12



From , we have

21+ (L 21 — 2-2) 2105 — + (210 — 2=2) 210 — + 21— = 0,
i) Ts o Ts Ts (69)
T fots) T o Ty
1-— — —r— — =0.
o+ (1—z22+a )ZthL — — (22 xxO)ZQIL — . T o
Therefore, similarly to , we can obtain
dVg —uz Lo o —px ZTo 2 o 3
E = 7u‘/2 — |p1e™m gzlt +p26 2 szt . + O ((|Z|H2 + |ZL'5 - I’QD ) . (70)
From and using , we get
e + (1 4+ 21 — $*)thta:* +2(z1¢ — $*)thx 04 I (218t + 210 —)
Xo T X0 T T Ts
T T T TsTs — (T4
+ (10— 2=2) 21— + 21— + Z1tL2(b) =0,
o T Ty a2 (71)
.fs Zo J} i) j’:s j,‘s
1— ) 0 9z — -
Zopt + ( z9 + cho )Zatta I—a. (20t —x— )szL — + - xs( Zott + Zot I _ l’s)
i o e fés(L —xs) + (a’cs>2
— —r— — — =0.
(Z2tt € o )sz L— . 22tt L -, 22t (L — 933)2

Then differentiating V3 along the system solutions and using , we have

zo

vy
dt

_px T Ts
< - e m z 142y —ax—
[ CALEEES]

S

. o
_pz i) 2 T

_ [Pze " 25 (1 — 20 + x)}

0 — s To lo

x
. (a9 L—xg O fxog _mx o, L—x
—pmn| —, Vs —p —p1e "z — p2€ " thtzz dx
s L — x4 0 T L—
o i) i 2 x's L— o _ Bz T
+u pre e p2e ™ xz2tt dx
0 Ts o — T o
o _um o I s T
-3 pie "M Zyy—— —Pp2e 72 Z2ttL dx
0 Ts

To ) i) —pz 5 Zo
— pre€ M ZiyZ1e— — D2€ "2 25, Zon T o dz (72)
0 x — Xy

S

o _px Z.L.'s i) px £L' i)
—4 pie m tht(zlt - I*)thm* — pae 2 Zztt(zzt —r— )ZQtri dx
0 Zo T To L—x,

S

*o _nz T, Tg pe T T
-2 pre” 2y (21 + 21e—)— — pae "2 2oy (2o — Zop———) dx
0 T L—x2,"L— x4

S xS

xo ha . o . 2 » . L o + . 2
- 2/ (ple m thtzlt‘wsxs x2(x$)* —p2€ e <2t 22t Eal S > o
0

c (L—$5)2

-2 pre” Mz (214 — T—) 21— — pae 12 zop (220t — T )sz dx.
0 T x L -

S

Observe that, while previously all the cubic terms in z could be bounded by |z|§12, here in the last
line in we have ¥ which is proportional to z. (¢, zo) and cannot be roughly bounded by the |z|g-2
norm. To overcome this difficulty, we transform these terms using Young’s inequality and we get

o s :L,S To s :L’ 0
2 pire M 21 (X —)21— — P2e "2 2oy (X )ZQI dx
0 To T L—

(73)
< Cla(t, )l e (o,m0)r2) (2126t T0) + 2264 (2, a:o)) +0 (|Z(t7 MNer((o,z0]72) |z|§{2) ,

where C' denotes a constant, independent of z, x5, T and ¢t € [0,7]. Note that the first term on the
right is now proportional to z2 (¢, ) with a proportionality coefficient C |z(t, ')|Cl([0 2o]iR2) that, by
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Sobolev inequality, can be made sufficiently small provided that |z|g2 is sufficiently small and thus
can be dominated by the boundary terms. More precisely, from and we have

dV3
dt

x0 Zo
Lr Lo, o —px ty) 2
/J,Vg — |:p1€ mno—I(z :| — |:p26 n2 z :l
xs( ltt) 0 L Ts 2tt 0 (74)

+ 0 ([l p2) (#1(t, 20) + 23,4 (t 0)) + O (12l g2 + |5 — w0l)?) -

Let us now deal with the term Vj that takes into account the position of the jump. In the following,
we use notations z(0) and z(x) instead of z(t,0) and z(¢, zy) for simplicity. We have

dv; T e i z T
b - —/ pre o (1+ 21 — 2=2) 21, (25 —mo)—odﬂc—i—/ Dre o 2% dx
dt 0 :L’O {ES 0

xo e .
— / ﬁgeﬁ(l — 29+ mﬁ)zmc(a:s — Zo) o dx
0 X L —

0 s
*o —pw
—|—/ pae ™2 zoZsdr + 2K s(Ts — X0) (75)
0
ne I I T o
- (xs - 370) |:p1€ mn 7021 +P2€ 2 2 22:| o M(VZ; - H(ms - (,C())Q)
Ts — T 0

o . To px
+ w (/ pe dx) + M (/ Pae” " 23 dcv)
0 0

+ k(21 (20) + 22(w0)) (w5 — 20) + O (|2l g2 + |25 — 0])?) -

According to Young’s inequality, for any positive €1 and €2, we have

xo - 2 1 o - 2
21(@0) + 22(0) / pre”mzde ) < &1 (7o) + z2(w0) + = / pre” mzdr)
2 0 4 2 €1 \Jo

(76)
Zxo px 2 o px 2
21lr0) +za(r0) / e i d) < 2 (2l T2, 1 / ez da )
Then using the boundary condition and Cauchy-Schwarz inequality, becomes
dV, x _
S S Vi =P, = x0)> ((e W — k1) (o) + b (s — o))
t
~ pals — a0) ( =~ ka)za(ao) + ol — 70))
— s )
+ 0, 06
+(51+€2) ( ) 2( 0)+max{1,2}V1
8 €1 &2

+ k(x5 — x0) (21 (w0) + 22(0)) + (s — 20)* + O (|12l g2 + w5 — 70])?) .

Let us now consider V5. From and , one has similarly

Vs O e . o O g
o pie M thxms; dx + Die m zpdgdr
0 s 0

Zo _ —px . o *o R — . . 3
- P2 "2 Zopads T — dx + Pae 2 2oy do + 2kisds + O ((|2] g2 + |25 — 20])?)
0 — &g 0

xo

—nx TQ —px o . \2

= — i |pre ™ 214 + poe 2 zot|  — (Vs — K(ds)7)
T L—xz, 0

Zo e zo e
+ z1 (o) ;F 22¢(0) </ pre” 1 2y da:) " 21¢(o) ;FZzt(l"O) </ Poe” 2 2o, dz>
0 0

+ i(z16(20) + 22¢(20))ds + O (2] g2 + ws — wol)?) -

By differentiating with respect to time, we have

211(0) = k121¢(z0) — b1 s,

78
ZQt(O) = k222t($’0) — boi, ( )

14



and therefore using Cauchy-Schwarz and Young’s inequalities, we get

dVs .z Y .
2 <= Vs =P = (€7~ ki)z(eo) + )
t Ty
_ KTo

—ﬁziﬁsL ioxs ((6 2 — ko)zar(xo) + bﬂs)

2 2 @ @
+ (1 +52)th($0) —é—z%(:ro) + max {511, 522} Va

+ ks (z16(20) + 22t (20)) + pr(is)? + O ((l2l g2 + Jzs — z0l)?) -

Furthermore, by differentiating ([78) with respect to time, we have

2144 (0) = k12144 (o) — b1 s,

22¢£(0) = kazapt(z0) — bais,
and therefore using also , one has

Ve

T —pe .. Lo o —pe
= - Die " Zippeds— dr + pie " zip T dr
dt 0 Ts 0

xo ZTo xo e
_ —uz . Zo _ ez e R — LA X Zo
—/ Dae "2 Zopiads dx +/ D2 "2 2oy T o AT + 2KT (X +/ prem ig(x—")z1,—dx
0 L— Ts 0 0 o Tg
RIS Zo
— Dae 12 Eg(x—)224
0 Zo L

— dz + O ((|2| g2 + |25 — 20])?)

S
.o |- =EE X0 _zper X - )2

— i |peE o ; — (Vs — k(i
i [me P A pae Lxszmth 1(Ve — k(i5)°)
z11t (o) + zon(x o e z11t(x0) + 226t (@ O pe

n 11(o) ! 2t¢(20) (/ pre zmdx> n 11(o) : 2t¢(%o) </ Pae™ o 2oy dx)
0 0

. o pe T Zo
+ k(216 (z0) + 220 (w0)) s +/ prem ig(z—>)z1,—dz
0 Zo Ts

Lo

— dz + O ((|2] 2 + |2s — x0|)3) .

— e Is(r—)z
0 D2 s 7o 2z i3
Note that, as above for V3, here appears again @ which is proportional to z:(t,z¢) and cannot be
bounded by |z|,.. We therefore use Cauchy-Schwarz and Young’s inequalities as previously and the
boundary condition , to get

dVe . _pag ..
dfﬁ <—uls *171%*0 ((6 o k1)z1e(zo) + bléﬂs)
t T
. x L ..
- 132375[/_70365 ((6 e — ko) zow (zo) + bzxs)
2 2 81
_|_(81_’_Eg)zm(xo)JFZztt(xO) —Hnax{@l, 62}‘/2 (81)
8 €1 &9

+ i (21 (0) + 2200(20)) + s (i5)* + O (|2l ) (2340 (0) + 23 (20))
+0 ((lzlg2 + |z = 20])?) -
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Hence, from , and the boundary conditions , we have

dvy  dVy
—+ — < — (VL + Vi
i i w(Vi + Vy)
0, ©
+ max{l, 2} 1
€1 [Sp)
-l‘o 2 _ Bz E1+¢E2| o
+ =Pk —e ™)+ 21 (20)
L s 8
[z 9 _mzg e1+tex| o
ks — n
b |l - ) + 22 .
[ o ZTo _ _ ko
+ *2;]111711?1 - ;pl(e mo—ky)+ FL] 21(xo) (s — o)
[ x T _nzg
+ __2L —Oxsp2b2k2 — I _Ol.sﬁg(e nz  — kg) + K:| ZQ(.Z‘Q)(JZS — xo)
(20 42 To 9 To_ .. T 2o)?
+ _xsplb1 Ttz xsp2b2 xsplbl - xspzbz + /m} (s — o)
+0 (|2l g2 + |5 — z0])?) -
Let us now select €1 and €5 as follows:
(C] (C]
£1=2—2, g =222 (83)
I I
where ©1 and ©5 are defined in . Then can be rewritten in the following compact form:
AZEAY
LTt By — ZTAGZ + O (2] e + s — o)) - (84)
dt dt 2
This expression involves the quadratic form Z7Ay Z with the vector Z defined as
Z = (z1(z0) 22(wo) (x5 — 20))7T. (85)
and the matrix A satisfies
Ag=A+ O(|zs — xo|), (86)
where A is given by
ain 0 a3
A= 0 22 Q23 (87)
as1 Az ass
with
_ ke e1te
ajy =pile” m — k) — 18 2, (88)
b1, _ B0 K
ag = ag = pibiky + ST — ki) = 2, (89)
) _ peq 9 €1+ &2
= 2 — k. _
022 L_xopz(e ) T (90)
Xo rog P2, _H=%0 K
= = bok —= 2 — ko) — — 91
a23 = a32 L—x0p222+L7x02(e 2 2) 5 (91)
ass = —p1b] — &mb% + p1b1 + 0 Daba — k. (92)
1 L— ) L— ZTo
Similarly, from and , we get
dVy — dV:
ot < Ve = Vs — ZTA 2+ O (2l + |2 — wol)?). (93)
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while from and , we have

T T8 < BV, Vs~ ZEAL By + O (ol + fos —0))?) (94)
t dt 2
with
O(|z|g2) 0 0
0 0 0

If A is positive definite, from and and by continuity, Ag and A, are also positive definite
provided that |z|g2 and |xs — x| are sufficiently small. Hence, from , , (194) and Lemma
there exists &1 (") > 0 such that, if |2°|g2((0,z0)r2) < 01(T) and |50 — xo| < 01(T), one has

dav
= <5V 4O (2l + e — 20l)?) (96)
which ends the proof of Lemma O

Let us now prove Theorem

Proof of Theorem[{.1 From Lemma [£.1] and Lemma all it remains to do is to show that for any
v > 0, under conditions there exist u, p1, p2, p1 and po satisfying and such that V' given by

(B31)-(37) decreases exponentially with rate /2 along any C?* solution of the system (21)—(23). Using
Lemma [4.3| we first show that for any v > 0 there exists u > v, and positive parameters py, ps, p1 and

Do satisfying and such that the matrix A defined by — is positive definite, which implies
that holds. Then, we show that this implies the exponential decay of V with decay rate /2

along any C? solution of (21)—(23).
Let us start by selecting p; and py as
D1 D2

= — == 97
2b1 ) D2 ( )

b1 2y
Then the cross terms , of the matrix A become

1 _#T0 K Trg P2 _kET K

a13=a31=%6 ke T = an= L—x()?e "2 5 (98)
Let p; and p- be selected as
p L— nzg
P = Ke 7710 , D2=K 1‘06 7720 (99)
Zo
Then we have
a1z = agzp = O7 23 = Q32 = 0 (100)
such that A can now be rewritten as
aiq 0 0
A= 0 a22 0 . (101)
0 0 ass
Moreover from and (99)), we get
a3z = %bl + 17 ioxo%bz — Uk = gble“flo + gbge% — LK. (102)

As conditions (16 are strict inequalities, by continuity it follows that we can select p > ~ such that
these conditions ((16)) are still satisfied with p instead of v such that

_nmg _nzo
x n T n
/zef‘f'nO <b < L:m, ueJL"TO < by < Liww (103)
1l—e m 1—e m
this together with (102]) gives
asz > 0. (104)
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From , , , , and , we have

K JEy Iy
an = 5-(1— Ke'n’) - ﬁ [bl(e n 1)+ bale — 1)}7 (105)

2by

@22 = 9p, (- ) — 242 [bl(e n 1) 4 byle *1)]' (106)

Then, under assumptions , it can be checked that
a1 >0, age > 0. (107)

This implies that A is positive definite.
Thus from Lemma for any T > 0, there exists d,(T") > 0 such that for any (z,zs) € C3([0,T] x
[0, z0); R?)) x C3([0,T]; R) solution of (2I)—(23) satisfying ’ZO‘H2((O,L);]R2) < 61(T) and |zs0 — 20| <
01(T), one has
av H 3
E<—§V+O((|Z|H2+|$s—xo|) ) (108)

Now let us remark that from condition (103]) we have

b i _nzg L—xpb @ @
max (2 L (1 —e H"lo) , 2 o D202 B (1 e )) < 2. (109)
K Lo o
Therefore, there exists k > 1 such that
b1 _nuw L—x9b Bg _nBzg
max (2&”1 o (1 —e ;"10) , 2K o 22102 (1 — e )) <2, (110)
H Lo o

which means from (97)) and (99| . ) that (44)) is satisfied. Hence from and Lemma since p > v,

there exists do(7T) < (51( ) such that, if |z |H2((0 o) E2) S 0o(T) and |x50 — 29| < 60(T), then

Y
< —=V 111
dt 2 (111)
along the C3 solutions of the system l 2 . Thus from Lemma H - holds along the

CO([0,T); H2((0,z0); R?)) x C1([0, T]; R) solutlons of (21] in a distribution sense.
So far 6o(7") may depend on T, Whlle 6* in Theorem - does not depend on 7T'. The only thing left
to check is that we can find §* independent of T" such that if |z ’H2((0 2o)R2) S < 0% and |z — 20| < 6%,

then ) holds on (0,T) for any 7" > 0. As the constant § involved in Lemma does not depend
on T, there exists T7 > 0 such that

5 1
B e 2 < 3 (112)

As Ty € (0,400), from Lemma we can choose do(7T1) > 0 satisfying C(T1)d00(T1) < 8/2, such that
for every x40 € (0,L) and z° € H?((0,z0); R?) satisfying the compatibility conditions ([25)—(26) and
12°| 12((0,20)iR2) < 00(Th),  |ws0 — o] < Jo(Th),

there exists a unique solution (z, zs) € C°([0,T1]; H2((0, x0); R?)) x C*([0, T1]; R) to the system (21)—
satisfying

|Z(t, )| 2 ((0,0)%2) + |2s(t) — 0| < B (113)
and such that (111)) holds on (0,77) in a distribution sense. From (113)), Lemma and (112)),
|2(T1, ) 12 ((0.w0)r2) < 00(Th),  [25(Th) — ol < do(T1). (114)

Moreover, the compatibility conditions hold now at time ¢ = T} instead of ¢ = 0. Thus, from Lemma
there exists a unique (z,z;) € CO([Ty,27T1]; H*((0,z0); R?)) x C*([T1,2T1]; R) solution of (21~
(23) on [T1,2T1] and holds on (71,2T1) in a distribution sense. One can repeat this analysis
on [jT1,(j + 1)T1] where j € N*\ {1}. Setting §* = do(T1), we get that holds on (0,T)
for any T > 0 in a distribution sense along the C°([0,T]; H2((0,z0); R?)) x C*(]0,T];R) solutions
of the system f. In fact, it also implies the global existence and uniqueness of (z,xs) €
CO([0, +00); H2((0, z9); R?)) x C*([0,400); R) solution of (2I)-(23)) and the fact that holds on
(0, 4+00). This concludes the proof of Theorem O
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5 Extension to a general convex flux

We can in fact extend this method to a more general convex flux. Let f € C3(R) be a convex function,
and consider the equation

Oy + 0:(f(y)) = 0. (115)

For this conservation law, the Rankine-Hugoniot condition becomes
flyt,z(0)7)) — fly(t,2s(t) 7))
y(t,zs(t)F) —yt,zs(t)") 7

and, let (y*,zo) be an entropic shock steady state of (L15)—(116]), without loss of generality we can
assume that y*(z) = —1 and y*(2y ) = 1, thus f(1) = f(—1). Then, for any zo € (0, L), we have the
following result:

Ty =

(116)

Theorem 5.1. Let f € C3(R) be a convex function such that f(1) = f(—1) and assume in addition
that

(1) =21 and |[f'(-1)] > 1. (117)
Let v > 0. If the following conditions hold
we (rmiren iem) < (T o) 0
k2 < e (1 _ f’(l)%l (b1 17_6_‘3;:0 + by 1;;2:?)) , (118D)
k2 < eV (E—20) (1 — \f’(—1)|%2 (b1 17_;;::0 + by 1;;;:;:(:0)» ; (118c)

then the steady state (y*,xo) of the system (115)), (116)), , is exponentially stable for the H?-

norm with decay rate /4.

One can use exactly the same method as previously. We give in Appendix [B] a way to adapt the
proof of Theorem

Remark 9. One could wonder why we require condition (117). This condition ensures that there
always exist parameters b; and k; satisfying (L18]).
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6 Conclusion and Open problems

The stabilization of shock-free regular solutions of quasilinear hyperbolic systems has been the subject
of a large number of publications in the recent scientific literature. In contrast, there are no results
concerning the Lyapunov stability of solutions with jump discontinuities, although they occur naturally
in the form of shock waves or hydraulic jumps in many applications of fluid dynamics. For instance,
the inviscid Burgers equation provides a simple scalar example of a hyperbolic system having natural
solutions with jump discontinuities. The main contribution of this paper is precisely to address the
issue of the boundary exponential feedback stabilization of an unstable shock steady state for the
Burgers equation over a bounded interval. Our strategy to solve the problem relies on introducing a
change of variables which allows to transform the scalar Burgers equation with shock wave solutions
into an equivalent 2 x 2 quasilinear hyperbolic system having shock-free solutions over a bounded
interval. Then, by a Lyapunov approach, we show that, for appropriately chosen boundary conditions,
the exponential stability in H2-norm of the steady state can be achieved with an arbitrary decay rate
and with an exact exponential stabilization of the desired shock location. Compared with previous
results in the literature for classical solutions of quasilinear hyperbolic systems, the selection of an
appropriate Lyapunov function is challenging because the equivalent system is parameterized by the
time-varying position of the jump discontinuity. In particular, the standard quadratic Lyapunov
function used in the book [3] has to be augmented with suitable extra terms for the analysis of the
stabilization of the jump position. Based on the result, some open questions could be addressed.
Could these results be generalized to any convex flux, especially when is not satisfied? As we
show the rapid stabilization result, is it possible to obtain finite time stabilization? Could we replace
the left /right state at the shock by measurements nearby or by averages close to the shock? If not,
could the error on both the state and shock location be bounded?

Acknowledgement

The authors would like to thank Tatsien Li and Sébastien Boyaval for their constant support. They
would like also to thank National Natural Science Foundation of China (No. 11771336), ETH-ITS,
ETH-FIM, ANR project Finite4SoS (No.ANR 15-CE23-0007), LIASFMA and the French Corps des
IPEF for their financial support.

Appendix
A  Proof of Lemma [3.1]

Proof. We adapt the fixed point method used in [3, Appendix B] (see also [25] [31]). We first deal with
the case where
T € (0,min (zg, L — z0)). (119)

For any v > 0, x50 € R and z° € H2((0,z0); R?), let C, (2", z4) be the set of
z € L=((0,T); H*((0,20); R?)) n WL ((0,T); H*((0, z0); R?)) N W2°((0,T); L*((0, z0); R?))
such that

12| Lo ((0.7): 2 ((0.0):E2)) S V5 (120)
|Z| w100 ((0,7): 51 ((0,20):82)) < Y, (121)
|Z| 2,00 ((0,7):L2((0,20):R2)) < Vs (122)
z(-,w0) € H*((0,T);R?)),  |2(-,20)|a2((0.1)m2)) < V2, (123)
z(0,-) = 2°, (124)
2,(0,-) = —A(2", -, 24(2(-, 7)) (0)) 23, (125)

where we write x4(z(-, z¢))(t) in order to emphasize its dependence on z(-,z¢) in the following proof
and

s (2(,20))(t) = x80+/ 21(8,20) + 22(3, o)

. 12
; 5 ds (126)
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In (29,

. — al(z,x,xs(z(-,xo))(t)) 0
Atz aaat.20)0) = ; mnay@y) 02D
with
_ o (h ) — le(t’ xo) + 22(t, o) T
a2z ato)0) = (14 () o)) A (128)
.x — — x le<t7x0) + 22(tvx0> )
GQ(Z,$,$S(Z( ) 0))(t)) - (1 Q(ta ) + 2580 ) L — I’S(Z('7l’0))(t). (129)

The set C,, (2% x40) is not empty and is a closed subset of L>((0,T); L2((0,L); R?)) provided that
|2°] 1r2((0,20):R2) < 6 and |xso — xo| < J, with § sufficiently small (see for instance [3, Appendix B]).
Let us define a mapping;:
F: Cy(2”,m50) — L®((0,T); H*((0,20); R*)) N WH((0,T); H((0, z0); R?))
NW>%°((0,T); L*((0, z0); R?))
v = (v1,09)" — F(v) =2 = (21,22)" (130)

where z is the solution of the linear hyperbolic equation

zi + A(v,z,zs(v(-,20)) ()2, = 0, (131)
z(0,7) = z°(z), (132)
with boundary conditions
21 (t, O) = k121 (t, {L‘o) + blw(t), (133)
Zg(t, 0) = kQZQ(t, 1’0) + bg’l/l(t), (134)
where
P(t) = xo — x5 (v (-, 20)) (1) (135)

In the following, we will treat z; in details. For the sake of simplicity, we denote

filt,z) == a1 (v(t,x), z,zs(v(:, 20))(¢)). (136)

It is easy to check from ([128]) that if v is sufficiently small, then fi(¢, z) is strictly positive for any
(t,z) € [0,T] x [0, z0]. Let us now define the characteristic curve & (s;t, z) passing through (¢, x) as

W = fl(S,fl(S;t,l')),

&t x) = .

(137)

One can see that for every (¢, ) € [0,T] x [0, xo], &1(+; ¢, ) is uniquely defined on some closed interval
in [0,7]. From (I19), only two cases can occur (see Figure [2): If £(£;0,0) < z < o, there exists
B1 € [0, x0] depending on (¢, x) such that

B =¢&1(0st, 7). (138)
If 0 < x < &(;0,0), there exists o € [0,t] depending on (¢, ) such that
&(ag;t,x) =0, (139)
and in this case, there exists 1 € [0, 2] depending on a; such that
711 = &(0; a1, o). (140)

Moreover, we have the following lemma which will be used in the estimations hereafter (the proof can
be found at the end of this appendix).
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Lemma A.1. There exist vy > 0 and C > 0 such that, for any T satisfying (L19)), for any v € (0, vo]
and for a.e. t € (0,T), we have

|f1t ) <O, |f1z(t,)]g < C, Ifu( o < Cv, (141)

|8:C§1(87 ) )|0 < C’v |8t€1(s;t7')|0 7 s € [Ovt]v (142)

|8w61(t’ )‘0 < O, |( Lﬂl( )) |0 (143)

10810 < C, | (@B1(t,) o < (144)

Beon(ty )y <€, |(@uan(t, ) { c, (145)

|a$71(ta )|0 C’ }( x’h( ) 1}0 a (146)
T

/0 10181 (t, 20) | dt < Cv, (147)

/ " |0z (£, 2)|? da < C, (148)
0

/IO |ar$ﬂl(t7x)|2dx < CVv (149)
0

/wo |0pey1 (t, 2)|° dz < C. (150)
0

In these inequalities, and hereafter in this section, |f|o denotes the C°-norm of a function f with
respect to its variable and C may depend on xg, Tso, Vo, k1, ko, by and bs, but is independent of v,
T, v and z.

Our goal is now to use a fixed point argument to show the existence and uniqueness of the solution
to f. Firstly, we show that for v and ¢ sufficiently small, F maps C,(z°, r4) into itself, i.e.,

]:(CV(ZvaSO)) C O (Z ISO)

Then, in a second step, we prove that F is a contraction mapping.

1) F maps C,(2°, z50) into itself.
For any v € C,,(2z°, 74), let z = F(v), we prove that z € C,(2z°, 74). By the definition of F in (130)),
using the method of characteristics, we can solve (131)) to (134) for z; and obtain that

() = {klz?m) +Fhip(en), 0<z<&(0,0), )

(B1), &(40,0) <z < .

Using the change of variables and from 1 we have

Obviously z verifies the properties (124 Next, we prove that z verifies the property (123).
-D

/OT zl(t7x0)2dt—/0 281 (t, x0)) C/ (22(x))?d. (152)

In (152)) and hereafter, C' denotes various constants that may depend on g, xso, Vo, k1, k2, by and
ba, but are independent of v, T', v and z. Similarly, by (144)), we obtain

T T
/0 oot 20)2dt = /0 (20 (B (t,20)) s Bu (1, 30))2dt < C / 20 (2)2da. (153)

From (147) and using Sobolev inequality, one has

/O tht(tafCO)th:/O (200 (B1(t,20)) (BB (¢, 20)) + 215 (B (t, 20)) st B (£, o)) 2t
(154)

N

o T
c / (20, (2))2d + 2120, 2 / (OuebBi (£, x0))? dt
0 0

< C12 2 (0,00)m) -
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Combining 7, we get
|21 (-, 20) | F2((0,7)R) < C|Z?\H2((0,zo);R)~ (155)
Applying similar estimate to zo gives
|22 20) | 2 ((0,1y:) < C125| 2 ((0,.20)R) - (156)
From and , we can select § sufficiently small such that
|z (-, 20) |52 ((0,17):R2) < v (157)

which shows both the regularity and the boundedness property (123). We can again use the method
of characteristics to prove properties (120)-(122). For a.e. t € (0,7,

0 ; .
() = kézlw(’Yl)@x’h +b1¢(a1)0z01, 0<z<&(0,0), (158)
21 (B1)0zP1, &1(£;0,0) <z < 0.
klz?m(’yl)asz’yl + klz?mm(ﬁyl)(afryl)z
; ~ L 0<z<&(£0,0),
Z1aa(t, ) = { +01p(a1)(8zan)? + bitp(ar)dezcn = <&l ) (159)

Z?z(/gl)aaw:ﬁl + Z?xm(ﬁl)(azﬁl)Q, 61 (t,0,0) < <X

Note that the last equation is true in distribution sense but shows that 21 € L>((0,T); H2((0, zo); R)).
We first estimate |z|ro((0,1);52((0,20);R2))- From (126 and (135]), using Sobolev inequality, we get

[Ylo <|zso — xo| + C|v (-, 20)| 2 ((0,7);R2) (160)
Wo <CIv(5 20) | H2((0,1):R2) 5 (161)
[Plo <CIV(,m0)|H2((0,1):R2)- (162)

From (51), (I58) and (I59), we can compute directly using (43), (I35)(I46) and (T48)-(I50) that

xo o
| e < (@510, + 2 @) ) [ @)+ 2Birolul,
0 0 (163)
< (| |H2((o zo)R) T [Ts0 — zol? + |V('7$0)|§{2((0,T);]R2))7
x0 Zo
[ e <(0u51(60ly + 28 02 (8 ) [ (a2 + 20080100 (1)
0 0 (164)
SC2 32 (0.20)m) T [V 0) 32 0,7y 82))
xo Zo
| e < (210:5000 )5+ 12 0 () [ (8P
0 0
o2 [7 2 a1 2 [ 2
+2 |z1$‘0 |0 51 (8, ) |“dx + 4K7 ‘le’o |0rey1 (t, )| *dx
0 0 (165)
To . . o
Ao, (to)l} [ (et Pde + R0 [ Bracn (t.0) P
0 0
SC(12 72 ((0.20)m) T V(5 20) |2 (0. 7):82))-
Combining (163)—(165)), we obtain
|21(t, )2 ((0.00)R) < CUZL H2((0,00)m) + 1750 — Zo| + [V(, Z0) | m2((0,1)2)); (166)
Similarly, one can get
|22(t, )| 12 ((0,00)%) < C23 |2 ((0,00)%) + |50 = To| + [V (-, @0) |2 ((0,7)m2))- (167)

Noticing from v € C,,(z°, z5) that

IV (-, 20)| 2 ((0,7)m2) < V7,
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thus by selecting § and v € (0, 1] sufficiently small, in addition to the previous hypothesis on §, we
have indeed
|z(¢, ')|H2((0,9c0);]R2) <v, ae te(0,7T), (168)

which proves (120]). The same method as to prove ([168]) enables us to show that z; verifies also (121])
and (122). One only has to realize that

ans(t ) = 4 F17 00 + bb()dhon, 0 <@ < &(5:0,0),
" 20,(B1)OB1, & (40,0) <z < xo.

() = K120, (1) 0y + k120, (71)(9671)? + bih(an) (Oran)? + biib(an )diar, 0 <z < £1(¢;0,0),
b Z?a:(/ﬁl)attﬂl + Z?xm(ﬂl)(atﬁl)Qa f1(t; 0,0) < T <X
k1295 (71)02(9m) + k12150 (1) (0271 0im1) ,
it 7) = 4+ brip(an) (Grndeas) + byip(an)ds(@pay), O L < &(E:0:0)
Z?w(ﬁl)a’v(atﬁl) + Z(l)za:(ﬁl)(awﬁlatﬂl)’ €1(t’0a0) <z < o,

and to estimate fl(too |0y |?d, fgo(t_o 0) |04 81 |*dz, fol (5:0,0) |5‘ N |2d:c fogl(too) |02 (0pv1)|?dx,

fl(tOO) 10, ( atﬂl)\Qd:z: and f&(too |05 (9y1)|?dx similarly as in (148)-(I50) using the fact that v
belongs to (0, T); H2((0, 0); R2)) N WL ((0, T); H1<<o,xo>;R2>> n W2’°°<<0,T>; L2((0, 20); R?))
with bound v in these norms.

We can clearly perform similar estimates for zo. Consequently there exist § and v; € (0, 1]
sufﬁciently small depending only on C such that, for any v € (0,v1], z = F(v) verifies properties

(120)—(125) and therefore F(C, (2", z50)) C C, (2", z50).

2) F is a contraction mapping.
Next, we prove that F is a contraction mapping satisfying the following inequality:

[F(v) = F (V)| Low ((0.1):22((0,00)82)) + MIF (V) (-5 20) = F(9) (- 20) | 12((0,1)2)
M ) (169)
|V_V|L°° ((0,7);L2((0,z0);R?)) + = D) ‘ (',-730) _V('ax0)|L2((O,T);R2)7

l\D\»—t

where M > 0 is a constant. We start with 21, and with the estimate of |21 — Z1 |5 ((0,7);22((0,20);R))-
For any chosen v and ¥ from C,(z°, z4), without loss of generality, we may assume that £1(t;0,0) <
£1(t;0,0), where & is the characteristic defined in ) associated to v. From , we have

Zo
/ |z1(t, ) — 21(t, 2)|* dx
0

£1(£;0,0) -
- / k120(31) — k122(7) + brob(en) — br(an)|? de
0

Zo

£1(¢;0,0) _ _
+/§ IZ?(ﬂl)—(klz?(ﬁl)+b1¢(@1))l2dx+/ 21 (B1) — 21 (B1)]* da. (170)

1(t;0,0) £1(t;0,0)
From the definition of ¢ in (135 and ([126)), using Sobolev and Cauchy-Schwarz inequalities, we have
£1(#;0,0) ~
/ b1ip(ar) — butp(an)| da
0

:/51(t;0,0) b% /al U1(871'0) -+ 1)2(871'0) ds /al @1(37.%0) + @Q(S,xo) ds'Q o
0 0 0

2 2
) ) £1(¢;0,0) )
<C|v(+,20) = V(+, 20)|2¢(0,7)r2) T C‘v('axO)‘H2((O,T);R2)A log — an|” da. (171)

By the definition of v in (140]) and the corresponding definition of 4; and using (142)), we obtain

£1(t;0,0) 0 0 ) 02 £1(t;0,0) 5
L o0 — kG0 e < Ot ongmy [ =P (72)
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Combining (170)—(172), we get
)
/ 21 (t2) — 51 (8, 2) 2 do
0

012 9 gl(t;oao) 9
<O ra 0maremy + 190 20) Bra o.mymny) / o — &P de

£1(£;0,0)

o _ _
+ 120 32 (0,00)m) / 181 — B | d + / 129(81) — (k120(71) + budh(an)) [ dee
51 (t;0,0) fl(t;0,0)
+ Clv (-, zo) — (-, 330)|2L2((0,T);R2)- (173)

We estimate each term in (173)) separately. By the definition of 3, in (138 and the corresponding
definition of 31, we have

[ |61 — ﬂ_l|2 dr = [ |€1(0;t, x) — fl(O;t, 1:)|2 dx. (174)
£1(;0,0)

£1(¢;0,0)

Now, let us estimate |¢(0;¢, ) — & (0;¢, x)|. From the definition of 2, in (126) and the definitions of
&1 and &, see (137)), we get for any s € [0,¢] that

&1 (sst, ) — Ea(sit, @)
:]/ f1(0,§1(0;t,1:))d0—/ f1(9,§1(0;t,x))d9‘

¢ v1(0,x v9 (0, x T
g/s(K””l”’&)‘& e O))xs<v<-,xo>><0>is<v<-,xo>><9>

. /9 ’Ul(a,xo) — 1_}1(04, :L’O) =+ UQ(Q,Io) — 52(0[,1’0) dOl) do
0 2
t _ _
X0 _ — — 1}1(9,1‘0) + U2(0,Z‘0) Ul(a,l‘o) + ’Ug(e,l‘o)
+/S xs(‘—,(.7x0))(9)‘ v1(0,61) — 01(6,61) + & S &1 oz dé
t
<OV (- 20) — ¥(» @)l 2017 + C’u/ €0(651, ) — & (8: , )| d
. S
+C [ (6, 60(658,2)) - 00,6658, (175)
From (175]), we get for v € (0, 1] sufficiently small and for &, (¢;0,0) < x < zo that
& (5t @) — & (5t @) | eo(o,:r) SCIV(20) — V(5 @0) | L2((0,7):R2)
t
w0 [u@.60a) - n@.a@ ). (T6)
0
Thus, from ((174) and (176]) we have
o _
[ B = B1]? dx <C|v (-, o) — ‘_’("$0)|i2((o,T);R2)
£1(;0,0)
xo t 2
co [0 ([ .6t - 00.E@ L) @) d
& (t:0,0) \Jo
<CWv(,20) = V(5 20) |72 ((0.7)m2)
t o _ _
vo [ &) — 0100605 t0)) P do
0 J& (t:0,0)
<Cv(:,20) = V(- 20)|72((0.1)2)
+ Clor = afie 1y 22(0,00)0))- (177)

The last inequality is obtained using the change of variable y = & (0;t, ), well-defined for 0 < 0 < t <
T and &(£;0,0) <z < . Let us now estimate [ — Gi1[2((g.¢, (1:0,0)r)- Without loss of generality,
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we may assume that a3 < @;. By definition of a; in (139) and the corresponding definition of &, we

have .

/ fi(s, & (s;t,x))ds = = fi(s,&1(s5t,x))ds. (178)

ay
Hence, similarly to (175]), we get

1

lar —aq| < -
inf
(t,z)€[0,T]x[0,z0

t
<C|V(', (E()) - \_’(', xO)|L2((O,T);R2) + CI// |£1 (0, t7 £C) - 51 (0, t, 15)‘ df

171 (¢ x)|[ |f1(s, & (s58,2)) = fuls, Eu(sit )| ds
] ’ o

+ C[ lv1(6,&1(0;t,2)) — 01(0, & (05, x))|db. (179)

Similarly to the proof of (176)), for v € (0, 1] sufficiently small, we can obtain that (note that & (s;,z)
and &;(s;t,x) for any s € [ay,t] are well defined as we assume that a; < a;)

€158, 2) = &1(5 8, @) | coray im) SCIV( o) — V(- 20) |22 (0,1)R2)
t
+C [ 10,6000 - 0.6 @) 0. (150)
Using this inequality in (179)) and performing similarly as in (177)), we can obtain

£1(£;0,0)
_ 2 — _
/0 lan — au|” do < OIv(:,20) = 9(,20) T2 ((0,mym2) + Clv1 — 0l Ees ((0,7):22((0,00) %)) (181)

Let us now focus on the estimation of the term fél(gg)”oo)) 129(81) — (k129(71) + bip(ar))|? da in (T73).
Using the compatibility condition , we have

£1(t;0,0) _
/ 120(81) — (k120 (30) + byib(n)|? de
13

1(t;0,0)
El(t;070) 0 0 0 0 — 2
= /5 Lopy 1) = HO 4 R0) — (A + () o
13U,
£1(¢;0,0) _
=/ oo 120(B1) — 20(0) 4 k129 (o) + b1(zo — ws0) — (k120 (1) + biap(@n))|? da
£1(t;0,0
) £1(t;0,0) ) ) £1(¢;0,0) )
Cltlpomm [ 18P de+ Clnoegmy [ - da
€1 (0, €1(£:0,0)
&1 (¢;0,0) a1 — _ 2
+C 00, /0 01(s, o) ;UQ(S“TO) ds’ dx. (182)
El(t;070)

We first estimate |B1|% dx. As &i(s;t, x) is increasing with respect to s € [0,¢], we have

ﬁl(t;070)
81| <& (@t @) = |&(anst,a) — & (anst, o) < & (st @) — &0t @)ooy 4:R) (183)

then by (180) and performing the same proof as in (177)), we get

El(t;0,0)
/5 oo |B11* dx < C|v(-,20) = V(- 20) T2 ((0,1)m2) + Clv1 = 01T ((0,7):02((0,00):R)) - (184)
145U,

Let us now look at the second term in ((182)), from (142)) and the definition of 41, we have

£1(t;0,0) €1(:0,0) _ _
/ o — 1 dar — / 160050, 0) — £.(0; a4, 20) 2 da
£1(t;0,0) £1(¢;0,0)
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£1(;0,0) £1(t;0,0)

< |at§1|3/ lay |* dr < C/ oy |? da. (185)
£1(;0,0) £1(;0,0)
It is easy to deal with the last term in (182)), one has
£1(£:0,0) | par 5 T 2 £1(£;0,0)
/ / 1 (s, 70) ;vz(s,xo) ds‘ dr < C“_’(on)‘%[?((O,T);R?)/ |G |2 da. (186)
£1(¢;0,0) 0 £1(¢;0,0)

Thus, we only have to estimate [ él((tt.z)o’oo)

€1(s;t,x) is increasing with respect to s € [@y,t] and that &' (-;¢,2)(81) = 0, we obtain

a1 <& (5t2)(B1) = & (5t 2) (By).

) |@1|? dx. Noticing that for any fixed (¢, ), the characteristic

Moreover,
&7 (5ta)(Br)
srav | fi(s: €1 (s:,)) do,
t

&t (B
BL=x +/t fi(s; &1 (s;t,x)) d6.
Then similarly as for , we can prove that
&7 (st ) (Br) — &7 (st 2)(B1) | OV (-, 20) = V(- 0) | L2(0,1)
"‘CV/; €105 t,2) — £1(6; ¢, )| dO

THeita)(Br)
t

+C _ |’U1(9,€1(9,t,$)) _ﬁl(evél(eatax))lde
&1 (5t,m) (B1)
Thus, similarly as in the proof for (181f), we get

£1(¢;0,0) ) )
Loyl SONG0) = 90 oy
1LY,

+ Clor = 01T (0,122 (0,208 (187)
Finally, using estimations (184)) and (185)—(187)), (182)) becomes

&1 (¢;0,0)
/ 122(81) — (k122(71) + buap(an)? do
El(t;0,0)

<C(I12 1 H2 ((0,20)m) T |‘_’('7950)|12L12((0,T);R2))(|V('a$0) = V(- 20) 2 ((0.7)%2)
+ o — 171|2i°°<<o,T>;L2<<o,mo>;R>>)~ (188)

Combining ([73), (79, (T51) and (T58), we get

21 = 2113 (0,922 ((0,00)iR))
< C(|Z§)|%{2((O,z0);ﬂ£)+|‘7("xO)'%{?((O,T);RQ)) (|V('a1’0) - v(, x0)|%2((07T);R2) + |v1 — 171|2Loo((o,T);L2((o,x0);R)))
+ Clv(,m0) = V(- 20) 7207y m2)-  (189)
We are left with estimating |z(-, 7o) — Z(-, Z0)|L2((0,7);r2) in order to obtain . Here we give the
estimation for z;. Using , we get

T
/ |Zl(t,1‘o) — 51(t,170)|2 dt
0
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T
- / 120(61(0: £, 20)) — 20(E (05 £, 20) 2

0 .
<L [ 16(0itm0) — st )
<CI20 220,20y [V (5 20) = V(-5 20) [ F2((0,.7)m2)
+ Cl 2 (000)) / ) / or (6, E4(6: 1, 20)) — 010,601, m0))|2 dB
<0‘2?|%12((0,m0);111<)|"('> zo) — V(- x0)|2L2((0,T);R2)
+ Cl22 2 0.0)8) / ' /9 o 0.60(6:.00)) — 00,6 (6t ) dt
<O121 52 (0,00):) (\V('aﬂﬂo) = V(- 0) | 22(0,r)m2) + V1 — "71|iw((0,T);L2((o,zo);R))> : (190)

The last inequality is obtained by changing the variable y = &;(0;t, o). Similar estimates can be
done for zp. Hence, from (189) and (190]), there exists M > 0 such that for ¢ sufficiently small and
v € (0,15], where vy € (0,11] is sufficiently small and depends only on C, we have

|2 — 2| Lo ((0.1):22((0.20)m2)) + M |2(- w0) = Z(-, 0)| L2 ((0.7)m2)
o " (191)
SV = Ve r)iL2(0,20)72) + 5 V0 20) = 0 20)[22((0,7)82) -

Hence F is a contraction mapping and has a fixed point z € C, (2% x4), i.e., there exists a unique
solution z € C,(2°, x40) to the system ([2I)—(23). Noticing (126), we get that z, € C*([0,T];R). To
get the extra regularity z € C°([0,T]; H((0, z9); R?)), we adapt the proof given by Majda [33, p.44-
46]. There, the author used energy estimates method for an initial value problem. Using this method
for our boundary value problem, we have to be careful with the boundary terms When integrating
by parts. Substituting v by z in ¢(¢) and f;(¢,z) in the expressmn of z14, 21z In and .,
noticing 7 and computing similar estimates as in and ( -, we can obtaln the “hid-
den” regularity z,(-,z0) € L*((0,T);R?) and z.. (-, z0) € LQ((O,T);RQ) together with estimates on
|22 (-, 20) | L2 ((0,7);r2) and |Zz2 (-, Z0)|L2((0,7);r2), Which are sufficient to take care of the boundary terms
when integrating by parts. This concludes the proof of the existence and uniqueness of a classical
solution z,(t) € C'([0, T];R) and z € C°([0,T]; H?((0,20); R?)) in C, (2°, z50) to the system (21)—(23)

replacing v with z and then applymg (156)). Noticing the definition of x4 in (126)) and applying
(155)(156) again, the estimate for the |z4(t) — xo| part follows.

Next, we show the uniqueness of the solution in C°([0,7; H?((0,z0); R?)). Suppose that there is
another solution z € C°([0, T]; H2((0,z0); R?)), we prove that Z € C,(z°, z4), for § sufficiently small.
To that end, assume that z(t,-) = Z(¢,-) for any t € [0,7] with 7 € [0, T] If 7 # T, by (28), for ¢
sufficiently small and as z € C°([0, T7; HQ((O, 7o); R?)), one can choose 7’ € (7,T) small enough such
that z € C,(z(7),xs(7)) with T is replaced by 7" — 7 and by considering 7 as the new initial time.
Thus, z(t,-) = Z(t,-) for any ¢ € [0,7']. As |Z(t, )| m2((0,z0);r2) is uniformly continuous on [0,77], and
as, moreover C' and v do not depend on T, we can repeat this process and finally get z(¢,-) = Z(t, -)
on [0,T7.

For general T' > 0, one just needs to take T} satisfying and, noticing that C' and v do not
depend on T7, one can apply the above procedure at most [T/T1] + 1 times. This concludes the proof

for T satisfying (119)
The estimate (28)) for |z(t, )| g2 ((0,2,):r?) Part can be obtained from estimates (166] - by firstly
li

of Lemma [3.1] O
Proof of Lemma[A.1l From (137), we have
0%¢1(s;t, 1) 8{1(5 t x)
Js0x = Jie
(192)
o6 (t;t,x) 1
Oz o
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=g (s;0,x,)

\j
x

Figure 2: Demonstration of the characteristics.

and
0%¢1(s5t, 1) g 0& (s t, )
osot " a7
0&1(s;8,) | O06i(s;s,2)
Os * ot =0
Thus,

Ou&1 (551, ) = e Ji Fra (010t
Qi1 (s;t, ) = — fu(t,z)e” o 1= @& Ot o,
From (194)—(195)) and noticing 51 = &1(0;¢, x), we have

ot Or
From ([194)), noticing &;(aq;t,2) = 0 and by chain rules, we have

day 1 o~ Jay fra(sga(sit,2)) ds

% T f1 (041, 0) ’
and as v1 = &1(0; a1, xg), we obtain from (195 that

671 . d71 8al o fl(alax())e— foal flm(s,fl(s;al,zo))ds—f(il f1z(s,€1(s5t,x)) ds

% - E 6$ o f1(041,0)
Observe that for a.e. s € (0,T) and z € [0, zo],

[vi(s,z)| < ’/ vlz(s,l)dl' + |v1(s,0)], V 6 € [0, 0]
0

OBt _ _ (b z)eJa fre@csotanae  OOL _ — i pioabita)) a0

(193)

(194)
(195)

(196)

(197)

(198)

(199)

and as vy is H! in  and its L?-norm is bounded by v, there exists 6 such that |v;(s,0)| < v/\/0,

therefore
‘,Ul (87 .’E)| < CVv

(200)

and similarly as v; is H? in z with the same bound and vy; is in L>((0,7T); H((0,20); R)) with bound

v from (121))
x €10, z0], |viz(s,z)| <Cu, for a.e.s € (0,T),
x € 10,z0], |vit(s,z)| <Cv, for a.e.s € (0,T).
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From the expression of f; defined in and using and - , after some

direct computations, estimates (141))—(146] b can be obtained. We now demonstrate the estimate (|147))
in details, while (148)—(150) can be treated in a similar way, thus we omit them. From ((196)), we have

t
0uby = (~Fult )11t (ot [ roa0, 61058, 2) B0 (65 .2 d0) ) i £ 0s 0,
0

Looking at (I36]), as v is only in L>((0,T); H2((0,z0); R?)) N W ((0,T); H'((0, z9); R?))
NW?2°((0,T); L*((0, 0); R?)), this equation is expressed a priori formally in the distribution sense.
Thus, we have to be careful when we estimate . By (136) and using estimates (141)), (142)), we
get by Cauchy-Schwarz inequality together with the change of variable y = &;(0;t, x0) that

2

T T
/ |04 B1(t, o) |* dt < Cv + C/ (0,61(05t,20))0:£1 (051, 0) dO| dt
0 0

T t
<CvtC / / 02, (6, 4(05 1, 20))026, (0: . w0) dOdt
0 0

T T
=Cv+ C/ / vim(ﬁ, &1(0;t, xo))affl(ﬁ; t, xo) dtdf
o Jo

T o
Cv+ C/ / v3.(0,y) dydo
o Jo

< COw. (202)

B Proof of Theorem [5.1]

First observe that, after the change of variables , , the new equations are

PO+ (41 - ) o2 ) 22—

o Ts
et (<004 () = P =) 42 ) s T =0,
ba(t) = f'Wa(t, wo) — f'(=1)za(t, x0)
s 2 + (Zl (t, CE(]) — ZQ(t, .’[0))
n (f(z1(t o) +1) = f'(D)z1(t,20) — f(1)) — (f(z2(t, o) — 1) — f'(=1)22(t, z0) — f(=1))
2+ (z1(t, xo) — 22(t, 20))

(203)

and the boundary conditions remain given by . Note that in (203)) the expression of &4 can actually

be written as
(W21 (t,z0) — f'(—=1)2a(t, x0)

iy(t) = 5 +0 (|z(t,x0)\2) ) (204)

Thus, to prove Theorem [5.1] if suffices to show Theoreml 4.1| with ( instead of (21f). We still
(31) 4.1

deﬁne the Lyapunov functlon candidate as prev1ously by Then Lemma [4.1) and Lemma
remain unchanged. To adapt Lemma [4.3] one can check that when differentiating V7, V5 and
V3 along the C? solutions of (203)), w1th associated initial conditions and noticing that under
assumption f(—1) = f(l), one has f'(—1) < 0, f/(1) > 0 from the property of convex function, we
obtain as previously (68} , and . but with f/(1)p; instead of p; and |f/(—1)|p2 instead of ps in
the boundary terms and uV; belng replaced by pmin(f’(1),|f'(=1)|)V;. Then, from and dealing
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with Vy, we finally get:

dvi  dVy
- s
g ST etV

+max{@1, 62} Vi

€1 €9
_ g g1 +¢
+ [;Opl(kf —e (1) + 182f’(1)2] 23 (wo)
T _Bzg €1+¢€
# |2  — D+ T2 D) oo

_ KmQ

xZ X
+f'(1) [—20p151k1 ~ Zhi(e”m — ki) + n] 21(20) (25 — )
Ts Tg

_kzo

Bale™ 5 —ky) + H} 2a(0) (s — 0)

(—1)] | =222 poboky — —
D] | -2 2oty - 2

X x x X
S )+ 2B 0] - () - 2 pabal D) ] o 0

+ 0 (|2l g2 + zs — z0])?)

(205)

and a similar expression for V5 + V5 and V3 + Vi as previously. Thus Lemma still holds but with
A now defined by

_um €1+¢
an=pie” T — K1) - S (), (206)
’ 1\ P1, k= 1\ B
a1z = az1 = f'()pibiks + f (1)5(3 no—ki)— f (1)57 (207)
x _pzg €1+¢
az = pa(e” % — K (1) - T2 DR, (208)
— X 8

Lo
L —

Lo

Ty Pa, _no ,
P — k) —|f (-1
B k) - I (D)

Lo

ags = azy = |f'(—1)]

x0p2b2k2 + |f/(—1)‘ (209)

K
27

azs = —p1b3 f'(1) —

T D)+ b f (1) + el (D) = (210)

instead of f. We can then choose pi1, p2, p1, P2 as previously by f and A becomes
again diagonal with the expression of its elements given by

L—IQ

asg = 5 (Dbie ™ + ZIf (=Dlbe = — (211)
k1 (1 wzg g f(1)? pe #g
WP o SPEDE [ -
T (1—k3em )— Tz [bl(e o= 1)+ b — 1)} ; (213)

instead of (102)), (T05) and (106) respectively. Then to prove Theorem [4.1]with (203) instead of (21)),

we only need to show now that under assumption there exists ¢ > v and x > 1 such that
a;; > 0,1 =1,2,3 and such that holds where ©;,7 = 1,2 are still defined by . But this can
be checked exactly as in the proof of Theorem With condition , one can now check as in
Remark [4] that there always exist parameters b; and k; such that conditions are satisfied.
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