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I. INTRODUCTION

Single Photon Emission Tomography (SPECT) is well

known to be limited by the trade-off between spatial resolution

and sensitivity, fixed by the collimator. This trade-off can

be enhanced by adapting the field of view of the system to

the imaged object. Thanks to the compactness of CdZnTe

based detectors, adaptable configurations are achievable, in

particular, dynamic positioning of detection heads. Dynamic

adaptation of the field of view during the acquisition depend-

ing on the object characteristics can improve the image quality

obtained with the same amount of photons. This adaptability is

challenging because it needs real-time processing of the recon-

struction and real-time reconfiguration. A previous work [1]

proposed an algorithmic solution to process the reconstruction

online.

The aim of the present study is to use this reconstruction

method to reconfigure the system in real time, depending on

the estimation. The reconstruction process uses normalization

factors for each voxel of the object, in order to correct the non

uniformity of the visibility of the system in the object. For a

static system, these coefficients are computed upstream. But

in a dynamic configuration, these normalization coefficients

change with the configuration. Therefore, the reconfiguration

of the system implies the computation of normalization factors

in real time. Another issue raised by the dynamic reconfigu-

ration is the computation of a criteria depicting the amount

of information brought by all possible configurations, in order

to select the most effective one for the next step. This work

proposes a normalization technique achievable in real-time

to empower the adaptivity of the geometrical configuration.

Then, it proposes a criteria based on the Detective Quantum

Efficiency, an approximation of Fisher information fast to

compute. It concludes with a prompt comparison between a

classic acquisition and an adapted one.

II. SYSTEM CONFIGURATION

A. Detector and Collimation

A 40× 40× 5 mm CZT detector composed of 256 anodes

(2.5 × 2.5 mm each) and its readout system [2] is used to

detect emitted gamma rays. The resolution of the detector

is refined using 3D-positioning of measurements inside the

detector [3] [4]. We use a 20-mm-high collimator, with a pitch

of 2.5 mm, and square 1.5- mm-wide holes placed at 15 mm

Fig. 1. Flexible configuration for cardiac imaging used in this study.

from the surface of the detector. This configuration enables a

sensitivity of 1.5× 10−4 and a spatial resolution of 8 mm at

15 cm from the object.

B. Geometrical Configuration

We study the case of a flexible cardiac imaging system with

10 independent detection heads placed on a 120-degrees-wide

arc around the patient, at 220 mm from the center of the object

to be imaged, in the spirit of the architecture proposed by

Spectrum Dynamics (Fig. 1). Each head can rotate on itself

independently from others along the y-axis with 21 determined

orientations that covers 40 degrees with steps of 2 degrees.

Heads are made of 4 modules placed on the same line, their

size is thus 40 × 160 mm. Using this flexible configuration,

heads can be oriented a longer time to the regions of the body

which bring the most information.

C. General Method and Reconstruction Algorithm

The adaptation of heads orientations is made from the

result of the reconstruction from previous measurements. As

illustrated in Fig. 2, the previous intermediate estimation of

the object is used to determine the information brought by

each orientation and each head of the system. The time spent

by one head orientation is then computed depending on the

distribution of information of that head among all the possible

orientations.

A more accurate configuration empowers a better acquisi-

tion of more informative measurements, which leads to a more

exact estimation. The system can then be re-adapted depending

on this new estimation, and so on.
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Fig. 2. Process used to dynamically adapt the configuration of the system.

Because the adaptation of the configuration is made depend-

ing on previous estimations of the object, an intermediate esti-

mation of the object must be calculated during the acquisition,

and thus requires real-time computing of the reconstruction. A

previous study inspired from OSEM [5] proposed an algorithm

(Partial LMMLEM-MC) using list mode MLEM [6]. Usual

OSEM algorithms sort events depending on their location.

Because of the temporal modifications of this system, we

propose to sort events depending on their acquisition time.

Each group of measurements is the result of one configuration

of the system. Groups are used for the update of the next

intermediate estimation of the object.

Intermediate estimation O(g+1) from the (g + 1)th group

is obtained from temporal group Kg of events k using the

following update formula:

O(g+1)
o = O(g)

o +
O

(g)
o

N (g)(o)
×

∑

k∈Kg

Rmk,o
∑

o′∈O
Rmk,o′O

(g)
o′

.

mk is the measurement corresponding to the kth event of

the group N (g)(o) is a normalization factor specific to the

configuration of the gth group taking into account the visibility

of the oth voxel. Rmk,o is the probability to get a measurement

in mk, knowing an interaction in the object in the voxel o.

Because of the huge size of the matrix R representing the

system model, its coefficients are computed on-the-fly instead

of being stored. This computation is achieved by decomposing

the model into three sub-models: the detector model, the

collimator model, and the geometry model. More details on

this reconstruction method are presented in [1].

III. NORMALIZATION

Normalization coefficients N(o) correspond to the proba-

bility for a voxel to be detected by the system:

N(o) =
∑

m

Rm,o.

Its computation is more and more complex when increasing

the number of possibilities of measurements m. Moreover,

these normalization factors must be computed in real-time,

before the reconstruction process.

To make this process fast enough, the model of the system

is still considered as the succession of the detector model,

the collimator model and the geometry model. Detector co-

efficients are obtained once for all the acquisitions. Non uni-

formity due to the detector is corrected before processing the

measurements. Assuming that the variation of the sensitivity of

the collimator evolves only with the distance from the source,

the normalization of the collimation is solved using Monte

Carlo sampling technique presented in [1]. Indeed, the retro-

projection through the collimator is uniform with the depth.

The non uniformity in depth is naturally corrected by picking

retro-projected events uniformly among z axis.

Only the normalization factors relative to the geometry have

to be computed after each re-configuration. Thus, the visibility

of each voxel for the next configuration have to be calculated

before the next reconstruction process begins. We refer to

visibility as the amount of time spent on each head in such a

position that the voxel is in the field of view:

N(o) =
∑

α

∑

β

t(α, β)× FOVα,β(o)

where t(α, β) is the time spent by α head in the β orientation,

and FOVα,β(o) is equal to 1 if the voxel o is in the field of

view of the oriented head, 0 otherwise.

When the setup widely covers the imaged volume, this

normalization map is quite uniform. But the normalization

step becomes essential when the configuration is focused on

a precise region of the volume.

The complexity of process can be represented by the number

of calculation loops in the algorithm. Order of magnitude of

complexities of real-time processes can not exceed those of the

reconstruction process. The complexity of the reconstruction

process crecons depends on the number of event per group Nk,

the number of voxels inside the volume of response Lm of a

detection m, and slightly on the number of voxels representing

the object (O) in some special cases:

crecons = Nk × 2× card(Lm)(+card(O)).

For the present configuration, its order of magnitude is 107.

Complexity of normalization cnorm process can be ex-

pressed as follows:

cnorm = Nα ×Nt × card(O),

where Nα stands for the number of heads, and Nt is the

number of time samples. Depending on the time sampling,

the order of magnitude of this complexity is also 107. We

thus consider that this process is calculable in real time.

IV. CONFIGURING THE GEOMETRICAL PARAMETERS

As illustrated in Fig. 2, the adaptation process depends on

a representative criteria of the information brought by each

possible setup. This criteria must also be computed in real-

time.

A. Fisher Information Matrix

The Fisher Information Matrix is often used to evaluate

system designs [7]. It can be expressed as follow [8]:

Fi,j = E

[

−
δ2

δOiδOj

lnp(m|O)

]

=
∑

m

Rm,iRm,j
∑

b Rm,bOb

,
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Fig. 3. Fisher information on a myocard phantom with a cold background
(a) and on a warm background (b)

where i, j and b are voxels of the object, m is a measurement,

and O is the supposed emitting object.

The computational load to get the Fisher Information Matrix

is unmanageable in a context of 3D imaging. One commonly

used method [9] consists in reducing the Fisher Information

Matrix to its trace. Thus, covariance terms of a voxel with

others are not calculated, and only its own variance is consid-

ered:

Fo =
∑

m∈M

R
2
m,o

∑

b∈O
Rm,bOb

.

Finally, the information brought by one head α for a given

orientation β about a specific object O correspond to the sum

of products of information given by the setup on a voxel o by

the activity O2
o of this voxel in the expected object:

i(α, β) =
∑

o∈O

∑

m∈M

R
2
m,o

∑

b∈O
Rm,bOb

×O2
o .

i(α, β) is a precise criteria corresponding to the amount

of information brought by the head α with β orientation

about the expected object. Fig. 3 maps the distribution of the

information on a myocard phantom, with a cold background

and a warm background. It is thus possible to determine the

most informative orientations for each head. The time spent

on each orientation is adjusted depending on the score.

The complexity cFisher of the computation of Fisher infor-

mation can be expressed as follows:

cFisher = Nα ×Nβ × card(O) × 2× card(Lm).

where Nβ is the number of possible orientations for each head.

In our context, the order of magnitude of this complexity is

2.1010. Computed on the 8 cores of our i7-3770 CPU, it took

40 minutes.

It is thus necessary to use some approximations on this

information in order to make the computation faster.

B. Detective Quantum Efficiency

One common approximation to evaluate the performance of

a particular configuration of a gamma camera is the Detective

Quantum Efficiency (DQE) [10]. It corresponds to the Fisher
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Fig. 4. Information get from matrix DQE on a myocard phantom with a cold
background (a) and on a warm background (b)

Information Matrix making the approximation that the source

is uniform. Thus, the expression on this criteria is :

DQEo =
∑

m∈M

R
2
m,o

ǫm
.

where ǫm isthe sensitivity of the mth measurement.

The information applied on a particular object is thus

i(α, β) =
∑

o∈O

∑

m∈M

R
2
m,o

ǫm
×O2

o.

As it is noticeable on Fig. 4, this approximation is quite

wrong when the background is cold, because the source is

not uniform at all. But when the object is placed on a warm

background, the distribution of information obtained with the

DQE criteria is close from the one we get with the Fisher

information. The approximation of the uniformity of the source

is indeed less wrong. Moreover, the case of an object to detect

on a warm background is more realist than an hot object on

a cold background.

The computation of this criteria is twice faster than the

criteria from Fisher Information :

cDQE = Nα ×Nβ × card(O) × card(Lm).

Computed on 8 cores, it still takes about 20 minutes, that is

still too long for our concern.

C. Analytic DQE

In order to make the criteria computation feasible online,

matrix representation of the model is discarded. An analytic

method to compute the DQE is proposed. Originally, the DQE

is defined as the ratio between the output SNR on the input

SNR. This can be rewrite in the following form [11] :

DQEα,β =
∑

a

ǫα,β ×
∑

n∈Na

PSF 2
a,α,β(v),

where Na is the neighbourhood of the voxel a. This neigh-

boorhood is given by the spatial resolution of the head (α, β)
for voxel a.

As illustrated in Fig. 5 , when considering the tangential

variations of spatial resolution as negligible, spatial resolution

Rs depends on the distance d between a voxel and the

collimator:

Rs = t×
f + h+ d

f + h
,

The 14th International Meeting on Fully Three-Dimensional Image Reconstruction in Radiology and Nuclear Medicine

83



Fig. 5. Determination of the spatial resolution.
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Fig. 6. Information get from analytic DQE on a myocard phantom with a
cold background (a) and on a warm background (b)

where t is the width of a hole, h is the collimator height, and

f is the distance between the collimator and the detector.

Results obtained with this method are very close from those

get with the matrix DQE, as illustrated on Fig. 6, but the

computing is much faster.

The complexity cFoM of the computing of this criteria is

more advantageous than Fisher information:

cFoM = card(O) ×Nα ×Nβ × card(N ),

as card(N ) is far smaller than card(Lm), the complexity

deceases to 108. Its computation took only 20 seconds without

parallelization.

V. CONCLUSION: BENEFITS FROM ADAPTATION ON IMAGE

QUALITY

To conclude about the impact of the adaptation of the system

on the result quality, we simulate nine points on a diagonal in

the cubic object, quite close from each others (15 mm) in such

a way that their distinction is at the limit of the performances

of the chosen collimator. Two acquisitions was simulated. The

first one was done with a classic configuration without any

adaptation. The second one was adapted at the half of the

acquiring time using the analytic DQE on the intermediate

reconstruction. Estimations obtained are depicted on Fig. 7.

Points close from the camera (at the left on Fig. 7) are

well distinguished for both acquisitions. There is a difference

for points more distant from detectors. The initial acquisition

fails in making the difference between two of them, whereas

the acquisition with an adaptation does it well. Moreover,
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Fig. 7. Estimations obtained with the basic configuration (a) an the adapted
one (b).

the sensitivity of the adapted configuration is improved : for

example in this case, we get 1.6 times more photons with the

adapted configuration than with the other one.

Adapting the field-of-view during the examination is a way

to enhances the trade-off between sensitivity and resolution,

even through it implies real-time processing of both recon-

struction and re-configuration. The configuration is adapted

depending on the amount of information brought by each head

and each orientation, in order to spend more time on the most

relevant angles of each heads. The criteria used to determine an

adapted configuration must be fast to compute. We proposed

a criteria based on DQE feasible online. Finally, this work

proved that this adaptation of the system could bring some

enhancements on the image quality.
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