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Abstract—In this paper, we focus on a wireless flat fading
channel in a Cognitive radio network composed of licensed
users (primary) and unlicensed users (secondary). We propose
a framework for analyzing the access strategy based on the
received interference at the secondary receiver and analyzing the
achievable capacity of the secondary under the average power
and average interference constraints. The proposed approach to
the spectrum sharing, based on the received interference at the
secondary receiver, significantly reduces the system complexity.
We categorize the spectrum sharing into two cases based on the
maximum interference threshold. We obtain a critical system
parameter to eliminate the interference threshold constraint.

Index Terms—Cognitive radio systems, access strategy, achiev-
able capacity, interference threshold, spectrum sharing.

I. INTRODUCTION

Fixed spectrum allocation to licensed users are inefficient
in terms of spectrum utilization [1]. According to [2] and [3],
the Cognitive Radio (CR) concept allows opportunistic users
to exploit the underutilized spectrum. Primary users (PUs) are
the licensed users who own the spectrum. However, secondary
users (SUs) are unlicensed users tolerated in the primary
spectrum provided they do not interfere too much with the
primary users. In spectrum sharing, a SU is able to access to
the PU’s spectrum [3], [4]. Various schemes are proposed in
the literature for spectrum sharing (see, e.g., [5]).

In this paper, we focus on the achievable capacity of the SU
in spectrum sharing in an underlay access strategy. The achiev-
able capacity is studied in [6] under various fading conditions.
In [7], the impact of the interference threshold constraint on
the achievable capacity of the SU is studied. In our scenario of
interest, the SU can always access to the spectrum subject to
the interference threshold constraint. Satisfying interference
threshold constraint is technically challenging, since the SU
requires the amount of interference power received at the
primary receiver. Moreover, in the underlay strategy, the SU
must satisfy the interference threshold even if the primary
transmitter is inactive.

The main contribution of this paper is to propose a frame-
work for analyzing the underlay access strategy based on
the received interference at the secondary receiver, I , and
analyzing the achievable capacity of the SU. The proposed
approach to the spectrum sharing based on I significantly
reduces the system complexity comparing to the system in
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which for spectrum sharing, the imposed interference at the
primary receiver is required. In many previous works, the
impact of I on the secondary service performance is not
considered (see, e.g., [6], [8], [9]). The main objective of this
paper is to evaluate the maximum achievable capacity of the
SU under underlay access strategy.

The rest of this paper is organized as follows: In Section
II, the system model is presented; then, in Section III, the op-
timization problem in underlay spectrum sharing is analyzed.
In Section IV, we solve this problem, calculate the power al-
location and the achievable capacity of the SU. Consequently,
in Section V, we present some interesting simulation results.
The paper is concluded in Section VI.

II. SYSTEM MODEL

In this section, we describe the system model used in this
paper. We consider a wireless flat fading WGN channel in
Cognitive Radio (CR) systems. Two types of users try to access
primary spectrum: Primary users (PUs) and Secondary users
(SUs). In this context, the spectrum has been licensed to the
primary users. The secondary users do not own the spectrum
license; however, they may acquire access to the spectrum
based on Opportunistic Spectrum Access (OSA) strategy. We
assume that there is no direct signalling channel between PUs
and SUs, and PUs is not aware of the presence of the SUs. 1

In this paper, as shown in Fig. 1(a), we consider a spectrum
sharing scenario with a primary transceiver and a secondary
transceiver denoted by PT/PR and ST/SR, respectively. We
represent in Fig. 1(a) the spectrum sharing system, in the CR
context, considered in this paper. In each time instant n, gsp[n]
and gss[n] denote the instantaneous channel power gains from
ST to PR and from ST to SR, respectively. Similarly, we define
gps[n] and gpp[n] as the instantaneous channel power gains
from PT to SR and from PT to PR, respectively [10].

We assume that the quasi-static Rayleigh fading is present,
and the channel model is abstracted in Fig. 1(b). At a specific
time n, the received signals for both the primary receiver and
the secondary receiver are:

Ys[n] =
√
gss[n]Xs[n] +

√
gps[n]Xp[n] +Ns[n], (1)

Yp[n] =
√
gsp[n]Xs[n] +

√
gpp[n]Xp[n] +Np[n], (2)

where Xs and Xp are the transmitted signals from ST and PT
at time n, respectively. We denoted by Ns and Np the additive

1We denote by the subscripts s and p to refer to SUs, and PUs, respectively.



(a) Cognitive radio model

X
p 

N
p 

+ Yp

+ YsXs

NsSecondary users

Primary users

ST

PT

SR

(b) The flat fading channel model

Fig. 1: System model for spectrum sharing in cognitive radio networks

white Gaussian noises at SR and PR with variances σ2
s = N0B

and σ2
p, respectively. For reasons of clarity, hereafter, the time

index n is dropped. The power channel gains gss, gsp, gpp,
and gps are assumed to be stationary and ergodic independent
random processes. For easy reference, the parameters utilized
throughout the paper are also presented in the following Table:

Parameters Description

N0 power spectral density of the white noise
B total bandwidth of the primary user
P s maximum transmit power of ST
Q maximum interference threshold
γ∗Q critical interference threshold of Q
I average imposed interference from PT to SR
gss power gain of the channel between ST and SR
gsp power gain of the channel between ST and PR
gps power gain of the channel between PT and SR
gpp power gain of the channel between PT and PR

In this paper, we focus on the underlay strategy. In the
following, we investigate the corresponding secondary users
achievable capacity for this underlay access strategy.

III. OPTIMIZATION PROBLEM IN UNDERLAY ACCESS
STRATEGY

As it was mentioned before, in the underlay strategy, the
primary user requires the secondary user to always satisfy the
interference constraint at PR. Therefore, even in some cases
when the primary user is not transmitting, the secondary user
has to adjust its transmission power based on the interference
threshold constraint. Therefore, in the underlay strategy, the
secondary user must always keep the imposed interference at
the primary receiver below this interference threshold; thus,
requires to know the channel gains to adjust its transmission
power.

A. Maximum achievable capacity

First, in our scenario, we define the signal to-interference-
and-noise ratio(SINR) for the the secondary receiver as fol-
lows:

γs(g) =
gssPs

N0B + gpsPp
(3)

In the flat fading channel, the Shannon capacity is given by:

Csh = Eg [B log (1 + γs(g))] (4)

where, g , ({gss, gsp} , {gps, gpp}) = ({gs} , {gp}) repre-
sents the instantaneous channel power gain and Ex repre-
sents the expectation with respect to the random variable x.
Consequently using the previous equations (3) and (4), the
maximum achievable capacity of the secondary user in the
underlay strategy, CU , is given by:

CU = max
Ps≥0

Eg

[
B log

(
1 +

gssPs
N0B + gspPp

)]
(5)

In CU , Ps is the transmission power allocated to ST which
is generally a function of g. Similarly, Pp is the transmission
power of PT. In the spectrum sharing, the primary user adjusts
its transmission power only based on its own channel power
gain gpp; therefore, Pp is only a function of gpp.

B. Interference and power constraints

Note that different constraints on the secondary user trans-
mission power and primary user received interference are
usually considered in the related literature, in order to obtain
the secondary user capacity. We may consider constraints on
the average or peak transmission power of the secondary user.
Similarly, we can also consider constraint of the peak or
average received interference at the primary user receiver [11].

In this paper, we consider the following constraints:

a) The average power constraint at ST:

Eg [Ps] ≤ P s, (6)

where P s represents the maximum transmit power thresh-
old of ST.

b) The average interference constraint at PR:

Eg [gspPs] ≤ Q, (7)

where Q represents the maximum tolerable average inter-
ference at PR which is called the interference threshold.
Therefore, the transmitted power at ST should be adjusted
so that the interference received at PR is always kept
below this interference threshold Q.

C. Optimization problem formulation

In this paper, we consider the average secondary user trans-
mission power and average primary user received interference,
with the objective of finding the optimal power allocation with



the highest achievable capacity. Thus, CU , is the solution of
the following optimization Problem OU :

CU = max
Ps≥0

Eg

[
B log

(
1 +

gssPs
N0B + gspPp

)]
s.t. Eg [Ps] ≤ P s,

Eg [gspPs] ≤ Q,

(8)

In OU , the objective function, (5), is Shannon’s channel
capacity. Moreover, (6) represents the maximum transmission
power constraint at ST, and (7) represents the interference
threshold constraint of PR.

Finding a solution to OU is rather difficult. In the following,
we propose a straightforward approach to find an equivalent
problem to OU . Our analysis suggests an upper bound on
the secondary user ergodic capacity for the underlay access
strategy. As it was mentioned in Section II, the channel power
gains are independent. We also note that h(x) = log(1 + a

b+x
is a convex function for a ≥ 0, b ≥ 0, and x ≥ 0. Therefore,
using the Jensen’s inequality on the objective function in OU ,
it can be seen that:

Eg

[
B log

(
1 +

gssPs
N0B + gpsPp

)]
≥

Eg

[
B log

(
1 +

gssPs
N0B + Egp [gpsPp]

)]
.

(9)

By defining the average imposed interference from PT to
SR: I , Egp [gpsPp] , we obtain the following SU’s capacity
depending on I:

CU (I) , max
Ps≥0

Egs

[
B log

(
1 +

gssPs
N0B + I

)]
(10)

Thus, it’s easy to see from the inequality in (9) and the
capacities definitions in equations (5) and (10) that we have,
CU ≥ CU (I). Therefore, our initial optimization problem OU
can be approximated as follows:
Problem ÔU :

CU (I) = max
Ps≥0

Egs

[
B log

(
1 +

gssPs
N0B + I

)]
(11)

s.t. Egs [Ps] ≤ P s, (12)
Egs [gspPs] ≤ Q, (13)

where, in this case, Ps is a function of gs and I; However, I
does not depend on Ps.

Theorem 1. Using Lagrange multipliers approach for ÔU ,
we obtain the optimal 2 transmission power P ∗s which can be
written as a water-filling type of solution:

P ∗s =

(
1

λ∗1 + λ∗2gsp
− N0B + I

gss

)+

. (14)

The Lagrangian coefficients, λ∗1 and λ∗2, are also obtained by
replacing P ∗s into (10) and (11) considering equality. There-
fore, these Lagrange multipliers must satisfy the following
equalities:∫
Gs

(
1

λ∗1 + λ∗2gsp
− N0B + I

gss

)
p(gss)p(gsp)dgssdgsp = P s,

2We denote by (x)+ = max(0, x).

and∫
Gs

(
gsp

λ∗1 + λ∗2gsp
− gsp

N0B + I

gss

)
p(gss)p(gsp)dgssdgsp = Q.

Here, p(gss), p(gsp) stand for the probability density func-
tions of the power gains gss, gsp, respectively, and Gs ,{
gs :

gss
λ∗1 + λ∗2gsp

≥ N0B + I

}
.

The proof of this theorem is detailed in Appendix A.

IV. POWER ALLOCATION TO THE SECONDARY USER

As it was shown in (14), P ∗s is a function of gsp among
others parameters. In other words, to evaluate P ∗s , ST requires
the channel state information (CSI) between itself and PR [12].
In practice, obtaining the optimal power allocation P ∗s is very
complex. Thus, we categorize the underlay spectrum sharing
into two following cases:
• First, the case where the interference threshold Q is very

high, and/or P s is small enough so that the corresponding
created interference at the front end of the primary user
receiver never crosses the interference threshold, Q. In
such cases, the interference constraint in (13) is always
satisfied. Thus, the dominant constraint is the maximum
transmit power constraint of the secondary service in (12).
Next, we will analyse this case in subsection IV-A.

• The second case, is the one where P s is very high
(i.e.,there is no practical power constraint for the sec-
ondary service), and/or the interference threshold Q is
small enough so that for any feasible power allocation
holds in (13), the power constraint in (12) is always
satisfied. In this case, the dominant constraint is the
interference threshold constraint in (13). This case will
be analysed in details in subsection IV-B.

A. Power constrained spectrum sharing
In the power-constrained spectrum sharing, the interference

threshold Q is always satisfied. Therefore, ÔU is converted
into the following optimization problem:

CPU (I) = max
Ps≥0

Egs

[
B log

(
1 +

gssPs
N0B + I

)]
(15)

s.t. Egs [Ps] ≤ P s. (16)

The above optimization is an instance of water-filling problem
[14], [15]. Similarly to Theorem 1, by replacing λ∗1 = λ∗P and
λ∗2 = 0, the optimal transmission power in (14) becomes:

P ∗s =

(
1

λ∗P
− N0B + I

gss

)+

. (17)

For the Rayleigh fading channel, λ∗P is the Lagrangian coef-
ficient 3 which is obtained from:

H1(ρP )

ρP
= γP , (18)

3We denote by E1(x) the exponential integral of order 1 defined as
E1(x) ,

∫∞
1 t−1e−xtdt and the integral H1(x) is given by H1(x) ,∫∞

1
e−xt

t2
dt, x ≥ 0.



where the parameters ρP and γP are defined as follows:

ρP , λ∗P (N0B + I) and γP , P s/(N0B + I). (19)

Therefore, using equations (15) and (17), the achievable ca-
pacity of the secondary user is given by:

CPU = BE1(ρP ). (20)

B. Interference constrained spectrum sharing

In the interference-constrained spectrum sharing, the power
threshold P s is always satisfied. Therefore, ÔU is converted
into the following optimization problem:

CQU (I) = max
Ps≥0

Egs

[
B log

(
1 +

gssPs
N0B + I

)]
(21)

s.t. Egs [gspPs] ≤ Q. (22)

The above optimization is an instance of water-filling problem.
Similarly to Theorem 1, by replacing λ∗2 = λ∗Q and λ∗1 = 0,
the optimal transmission power in (14) becomes:

P ∗s =

(
1

gspλ∗Q
− N0B + I

gss

)+

. (23)

For the Rayleigh fading channel, λ∗P is the Lagrangian coef-
ficient which is obtained from:

ρP − log(1 + ρP ) = γQ, (24)

where the parameters ρQ and γQ are defined as follows:

ρQ , λ∗Q(N0B + I) and γQ , Q/(N0B + I). (25)

Therefore, using equations (21) and (23), the achievable ca-
pacity of the secondary user is given by:

CQU = B log(1 + ρQ). (26)

As it is seen, the optimization problem ÔU in (11),
for interference-constrained, and power-constrained spectrum
sharing systems, is reduced into simpler optimization problems
(15) and (21), respectively. Thus, identifying the type of the
spectrum sharing is critical for system parameters adjustments.
As it was mentioned, the achievable capacity CQU (I) (see
(26)) is an increasing function of the interference threshold
Q(through γQ); however, CPU (I) (see (20)) does not change
with γQ. We define then γ∗Q the critical threshold which is
the intersection point between the two achievable capacities
CPU (I) and CQU (I), for a given I .
• Therefore, for the amount of Q where γQ ≤ γ∗Q the spec-

trum sharing system acts as an interference-constrained
spectrum sharing system with the achievable capacity of
the secondary user CQU (I).

• However, for the case that γQ ≥ γ∗Q, the spectrum sharing
system acts as a power-constrained spectrum sharing with
the achievable capacity CPU (I).

This critical parameter γ∗Q can be obtained from (15), (18),
(21) and (24) as follows:

γ∗Q = γP +

(
ρQ −

e−ρQ

ρQ

)
. (27)

V. NUMERICAL RESULTS

In this section, we evaluate our proposed method via numer-
ical simulations. All observations below have been verified
via extensive simulations with generic parameters. We have
selected only a few of the most illustrative and interesting
scenarios to be presented next. In the following, we consider
the flat fading CR system with a single active PU and one SU.
The bandwidth is B = 1000Hz, the noise and interference
power is normalized as N0 = 0.1W . The SU’s power gains gss
and gsp are generated by random distribution gs v N (0, σ2

s)
and the maximum transmit power threshold is P s = N0B.

A. Maximum achievable capacity versus I/N0B

In Fig. 2, we plot the maximum achievable capacity CPU (I)
and CQU (I) versus the normalized average imposed interfer-
ence I/N0B. We remark that in both cases the maximum
achievable capacity is decreasing when the normalized average
imposed interference I/N0B is increasing. Notice that the
maximum achievable capacity in the case of interference con-
strained spectrum sharing CQU (I) has higher values comparing
to the maximum achievable capacity in the case of power
constrained spectrum sharing CPU (I).
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Fig. 2: The maximum achievable capacity of the SU, where
P s = Q = N0B.

B. Maximum achievable capacity versus γ∗Q
In Fig. 3, we consider the scenario in which the average

imposed interference from PT to SR is I = 2N0B. We plot the
maximum achievable capacity of the SU versus the threshold
γQ. We notice that there is a critical threshold γ∗Q = 0.6
which is the intersection point between the two achievable
capacities CPU (I) and CQU (I), for I = 2N0B. Therefore, below
this critical threshold, i.e., γQ ≤ γ∗Q, the spectrum sharing
system acts as an interference-constrained spectrum sharing
system with the achievable capacity CQU (I). However, above
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Fig. 3: The maximum achievable capacity of the SU for several
values of γQ, where I = 2N0B.

this critical threshold, i.e., γQ ≥ γ∗Q, the spectrum sharing
system acts as a power-constrained spectrum sharing with the
achievable capacity CPU (I).

C. Water-filling solution
In Figure 4, we consider the previous scenario, in the case

of 4 fading channels where the average imposed interference
from PT to SR is I = 10N0B and the mean of the power gains
σ2
s = 2. Thus, we represent the optimal power allocation as

a water-filling type of solution in two cases which verifies
respectively equation (17) and (23). We define by the Signal
to Interference plus Noise Ratio (SINR) which is given by:
SINR = gss

N0B+I . In the first case, i.e. γQ ≥ γ∗Q, we remark
that the channel 2 and 3 are not allocated to SU. However,
when γQ ≤ γ∗Q, the water level is not the same for all channels
and then the channel 2 can be allocated to SU. This can be
explained by the expression of the optimal power in (23) where
the water level becomes function of gsp.
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Fig. 4: Optimal power allocation is a water-filling solution (a)
when γQ ≥ γ∗Q and (b) when γQ ≤ γ∗Q.

VI. CONCLUSION

In this paper, we analyzed the secondary achievable capacity
for underlay access strategy under the power and interference
constraints. We categorized this underlay spectrum sharing
into two cases based on the maximum interference threshold.
We obtained a critical system parameter to eliminate the
interference threshold constraint which significantly reduce
the system complexity by making the power allocation of the
secondary user independent from the channel-side information
between the secondary transmitter and the primary receiver.
We have made this optimization problem under-study simpler
enough so that we did not use an iterative algorithm to
compute the optimal power allocation solution. Future works
can include the analyzis of others access strategies for spec-
trum sharing systems (such as the overlay access strategy).
Analyzing underlay access strategy with multiple primary and
secondary users can be considered in the future as well [16].

APPENDIX A
PROOF OF THEOREM 1

As we define before the Problem ÔU :

CU (I) = max
Ps≥0

Egs

[
B log

(
1 +

gssPs
N0B + I

)]
(28)

s.t. Egs [Ps] ≤ P s, (29)
Egs [gspPs] ≤ Q, (30)

Using the convex optimization tools [13], the Lagrangian can
be written as:

L(Ps, λ1, λ2) = −Egs

[
B log

(
1 + gssPs

N0B+I

)]
+λ1

(
Egs [Ps]− P s

)
+ λ2

(
Egs [gspPs]−Q

)
where λ1 and λ2 are the Lagrangian coefficients, which satisfy
respectively the power and interference constraints. Moreover,
at the optimum, λ∗1 and λ∗2 are obtained by replacing the opti-
mal power allocation into (29) and (30) considering equality.
At the optimum, we have a zero derivative of Lagrangian on
the optimal power allocation point:

∂L
∂Ps

∣∣∣∣
Ps=P∗

s

= 0

It is easy to see that: ∂
∂Ps
{Egs [Ps]}

∣∣∣
Ps=P∗

s

= 1, which means

that:
∂

∂Ps

{
Egs

[
B log

(
1 +

gssP
∗
s

N0B + I

)]}
= λ∗1 + λ∗2Egs [gsp]

As we know that the expectation Egs depends only on gs =
{gss, gsp} and does not depend on Ps, we can then permute
the partial derivative and Egs , we obtain then:

Egs

[
B

∂

∂Ps

{
log

(
1 +

gssP
∗
s

N0B + I

)}]
= Egs [λ

∗
1 + λ∗2gsp] .

This is equivalent to:

Egs

[
B

gss
N0B+I

1 +
gssP∗

s

N0B+I

− λ∗1 − λ∗2gsp

]
= 0.



From the previous equation, we obtain the optimal transmis-
sion power P ∗s which can be written as:

P ∗s =

(
1

λ∗1 + λ∗2gsp
− N0B + I

gss

)+

(31)

In order to compute the Lagrangian coefficients, λ∗1 and λ∗2, we
replace P ∗s computed in (31) into (29) and (30) considering
equality. Therefore, these Lagrange multipliers must satisfy
the following equalities:∫

gss

∫
gsp

P ∗s p(gss)p(gsp)dgssdgsp = P s,

and ∫
gss

∫
gsp

gspP
∗
s p(gss)p(gsp)dgssdgsp = Q,

where p(gss), p(gsp) represent the probability density func-
tions of the power gains gss, gsp, respectively. We define then
the following set Gs:

Gs ,
{
gs :

gss
λ∗1 + λ∗2gsp

≥ N0B + I

}
,

which make
(

1
λ∗
1+λ

∗
2gsp
− N0B+I

gss

)
≥ 0, thus, we obtain:∫

Gs

(
1

λ∗1 + λ∗2gsp
− N0B + I

gss

)
p(gss)p(gsp)dgssdgsp = P s,

and∫
Gs

(
gsp

λ∗1 + λ∗2gsp
− gsp

N0B + I

gss

)
p(gss)p(gsp)dgssdgsp = Q.
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