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Power-Handling Capacity and Nonlinearity Analysis
for Distributed Electronic Impedance Synthesizer

Yangping Zhao , Student Member, IEEE, Simon Hemour, Senior Member, IEEE,
Hao Chen, Student Member, IEEE, Taijun Liu, Senior Member, IEEE, and Ke Wu, Fellow, IEEE

Abstract— With advantages of small size, light weight, and fast
tuning capability, electronic impedance synthesizer (EIS) presents
game-changing opportunities for industry. However, their widely
acceptance is still restrained by the understanding of power-
handling capacity and linearity issues. This work addresses
both issues through the development of a voltage distribution
theory which enables simulating voltage at the position of
every PIN diode in the distributed EIS. It provides a way of
understanding and predicting the power-handling capacity and
nonlinearity of EIS from its linear region. As an example of
validation for this theory, a 12-bit EIS along with an automatic
measurement setup is presented. Experimental results show a
good match among measurement, simulation, and analytical
model. The 1 dB compression point (P1dB) of the EIS is larger
than 35 dBm, and the third-order input intercept point is larger
than 57 dBm. Since the proposed theory is validated, it is possible
to be used as a criterion in the optimization process to enhance
the power-handling capacity and linearity. Potential applications
of such high-linearity EIS can be found in Load-Pull systems,
noise measurements, variable impedance loads, tunable matching
networks, reconfigurable components, and so on.

Index Terms— Electronic impedance synthesizer, impedance
tuner, tunable matching network, power-handling capacity,
voltage distribution, intermodulation distortion.

I. INTRODUCTION

ALTHOUGH the electromechanical impedance tuner and
active tuner are the most used solutions in Load-Pull

systems and noise measurements, the technique of electronic
impedance synthesizer (EIS) has been discussed in the past
few years mainly on the circuit level. Due to the advantages
of fast tuning, light weight, small size, and easy to inte-
grate, the EIS, which is based on either PIN diode, varactor,
transistor or MEMS switch, has been deployed in Load-Pull

Manuscript received March 8, 2017; revised June 15, 2017 and
August 15, 2017; accepted September 17, 2017. This paper was recommended
by Associate Editor P. Maffezzoni. (Corresponding author: Yangping Zhao.)
Y. Zhao and K. Wu are with the Poly-Grames Research Center,

Department of Electrical Engineering, Ecole Polytechnique de Montreal,
Montreal, QC H3T 1J4, Canada (e-mail: yangping.zhao@polymtl.ca;
ke.wu@polymtl.ca).
S. Hemour is with the Laboratoire de l’Integration du Materiau au Systeme,

l’Institut des Sciences de l’Ingénierie et des Systèmes, Universite de Bordeaux,
33405 Talence cedex, France (e-mail: simon.hemour@u-bordeaux.fr).
H. Chen is with the Department of Electronics Science and Technology,

Beijing University of Posts and Telecommunications, Beijing 100876,
China (e-mail: ch89118@bupt.edu.cn).
T. Liu is with the Department of Electrical Engineering and Computer

Science, Faculty of Electrical Engineering and Computer Science, Ningbo
University, Ningbo 315211, China (e-mail: liutaijun@nbu.edu.cn).
Color versions of one or more of the f gures in this paper are available

online at http://ieeexplore.ieee.org.
Digital Object Identifie 10.1109/TCSI.2017.2756020

TABLE I
STUDIES OF POWER-HANDLING CAPACITY AND NONLINEARITY OF EIS

systems [1], noise measurements [2], tunable matching net-
works [3]–[8], reconf gurable devices [9]–[12], etc. However,
power-handling capacity and nonlinearity are the limiting
factors for the EIS development and its popular acceptance
in the community.
Power-handling capacity is define as the maximum average

power that could be delivered to EIS without degrading its
performance. The 1 dB gain compression point (P1dB) is often
used as a metric to evaluate the power-handling capacity. As a
matter of fact, every electronic component or system has some
degree of nonlinearity, which can be described by the third
order input intermodulation point (IIP3) from intermodulation
distortion (IMD) test. As listed in Table I, limited work have
been done on the power-handling capacity and nonlinearity of
EIS. P1dB and IIP3 of an EIS usually can be obtained from
measurements and Harmonic Balance simulation, but only for
a limited number of impedance states. Because the simulations
and measurements are time-consuming and inefficie t, espe-
cially for the statistic study of an EIS involving thousands of
impedance states, they are always used as verificati n [1].
It is quite a challenge to measure the voltage distribution,

so that simulation of voltage distribution is commonly used
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Fig. 1. Topology of distributed electronic impedance synthesizer.

to verify the impedance states [1], [4], or predict the power-
handling capacity qualitatively [13]. By contrast, the pro-
posed voltage distribution theory in this work can prove to
be very useful to predict the power-handling capacity and
nonlinearity quantitatively for distributed nonlinear circuits.
The nonlinearity of EIS comes from the nonlinear devices
(PIN diodes) in the circuit, therefore, the power handling
capacity of an EIS is close related to the operation status of
each PIN diode. The analysis of voltage distribution enables
to f nd out the maximum peak voltage along the transmission
line. Larger maximum peak voltage will result in lower
power-handling capacity, and vice versa. Consequently, if the
relationship between power-handling capacity and maximum
peak voltage can be established from a small amount of
simulations (e.g., 20), it is possible to estimate the power-
handling capacity as well as nonlinearity by the proposed
voltage distribution theory, and then used as a criterion in the
design and optimization process to boost the power-handling
capacity and linearity.
In order to validate the theory, a 12-bit distributed EIS is

developed and studied statistically. Distributed topologies have
a better Smith chart coverage than other topologies [1], [4].
As described in Fig. 1, it consists of a high impedance
transmission line periodically loaded with PIN switches and
capacitors. Simulation and measurement results are presented
in section VI to verify the proposed voltage distribution theory.
Good agreement is observed among measurement, simulation
and analytical model.

II. METHODOLOGY
In order to simplify the analysis, lossless transmission

line is f rst considered. Fig. 2 (a) shows the circuit of
(m − 1)th and mth sections of the distributed EIS. The circuit
before the (m − 1)th diode can be replaced by Thevenin
voltage Vth,m−1, and Thevenin impedance Z th,m−1 (Fig. 2(b)).
Z th,m−1 is the input impedance seen from the position of
diode m-1 by considering the voltage source as short circuit.
In Fig. 2(c), the right-handed side circuit is considered as open
circuit when calculating the Thevenin voltage at node m. The
voltage V(z) and current I(z) at position z can be expressed as

V (z) = A · (e− jβz + e jβz) = 2Acos(βz), (1)

I (z) = − j2
A
Z0

sin(βz), (2)

where A is the amplitude of the incident signal, β is the phase
constant of the transmission line, and Z0 is the characteristic
impedance of the line. The voltage at z = −l can also be
calculated by

V (−l) = V ′
th,m−1 − I (−l) · Z ′

th,m−1

= V ′
th,m−1 − j2A

Z ′
th,m−1
Z0

sin(βl), (3)

Fig. 2. Diagram for voltage distribution analysis. (a) Equivalent circuit of
(m − 1)th section; Thevenin equivalent circuit (b) at node m − 1 with open
termination; (c) at node m with open termination; (d) at node m with load.

where Thevenin voltage V ′
th,m−1 and Thevenin impedance

Z ′
th,m−1 are intermediate variables after the (m − 1)th diode.

From (1) and (3), one can obtain the coeff cient A

A = V ′
th,m−1

2(cos(βl) + jsin(βl)
Z ′
th,m−1
Z0 )

. (4)

Substitute (4) into (1), the Thevenin voltage at node m can
be obtained by letting z = 0, and Vth,m can be iterated until
m = 1. If Zs = Z0, then Vth,1 = Vse− jβl , where Vs is the
source voltage, and it is expressed as Vs = √

8 · P0 · real(Zs).
In order to further simplify the scenario, we assume the PIN
diode used here as an ideal switch. As illustrated in Fig. 2(b),
the Thevenin voltage V ′

th,m−1 can be calculated from Vth,m−1
by the theory of voltage divider,

V ′
th,m−1 = Vth,m−1 · Zc

Zc + Z th,m−1 · Sm−1
, (5)

where Zc = 1/jωCd , and Sm−1 denotes the status (0 or 1) of
the (m − 1)th PIN diode. With iteration, one could obtain the
relationship between the Thevenin voltage at each node and
the source voltage as follows,

Vth,m = Vs · 1

cos(βl) + jsin(βl)
Z ′
th,m−1
Z0

× · · · 1

cos(βl)+ jsin(βl)
Z ′
th,1
Z0

· 1
cos(βl)+ jsin(βl) ZsZ0

·

Zc
Zc + Z th,m−1 · Sm−1

· · · Zc
Zc + Z th,1 · S1 , (6)



Fig. 3. Equivalent unit circuit model with PIN diode at (a) ON state,
and (b) OFF state. Loading capacitor is still considered as ideal capacitor
in order to keep the calculation concise.

where m > 2. As depicted in Fig. 2 (d), the voltage at node m
can be calculated by

Vm = Vth,m · Zin,m
Zin,m + Z th,m

. (7)

In practice, the switch and capacitor as well as transmission
line are not ideal components, the equivalent circuit model
can be described as Fig. 3, in which α denotes the dielectric
loss and conductive loss of transmission line. Let us take the
parasitic parameters of PIN diode into account, ON state can
be described by series inductor Ls and series resistor Rs ,
which is controlled by forward current IF . On the other
hand, OFF state is described by series inductor Ls and total
capacitor CT , which is controlled by reverse voltage VR . The
loss of transmission line can be included in the calculation
by replacing jβ with α + jβ in the above calculation. The
Zc in (5) is then changed to

Zc = 1
jωCd

+ jωLs + Rs, (8a)

Zc = 1
jωCd

+ jωLs + 1
jωCT

, (8b)

for Sm−1 = 1 and Sm−1 = 0, respectively. And (5) will
become

V ′
th,m−1 = Vth,m−1 · Zc

Zc + Z th,m−1
. (9)

Through the voltage divider theory, the peak voltage on the
mth PIN diode will be obtained (Fig. 3)

VPIN,m = Vm · jwLs + Rs
1/jwCd + jwLs + Rs

, (10a)

VPIN,m = Vm · jwLs + 1/jwCT
1/jwCd + jwLs + 1/jwCT

, (10b)

for Sm−1 = 1 and Sm−1 = 0, respectively. Although the
voltage distribution theory developed in this work is based on
the distributed topology as shown in Fig. 1, similar method
can be applied to any other distributed topology to help
understanding the nature of voltage distribution.
In the linear operation region of EIS, the peak voltage at the

position of PIN diode will increase proportionally as square
root of operation power increases until harmonics appear.
Knowing the voltage distribution of all PIN diodes along
the transmission line can help improve the power-handling
capacity of EIS in different ways. For a narrowband EIS,

Fig. 4. Fabricated circuit of the EIS, biasing wires are not shown in the
graph.

this analysis can be used in the optimization process to avoid
the placement of PIN diode at the highest voltage position so
as to improve the power-handling capacity [13]. Furthermore,
one can remove the worst states in practical implementa-
tions and applications without doing a comprehensive power-
handling capacity test for all impedance states. Moreover,
PIN diode with high power-handling capacity can be placed
at the position where high peak voltage appears, then power-
handling capacity of the overall circuit will be enhanced.

III. DESIGN OF ELECTRONIC IMPEDANCE SYNTHESIZER
As a validation of the proposed technique, a uniform dis-

tributed EIS is designed and tested. In Fig. 4, PIN switches
and capacitors are loaded periodically along a high impedance
transmission line. In this work, we select the PIN diode
SMP1320 with 8 μm intrinsic layer from Skyworks Solutions
Inc. The impedance of transmission line is set to 83 � in order
to keep the loaded impedance close to 50 � after loading the
capacitors. The loading capacitance and distance between two
sections are optimized to 1.8 pF and 5.71 mm, respectively.
12 bits is selected to generate enough impedance states and
obtain high Smith chart coverage for 1.5 to 2.1 GHz. The total
number of generated impedance states is then 212 = 4096.
This fabricated circuit (Fig. 4) is optimized by the criteria

of Smith chart coverage and power loss. Smith chart coverage
stands for the percentage of Smith chart covered by EIS.
Visual observation on Smith chart is always used to evaluate
the coverage [1], [13]. However, a subjective judgment leads
to different results from person to person, and it is not
helpful for the parametric study and optimization. To yield a
meaningful result and build a goal function for optimization,
a quantitative analysis is therefore required. Although the
Smith chart coverage has been studied for tunable matching
network [15], [16], this defi ition is not applicable to the case
of EIS due to the different scenario. In this work, a similar
criterion is developed for EIS.
As shown in Fig. 5 (a), let us f rst discretize the whole

Smith chart, and make sure that there are enough points at each
constant voltage standing wave ratio (VSWR) circle. In other
words, the discretization process should guarantee enough
resolution for applications. We predef ned 1116 impedance
points in this work for the whole Smith chart, the number
of the predefi ed points varies with the application. Then the
measured 4096 impedance points (Fig. 5 (b)) are projected
to the predef ned Smith chart, and the redundant points are
removed, during which the point with minimum loss is pre-
served if several points are close to each other.
For any mismatched two port network, the insertion loss

can be def ned as three types of power gain: transducer power



Fig. 5. (a) Predefine 1116 impedance points on Smith chart; (b) measured
4096 impedance points at 1.5 GHz; (c) selected 703 measured points; and
(d) selected 703 predefine points.

gain GT , power gain GP , and available power gain GA [17].
The loss defi ition can be selected according to different
scenario. For example, in the calibration process, the EIS
will be connected to a 50 � instrument, the power gain GP ,
the ratio of power available from the network and power input
to the network, is suitable to describe the loss of the EIS.
When an EIS is used as a tunable matching network for
reconf gurable devices, both ports are probably not 50 �,
the transducer power gain GT , which is defi ed by the ratio
of power delivered to the load and power available from the
source, is more suitable. It cares about the maximum power
transferred to the load, and it considers the power dissipated
in the EIS and the mismatching loss on both ports, as well as
the conductive and dielectric loss. In this work, we choose the
defi ition of power gain, also called power loss

GP = |S21|2
1− |S11|2

, (11)

because it is similar to the condition of calibration
process or real test with both ports are terminated by 50 �.
In addition, we need to compare the theoretical loss with the
measurement.
In a practical application of tunable matching network,

the real loss would be smaller [4], benefiti g from the port
impedance matching. 703 useful impedance points are selected
from the measurements (Fig. 5 (c)), and the corresponding
703 predef ned impedance points are also selected (Fig. 5 (d)).
Finally, Smith chart coverage can be expressed by the ratio
of the selected predef ned points to the total predef ned
points (703/1116 = 63%).
The theory of impedance calculation is not presented in

this work since it is not the key point. The comparison
of Smith chart coverage in Fig. 6 suggests a good match
between the theory and measurements. The EIS has more
than 60% Smith chart coverage from 1.5 to 2.1 GHz. Since
the main focus of this work is related to the power-handling
capacity and nonlinearity analysis of EIS, only one frequency
point (1.5 GHz) is chosen in the validation experiment due

Fig. 6. Comparison of measured and theoretically calculated Smith chart
coverage of the fabricated EIS.

Fig. 7. Comparison of (a) measured and (b) theoretically calculated loss
of 703 impedance states at 1.5 GHz.

to the availability of test instruments and components. The
measured and theoretically calculated loss for 703 selected
points are presented in Fig. 7, a small difference has been
observed between measurements and calculations.

IV. AUTOMATIC MEASUREMENT SETUP
In order to develop a statistic power-handling capacity and

nonlinearity analysis for the EIS, we programed an automatic
measurement setup (Fig. 8), which can measure the P1dB and
IMD automatically for all the 703 impedance states. All the
instruments are controlled through GPIB. A controller from
Focus Microwaves Inc. is dedicated to switch the impedance
state. For each impedance state, both the power-handling
capacity test and IMD test need 1 minute, therefore, the total
measurement time will be around 23 hours. It should be noted
that this is just the measurement time for one frequency point.
Unlike varactor or transistor-based EIS, PIN diode-based

EIS is a weakly nonlinear active device, the third-order
distortion product is small while the IMD ratio is high.
Small test power will result in a third-order distortion product
under or near the noise f oor of spectrum analyzer so that
is not detectable. One solution is to increase the test power.
However, when test power exceeds a certain level, more
than one distortion mechanism will dominate, the third-order
distortion product will increase dramatically [18]. As a result,
a proper test power range need to be def ned for the DUT
according to its nonlinearity degree. In this work, we choose
30 dBm for the IMD test of the EIS, making sure there is
only one distortion mechanism, and the distortion from setup
is negligible. Further attention to the spectrum analyzer setting
is essential.
Inside spectrum analyzer, a mixer is placed after the pro-

grammable attenuator, which behaves nonlinearly at high input



Fig. 8. Automatic measurement setup for power-handling capacity and
nonlinearity test of weakly nonlinear devices. The controller is from FOCUS
Microwaves Inc. and it can generate different combination for the 12 switches.
The highlighted components are chosen to handle high test power.

Fig. 9. Displayed average noise level and distortion relative to mixer level
of spectrum analyzer, and illustration of suggested test region with enough
dynamic range.

power level. To guarantee enough dynamic range and mitigate
the distortion from the spectrum analyzer, a good understand-
ing of the dynamic range chart of spectrum analyzer is helpful
for the experimental setting. Displayed average noise level
and distortion relative to mixer level of PXA N9030A from
Keysight are shown in Fig. 9 [19]. As can be seen, the dynamic
range of spectrum analyzer at different mixer level is limited
by either noise level or third-order distortion, and the best
dynamic range will occur at the intersection of the two curves,
at which the mixer level is around −36 dBm. Actually,
the dynamic range is dependent, directly or indirectly, on the
mixer level, internal attenuation, resolution bandwidth, refer-
ence level, etc. By keeping the mixer level to the intersection
point (−36 dBm), minimum internal attenuation (0 dB),
proper resolution bandwidth (10 Hz), and reference level
slight higher than maximum input power level (−30 dBm),
it will result in a noise fl or of −144 dBm with a best possible
dynamic range.
In contrast with the internal attenuation, external attenuation

will not affect the noise f oor of spectrum analyzer, therefore,
appropriate external attenuation of 66 dB will be placed to
obtain the desired mixer level −36 dBm when the test power
30 dBm is applied. Under this power condition, the IMD ratio
of EIS is around 70 dB , in order to have an accurate and stable
readout from spectrum analyzer, 15 dB more dynamic range
needs to be added. Therefore, the required dynamic range will
be 85 dB , together with the noise f oor curve and third-order

Fig. 10. Nonlinearity of (a) Rs (IF ) and (b) CT (VR) characteristics of
PIN diode SMP1320. IMD test for both (c) OFF and (d) ON states. Dots
denote measurement while line denotes theoretical predictions.

distortion curve, a triangle shadow region is obtained (Fig. 9).
Only the measurement in this region can have an accurate
result.

V. NONLINEARITY ANALYSIS OF PIN DIODE
The power-handling capacity and nonlinearity of an EIS are

highly dependent on the performance of each PIN diode.
Therefore, PIN diode needs to be evaluated prior to applying
it in the design of an EIS. Appropriate biases of PIN diode
for both ON and OFF states will be determined fi stly from
the IMD measurements. For OFF state, PIN diode can be
considered as a voltage controlled capacitor in series with
an inductor (inset in Fig. 10 (a)), the IMD is dominated by
the nonlinearity of depletion capacitance with reverse bias
(Fig. 10 (a)). The third-order intercept point can be predicted
by [20]

IIP3 = 6.5− 10 log( f · Z02 · d2C/dV 2) dBm, (12)

where Z0 denotes the characteristic impedance of system,
and d2C/dV 2 denotes the second derivative of C(V ) char-
acteristic. It has been demonstrated that PIN diode with
thicker intrinsic layer has flatte C(V ) characteristic due to
the small portion of depletion layer compared to the overall
thickness [20]. Therefore, IIP3 for OFF state is proportional
to the width of intrinsic layer, and inversely proportional to
the operation frequency.
For ON state, PIN diode can be considered as a current con-

trolled resistor in series with an inductor (inset in Fig. 10 (b)),
the nonlinear IV characteristics in intrinsic layer is the main
source of IMD (Fig. 10 (b)). The third-order intercept point
can be expressed theoretically by [21]

IIP3 = 69+ 15 log (IF · τ · f/Rs) dBm, (13)

where IF stands for the forward current, τ denotes the minority
carrier lifetime or recombination lifetime, and f represents
operation frequency while Rs is the high frequency resistance.
Since Rs = W 2/2μIFτ , where W is the width of intrinsic
layer and μ is ambipolar mobility, then IIP3 is proportional
to forward current and operation frequency, and inversely
proportional to the width of intrinsic layer.
In order to have a higher IMD for both ON and OFF states,

PIN diode needs to be chosen with a tradeoff. The IMD test of



TABLE II
COMPARISON OF DIFFERENT ANALYSIS METHODS FOR

POWER-HANDLING CAPACITY AND NONLINEARITY OF EIS

Fig. 11. Relationship between analytical model, simulation and measurement
for power-handling capacity and nonlinearity analysis of EIS.

PIN diode SMP1320 under different reverse bias and forward
currents are depicted in Fig. 10 (c) and (d). A low IIP3 is
measured when a small reverse bias or small forward current
is applied. In this case, smaller test power needs to be used for
IMD test, otherwise too high test power will result in stronger
nonlinearity [18]. As can be seen from Fig. 10 (c) and (d),
the theoretical calculation based on (12) and (13) can be
used to predict the power-handling capacity of the PIN diode.
Finally, a half of the breakdown voltage −25 V is selected
for OFF state, and forward bias 30 mA is selected for
ON state so as to make sure single PIN diode will have
IIP3 more than 50 dBm.

VI. POWER-HANDLING CAPACITY AND
NONLINEARITY ANALYSIS OF EIS

As shown in Table II, each analysis method of power-
handling capacity and nonlinearity has its own pros and cons.
Fig. 11 gives the relationship between the analytical model,
simulation and measurement. If the relationship can be man-
aged properly, the analytical model can be used to predict
the power-handling capacity and nonlinearity of EIS. First,
let us make sure that the peak voltage obtained from analyt-
ical model and simulation match each other, and the P1dB
as well as IIP3 obtained from simulation and measurement
match well. Then we can build a relationship between peak
voltage and P1dB, which can predict the real power-handling
capacity approximately for thousands of impedance states in
an efficien way.

A. Voltage Distribution Analysis
It should be noted that there are multiple reflection along

the transmission line because the distributed circuit is not
homogenous, while the ref ection presented at the input port

Fig. 12. Comparison of theoretically calculation and simulation results
of voltage distribution at the position of PIN diode, under average power
of one watt, for (a) the highest � state (�max = 0.87); (b) the lowest
� state (�min = 0.01); (c) impedance state with the highest voltage
distribution; and (d) impedance state with the lowest voltage distribution.

is a steady state result. The standing wave existing in the
transmission line is not equal to the standing wave presented at
the input port. This is validated by the comparison of analytical
calculation and simulation with ADS (Fig. 12), and a good
match between them shows the effectiveness of analytical
model proposed in section II.
Voltage distribution of the two limiting states, called the

highest � (0.87) and lowest � (0.01) under one watt input
power, are shown in Fig. 12 (a) and (b), respectively.
Fig. 12 (c) and (d) show the calculated and simulated voltage
distribution of impedance states with the highest and lowest
peak voltages among all the 4096 impedance states. As can be
seen, the theoretical calculation matches the simulation very
well. Three observations can be highlighted from Fig. 12.
Firstly, large peak voltage always appears at the position of
PIN diode with the OFF state. Since the series resistance is
small for the ON state, small voltage will be assigned to
the PIN diode according to the power divider theory. In the
OFF state, compared to the loaded capacitance Cd , total
capacitance of PIN diode CT is small. According to the theory
of two series capacitor, PIN diode will get most of the voltage.
Secondly, the VSWR presented at the input port is not the
same as the VSWR existing along the transmission line. For
instance, in the lowest � case, the equivalent voltage standing
wave presented at the input port is 1.02, while the standing
wave existing in the transmission line is around 10. Thirdly,
compared Fig. 12 (a) with (c), the impedance state with the
highest � does not mean the largest VSWR existing in the



Fig. 13. (a) Measured and (b) simulated P1dB for the selected 703 impedance
states. The measured P1dB exceeds 45 dBm (blue star marker) are not accu-
rate because of the polynomial extrapolation accuracy problem. (c) Measured
and (d) simulated IIP3 for the selected 703 impedance states under the test
power of 30 dBm.

transmission line. In addition, it is not necessary to have the
highest voltage distribution.

B. Power-Handling Capacity and Nonlinearity Analysis
With the automatic measurement setup, the P1dB and

IMD measurements are implemented for the selected
703 impedance states. In order to avoid the damage caused
by high power during the P1dB test, maximum 42 dBm is
applied for the sweep. The input P1dB is more meaningful
for EIS, because we care about the operation power limit.
The measured input P1dB less than 42 dBm are considered
accurate (Fig. 13 (a)). For those impedance states which have
small compression until 42 dBm, the P1dB is obtained by
3 or 5 order polynomial extrapolation, which somehow will
affect the accuracy after the fitti g range. Hence, the extracted
P1dB larger than 45 dBm are considered inaccurate, which
are marked as blue stars in Fig. 13 (a). A possible way to
obtain accurate P1dB for all impedance states is to increase
the test power. However, the EIS may be burned in some
states with a strong nonlinearity. Actually, the power-handling
capacity of the EIS will be limited by those impedance states
with low level P1dB, thus the minimum P1dB among all
states will be considered as an evaluation criterion in the
statistic study. The reason why we cannot have the point-to-
point comparison in Fig. 13 is that the SPICE model we used
in simulation may not be accurate under the condition of a
strong nonlinearity. The difference of minimum P1dB from
Fig. 13 (a) and (b) is within 2 dB , which means that the
simulation could have similar results with measurements from
a statistical perspective.
Measured and simulated results of IMD for the selected

703 impedance states are shown in Fig. 13 (c) and (d).
As a matter of fact, the low-side third order intermodulation
product is not always the same as the high-side product. The
measured IIP3 shown in Fig. 13 (c) is the average value of
the calculated IIP3 with both products. Similar to the P1dB
analysis, the minimum level of IIP3 rather than the highest
IIP3 is the limitation of the EIS. Comparing Fig. 13 (c) and (d)
suggests that the difference of minimum IIP3 is within 3 dB .

Fig. 14. Relationship of (a) P1dB and (b) IIP3 with the maximum peak
voltage along transmission line for all 4096 impedance states, which are
obtained from Harmonic Balance simulation in ADS with one watt input
power. Blue solid line is the f tting curve of 20 impedance states that are
shown in the gray area, while the red dash line is the extension of the f tting
curve.

The P1dB and IIP3 of all states do not have a clear
relationship with reflectio coeff cient (Fig. 13), because
each impedance state is the result of combination of the
ON and OFF states of 12 PIN diodes. Even so, the sta-
tistical study shows a good match between simulations and
measurements of P1dB and IIP3 of the EIS. In other words,
we could know the approximate power-handling capacity and
nonlinearity without doing actual measurements.
As discussed in connection with Fig. 12, high peak voltages

appear at the positon of PIN diode with the OFF state.
In addition, from Fig. 10 (c) and (d), we can see that the IIP3 of
PIN diode on the OFF state (−25 V) is much lower than
that of the ON state (30 mA). All evidences indicate that the
nonlinearity of EIS is mainly caused by those PIN diodes with
the OFF states, it is proved by the statistic study in Fig. 14,
from which we can see that a higher maximum peak voltage
results in a lower P1dB and IIP3.
Since the peak voltage is proportional to square root of

power, it should have linear relationship with P1dB or IIP3
(dBm) under a linear power region. It is possible to predict
the power-handling capacity and IIP3 with the simulation of
a small amount of impedance states. As shown in Fig. 14,
the blue line is the fitti g curve of 20 impedance states
with high maximum peak voltage, and the extended line
can fi all the simulation results. In order to have a quan-
titative comparison between the extrapolation and the f tting
with the whole set of points, the mean absolute percentage
error (MAPE) is applied, and it is 0.3% for P1dB, and is 1.83%
for IIP3.
The interesting point is that the proposed voltage distribu-

tion theory can help determine this small amount of points,
so that we do not have to do the full simulation for all the
impedance points. Note that the relationships in Fig. 14 are
established under the input power of one watt. If the input
power changes, the x-axis will change correspondingly, how-
ever, the slope of the f tting line will not change. In addition,



the relationship should be different if different nonlinear
device is used.
With the f tted curve, this relationship can be integrated

in the analytical model, then we can calculate the power-
handling capacity and nonlinearity for all the 4096 impedance
points within 30 seconds. By contrast, because of a low com-
putational eff ciency of Harmonic Balance (HB) simulations
in the Keysight ′s Advanced Design System (ADS), it takes
a few hours only for the presented work of Fig. 14. The
simulation of one frequency even takes time, needless to
say the optimization for an entire frequency band. Circuit
simulation engines such as ADS have proven to be a good
solution to verify circuit design [1], [4]. However, optimizing
thousands of discrete states as well as further data processing
are almost impossible within the ADS framework. This is also
the major motivation to develop this work. The development of
a pure optimization algorithm or technique in this connection
is beyond the scope and interest of this work. If the proposed
theory can be taken into consideration during the selection and
optimization process, power-handling capacity and linearity
can be enhanced in different ways. As can be seen from
Fig. 12 (c) and Fig. 14, this theory can predict the worst
voltage distribution so that one can simply remove the worst
states in practical applications even after the circuit is fabri-
cated. Furthermore, for a narrowband distributed EIS in [13],
the proposed voltage distribution theory could replace the
ADS simulation to f nd out the proper positions for varactors
theoretically, which may result in close maximum rms voltage
on each varactor. In this way, the power-handling capacity
will be improved. Note that Smith chart coverage in [15] with
return loss better than 10 dB and transmission loss better than
1.5 dB was considered as a f tness function in the optimization
process with Genetic Algorithm (GA). If the proposed method
is integrated, such a f tness function will be modif ed for the
Smith chart coverage with the return loss better than 10 dB ,
the transmission loss better than 1.5 dB , and the peak voltage
lower than a certain level (e.g., 15 V).
From (12) and (13) we know that the relationship of

IIP3 with frequency is opposite for the ON and OFF states
of PIN diode. Since EIS is the result of combination of the
ON and OFF states, there is no clear relationship between the
IIP3 with frequency.

VII. CONCLUSION

Power-handling capacity and nonlinearity of PIN diode-
based distributed electronic impedance synthesizer (EIS) have
been studied statistically from theory, simulation and exper-
iment aspects. Close agreement was obtained between them.
With the help of a small amount of simulations, the developed
voltage distribution theory can predict the power-handling
capacity and nonlinearity of EIS from its linear operation
region. In addition, the voltage distribution analysis can largely
reduce the computation complexity of EIS, especially involv-
ing thousands of discrete impedance states. Therefore, it could
be used as a criterion in the selection and optimization process
to enhance the power-handling capacity and linearity in differ-
ent ways. Similar theory can be developed and deployed for
any other distributed EIS with different nonlinear devices.
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