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Chapter 1

Preamble

1.1 Foreword by Alain Reineix

The last years, the development of electronic systems has strongly
increased. Then in the conception phases of systems it becomes
difficult for the engineers to predict the best configurations that
make the different functionalities in the best way. That’s why
if no tools can help the conceiver, no innovation will exist and
all that can be done is just to make little modifications in an
existing system. If we draw a state of art of the different ap-
proaches compatible with the conception of a system, first we
can point out the numerical modeling tools. Even if the ca-
pabilities of modeling have strongly increased these last years,
the complexity of systems has increased more rapidly than the

13



14 CHAPTER 1. PREAMBLE

power of these tools. In this case, we can ask what is the best
approach for the conception of systems? In fact, the experience
of the engineer is very important because, in the most cases, his
past experience will guide him to make reasonable choses in the
future. That has been said is the importance of the experience
but as I said above, the ideal solution is to have a tool capable
to transcript his experience so that he can make virtual experi-
ment and immediately see the effect if he makes one parameter
varying (or more than one). It will replace the famous rule of
thumb and will give numerical values giving the effect of one
parameter on an observable. It’s in this context that Olivier
Maurice adapted the Kron’s method in the EMC domain. This
approach will answer to the problem given above because we
can sum up the approach by the necessity of the realization of
a transcription of the problem into an equivalent circuit. But
what is important in this transcription is that the more influ-
ent physical phenomena must be included in this model. For
this, the experience of the engineer is very important; he has to
observe the system under study and transcript his vision into
a model including the physical phenomena he thinks that will
occur. At this level, we can conclude that there is not only one
possible model, but if all the models take into account the physic
the conclusions of different specialists will be the same. Said as
it, the approach seems miraculous, but it is important to have
a background on physic but also on mathematical object that
will be used by the engineer. This book is entirely dedicated to
the different concepts that are included in the method proposed
by Gabriel Kron and extended by Olivier Maurice. Each chap-
ter will introduce mathematical concepts that will help the user
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to have a really good master’s of the approach. A progressive
approach in the first chapters will help the reader to familiar-
ize with the notations necessary for tensorial analysis and with
the different steps necessary to the conception of a circuit. It
appears that tensorial notations becomes an universal way to
introduce different models from the physics and therefore will
be the best to for multiphysics. As it is well known, the physical
phenomena are the same in different referential, so the tensorial
approach associated with the Einstein’s notations, is really the
best way to have to represent physical phenomena and the rep-
resentation of physical quantities as flux in the primal space and
efforts in the dual one make the approach suitable for mixing
different physical phenomena as it is already made in in meca-
tronic. Du to the increasing complexity of system as already said
above, it becomes necessary to mix different functionality but
also different physics (mechanic, electromagnetic, ...) so the
solution given in this book is really an interesting solution for
future studies and in the conception of future systems. One of
the most important point, among the different ones, recalled by
the author and clearly exposed is the diakoptic approach. Its
one of the most famous concept introduced by Gabriel Kron,
with Diakoptics, he has found an original technic to decompose
a complex system into substem and to give a tensor charac-
teristic of each subsystem independently of the others which
is a cornerstone of each complex system under study. Such a
decomposition is essential to see a complex system as the con-
nection between different sub-system, each one being dedicated
to a particular functionality. In the decomposition, one other
mathematical domain that is very important is the topology, the
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book describes the way to translate this mathematical concept
in the EMC domain, the manifolds and the second geometriza-
tion concept will give the mathematical representation of a local
study and its extension to a large domain mainly for taking non
linear phenomena into account. As made by Einstein for the ge-
ometrical representation of the gravity, this approach will give a
graphical representation of the space curvature in the considered
space of calculation. Such a concept will drive in the concep-
tion of system, and delimitate the regions of best behavior of
the system and its sensitivity to a perturbation. The book is
mainly dedicated to the EMC domain but the cyber physics is
also addressed, this illustrates the universality of the proposed
approach. So I hope dear reader that, when you will read the
first page, you will dive into an interesting and exciting world.
Good reading !!

1.2 Author’s introduction

Dear reader,

the purpose of this book is to present various personal think-
ing about systems. Having worked in electromagnetic compat-
ibility during more than thirty years, this has given me op-
portunities to search for efficient models for complex systems
modeling.

I could have think in a particular summary and in a con-
struct plan for this book. Rather than working classically, I
prefer to give ideas and to speak of various subject in an or-
der associates with some conductive wire. I think that every
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scientist must construct his own ideas on physics. In parallel
to classical courses, he can find in this kind of approaches other
inspirations. As innovation comes from multidisciplinary works,
it is indispensable to follow other tracks. I submit here one of
these tracks, at least I hope to.

Coming from my own experience, my approach of the sys-
tems is principally based on electromagnetic compatibility. But
this job includes electromagnetism as the mechanics, chemistry,
biology and the human factor.

I invite the reader to take some altitude in order to embrasse
the whole spirit of Kron’s formalism. I call for tolerance of
readers because I often forget some rigor for preferring speaking
of an approach, of wide principles. The book must be treated
by this way and no doubts that if some ideas I present may have
some interest, they will be developed to gain in maturity. There
may be some errors in this book, but I hope it is full of ideas.

When I have started to work on Kron’s method in 1988,
it was to be able to compute experiments in electromagnetic
compatibility. I have discovered at this moment that Kron’s
formalism is unique to study theoretically a problem. All other
methods: bond graphs, nodal methods, MNA, S parameters etc.
dont give the same capacity to model . Clearly, complex systems
involving relativistic movements can be modeled by the simplest
way using Kron’s formalism.

Unfortunately, my practice of the beautiful English language
is weak. But I hope to be easy to read and understand, it will
already be a great reward for me ....

Hope you will enjoy this discussion, Olivier Maurice
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PS : in all the book! we use p for Laplace’s operator.

1The softwares used to make the draws were Qucs, Open-Office Draw
and Open-Sankore. Some graphs was made using Yed. Computations were
made using Python2.7. The book was written with IATEXusing TexMaker
and TeXShop.



Chapter 2

On Systems

2.1 What is a system?

Somewhere we can find as many definition of what is a system
than the system the more complex can have behaviors! In that
case, we must remain as simple as possible. Starting from the
Greek declinaison, we can say that a system is firstly a set.
Nothing less, but nothing more. After this we can add adjectives
to increase this simple property.

By studying systems we belong to the systemic community
who studies the systems. We are systemicians.

Some other definitions are very important. A collection is a
group of objects. So, what can be the singularity of a system?
Is a system a simple collection of objects?

19



20 CHAPTER 2. ON SYSTEMS

We can consider that a system is a set in the mathematical
sens of the word. It means that with the collection of objects,
some relations between these objects are associated. It exists a
structure in mathematics that seems to correspond to this kind
of definition: the manifold. May we consider that a system is a
manifold? In any ways we can try.

2.1.1 What is a manifold?

A mathematical manifold is the generalization of the concept of
geometric forms. A curve is a manifold of dimension 1, a surface
of dimension 2, etc.

There are two ways to abord the notion of manifold. A first
method consists in connecting various parts step by step until to
reach the whole system construction. A second method consists
in defining a metric which defines the neigh-borough and by this
technique, the proximity of the various parts of the system.

We will see that a simple technique to visualize this con-
struction is to use graphs. KEach branch of a graph can be a
representation of a part of the system. Each of these branches
is associated with the equation of a function. The construc-
tion of the whole graph corresponds to the one of the system
and leads to a system of equations which is the mathematical
representation of the physical system.

This system of equation, added of inequalities that define
the domains of its parameters is a manifold following Poincare’s
definition. Once this manifold is created, the physical system
can be forgotten and its study is replaced by the analyze of the
manifold.
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2.1.2 System of systems?

The system of systems is a quite recent notion created to de-
scribe sets of systems with interactions between them. It cannot
be this time a simple set of systems because in that case, the
system of systems is a system using the property of union of sets.
If we want now to use the manifold definition for our systems, a
system of system is not a so simple thing to define. Fortunately,
it exists a quite simple way to abord these concepts: graphs.
Through graphs we are able to define more precisely what is a
system and after, a system of systems. But basis graphs have
to be completed by a fundamental technique: cords! 2.

Then, having all the material to represent systems or parts
of systems, we will be able to model any kind of system with
one more hypothesis: that (M, +) is an abelian group, M being
the set of manifolds.

2.1.3 Systems seen as graphs

Graphs are made of nodes, branches, meshes, faces, networks
and for us, of cords. We can use them to represent objects and
the interactions between objects. That’s why they are so well
adapted for the systems representation.

IMaurice, O., Reineix, A., Durand, P., & Dubois, F. (2012, July). On
mathematical definition of chords between networks. In European electro-
magnetics, EuroEM 2012

2Qlivier Maurice, Philippe Durand. Modélisation des systémes com-
plexes. : Présentation des grands principes de la méthode xTAN.
Présentation effectuée lors de la réunion du groupe CESIR de PAFSCET a
I'ESIGELEC, le 19 décembre. 2015. hal-01246740.
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Before to begin studying graphs, we can now give a new
definition of what is a system by using words that will becomes
clearer after: a system is represented by a graph. Each of its
elements or objects are represented by a branch in the graph.

A system of systems is a graph made of more than one net-
work. In other words, a sub-system is a network in a graph.

The branch is the fundamental part of graphs. To each
branch will correspond an equation, and the networks allow to
construct systems of equations which represent the systems. We
will see that these systems of equations can be seen as manifolds.
Studying systems consists after that in studying manifolds. It is
a geometrical approach of systems using Kron’s formalism and
some others novelties.

2.1.4 To conclude this chapter

A real, cyber-physical system is represented by a graph and is
a mathematical manifold. A system of systems is a manifold
made of various subparts represented by a graph constructed
from a set of graphs. Cords add relations between these graphs.



Chapter 3

Graphs

Graphs are used for reals objects as for abstract things. They are
a precious help to understand topological relations as systems
behaviors and particularities.

Fundamental element of graphs is the branch. Nodes are
more difficult to understand, contrarily to what we could think.
Defining a branch is relatively easy. A first property very im-
portant is that the object represented by a branch must have
two borders, like the branch. Nodes are the border of a branch.
Each branch has two nodes. The connection to the object can
be made through two access which are the two borders in rela-
tion with the two nodes. These access are used by the major
observables in relation with the major use of the object. For
example in electricity, a resistance has two access. This doesn’t
mean that other ports doesn’t exist. In particular, ambiant tem-

23



24 CHAPTER 3. GRAPHS

perature can affect the resistance value. But this temperature
is not connected to the resistance like a generator. It comes
from the environment of the resistance and acts on its junction.
To transmitt the temperature to the object (here an electrical
component) we need another sort of link. That’s one reason for
creating cords.

Using an object in a system implies to know how it works in
various conditions. The operation of characterization is a major
step in the system modeling. For modeling a system, we need to
know how work its parts. This characterization uses the inputs
available on the object to apply various sollicitations in order to
measure its responses. This operation cannot be applied directly
on a node that has only one input. That’s why real objects are
represented at least by a branch.

3.1 Branches

A branch has two borders. The concept of border is not so
simple to understand. What is more simple to understand, is
the dual of the border operator. If we consider a state variable
q pointing out some physical entity that exists all along a way
where it moves. Integrating this entity on the way and dividing
by the time taken to make this trip gives the flux f that belong
to the branch. We can write:

t+At At) —

The elementary entity, the state variable ¢, belongs to the
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zero dimension space of the components of graphs: i.e. nodes.
The flux, coming from the integration of the state variable along
the way associated with the branch, belongs to the one dimen-
sion space of the components of graphs: the branches.

But to make the entity ¢ moving, we need to apply energy.
That’s the fundamental process of characterization. Basic prin-
ciple of this process is to apply a stimulus to a structure and to
measure the flux created by this stimulus in the same structure.

We can associate with any branch some properties and the
corresponding equation. Any branch can receive an electromo-
tive or mechanical force. If such a source is applied to the branch
when it is open, no flux can flow on it. Because in that case, the
branch has two borders, so any flux is stopped on these limits.
If we close the branch, i.e. if we connect the two nodes together,
the borders disappear and the flux can flow all along the branch,
even browse it more than one time. The question now is to know
how we can close the branch. Following Maxwell’s equations, a
closed circulation of field is something we can define. A closed
circulation of magnetic field being linked with a central current
that doesn’t exist here, we can only refer to a closed circulation
of electric field.

If the branch is characterized by an operator acting on the
flux, the circulation of the electric field becomes (see figure 3.1):

e:fd*c.E:H(z'HU (3.2)
C

On the figure, the presence of the operator H is symbolized
by a rectangle drawn on the figure.
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The equation e = H (i) + U where i is the flux and U the po-
tential difference across the branch is called Kirchhoff’s branch.

Figure 3.1: Characterization of a branch

We can make a first very simple and fundamental experience
on the previous branch. If we connect both nodes together, we
suppress the potential difference. How may we do that 7

The incidence matrix gives the relation between the poten-
tials at the nodes ¥ and the potential differences U. In the
circuit figure 1, we note now U; the potential difference across a
first branch 1 and U across a second branch 2, 9, the potential
on the node 1 and v on the node 2. The incidence matrix A,
defined by U,,, = AF 1. is here given by:

m
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A=Y 53

We can connect the two nodes 1 and 2, writing in a transfor-
mation that they are both equal to a single node 1. This means
that the two nodes are made in correspondence with the node
1 through the transformation matrix A:

A= [ ' ] (3.4)

The matrix A says that first node (first line) is equal to next
node 1 and says that second node (second line) is also equal to
next node 1. We can apply the transformation A to the incidence
A to make what we want. You can verify that AT AA = 0. This
means that in the new space where nodes 1 and 2 are connected,
there is no more nodes and the incidence is equal to zero. The
potential is a property of the border. Making the association
between the state variable dg and the potential di) (see equation
3.1), we can write:

U:ﬁ%¢:o (3.5)

while:

2
U:[dw:w—wl (3.6)



28 CHAPTER 3. GRAPHS

Borders are the limits of the integral. When we close a
branch on itself to create a mesh we suppress the borders. This
leads to suppress the potential differences.

If we look at QU it gives the border of the branch 0v. But
when a branch is open, no flux can go across it. In real life,
there is only one situation where this can appears: in static
states, electrostatic for example. In all the other cases, kinetic
energy exists and flux exists. It means that only closed circuit
can exist. From a set of branches we can construct meshes. The
space of meshes will constitue the major space that we will now
studied.

3.2 Meshes

Mesh fundamental relation says that the sum of the forces on
a closed circulation is zero (Newton’s relation). This can be
retrieved starting like for mechanics from the energy expression
for electrical circuits. For magnetic energy it is given by:

E=lr?
2
by making d;0; E we obtain:
dokE d
S ) = .
o a =0 (38.7)

The potential Uy, can be assimilated with a force by the product
with the load divided by the distance:
UL

fe=ay
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: _ 12 .
For the potential energy E’ = 5CV? we make:

Up=2" =41 (3.8)

As before: U
Fo = a7

It remains the last kind of force: the force coming from the
dissipation, F'gr. This force comes from the dissipation power:

1 _, OW :
W= 5312 = - = Ri=Unr (3.9)
and i
Fp=q=2

l
Through these various relations and Newton’s one we see that:

¢ (dOE O oW\
z{dt 5 " og "o 70 (3.10)

We retrieve Lagrange’s equations. The mesh space is the
fundamental space which is established by Lagrange’s equations.
We may wonder how these equations can be obtained starting
from a collection of Kirchhoff’s branches? First must be un-
derstood that extrinsic sources e comes as right member in the
Lagrange’s equations:

d OF OE OW
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After what, each capacitive or dissipative term of this equa-
tion can be associated to a partial development of the electric
field that obeys to equation 3.2.

We can imagine two situations. A first situation where
branches are organized in series. A second situation where the
branches are organized in a closed mesh. We suppose to have
a collection of N branches. These N branches are characterized
by N functions Hy + Uy, k € [1,...,N]. To explain the pro-
cesses, we will consider two branches only. It is easy to extend
the mechanism to any number of branches.

3.2.1 Organization in serie

We have two branches, one with the operator H; and one with
the operator Hs. With these two separate branches we want
to construct one branch made of the two previous branches in
series. To do that, we create a transformation F that make
corresponding the two branches 1 and 2 to a unique one 1°. The
matrix of the transformation F' is given by (having the original
branches as rows and the new branch as column):

1
F = (3.12)
1

By another side, the collection of the two separate original
branches can be synthesized in a single impedance matrix Z,
purely diagonal, where the branches are the diagonal compo-
nents. By making the bilinear product Z’ = FTZF we trans-
form Z in a matrix Z’ where the two branches are gathered. We
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compute:
A [H1 + Ha) (3.13)

and the Kirchhoff’s branch 1’ has for equation:
€1+€2=U1+U2+Zl (Z) (314)

The potentials are obtained by UF and the sources by eF.

Note that the new branch has only two borders. We will
show why but it is not so easy. First we define the incidence
matrix which gives the relations between the nodes and the
branches, before the reduction to a single branch:

A= (3.15)

Nodes are in columns and branches in rows.

We benefit of this description to explain the mechanism of
the mute index. Rather than writing for a sum on an index
between a matrix and a vector like:

Vp = E Myuy
y

we can use both location up and down to define indices. The in-
dex up is associated with rows and the index down with columns.
Previous equation can be written:

Vg = E MYu,
y
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But as we can see in this example, the index which is re-
peated is the index with which we make the sum. Finally, it
is not important to detail the sum symbol once we have under-
stand that the repeated index is the index on which the sum is
made. Previous equation can be resumed by:

Vg = MYu,

For the moment we can stop here this first introduction to
tensorial algebra. We will see other properties of this algebra
further.

The gathering of the two branches can be translated applying
a transformation N to the set of the nodes. This transformation
replace the four nodes of the two original branches by the two
nodes of the final single branch. Old nodes n are in rows and
new nodes n’ in columns:

n
n’ —

(3.16)

S O O
— o O O

N is the transposed matrix of N’ . The incidence matrix Any,
links old nodes with old branches. The matrix F} links old
branches with new ones. The matrix product

NI AVF) = A (3.17)

creates an incidence matrix which gives the connection between
the new nodes and the new branches.
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We see on this simple example how the mute index conven-
tion is powerful and helps to find the result of various succes-
sive transformations. We can follow the various maps implied
in these processes:

N" :n/ —n
Ay :n—b

(3.18)
Fbib—

A =NoAoF:n =V

The indices send back to corresponding spaces. Tensorial
algebra is powerful because it says how datas are managed and
it allows to write simply complex equations.

3.2.2 Nodal space

Studying networks through nodes and branches means to work
with nodal methods. These method are the most usuals. They
include nodal analysis for circuits, nodal finite elements, etc.
We are going to demonstrate how to establish the nodal analysis
equations, using tensorial algebra.
We start from the Millman’s theorem:
ey +1
Y

By generalizing, this is equivalent to:

YU, = emy™F + " (3.20)

U= (3.19)
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The potential differences can be expressed in term of the poten-
tials at the nodes:
Alrpy =U, (3.21)

We can replace this relation in the equation 3.20:
Y AL rhy = emy™F ik (3.22)
now we can multiply each member by Aj}:
AVyFm AT, = AVey™F + AYiF (3.23)

We call YV = AZy’mA?1 the admittance in the nodes space,
s¥ = AVi¥ the current in the nodes space and JV = Ale,,y™*
the electrical sources of nodes. Finally:

YV, = JY + s (3.24)

We compute the potential at the nodes 1), after the inversion of
Y.

Once the potentials at the nodes are known, we can obtain
the potentials differences, then the currents, etc. All these last
quantities are in the branches space.

3.2.3 The tensorial concept

There are many ways to present tensors. From my opinion I
think that there are two fundamental concepts leading to tensors
and perhaps being physically their principal reason to be:

1. concept of co-space;
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2. concept of invariant.

I’'m not sure that my proposals mays be completely approved
by mathematicians. But I'm sure that they are in practice the
expression of the powerful side of tensors.

Co-space

In electricity as in many physics, movement is the natural way
of life. As we discuss before, static situations are very abstracts
and rarely really applicable in life. Energy needs to change al-
ways from one aspect to another. Perhaps this is in relation with
the whole movement of the universe. As the universe moves,
space-time moves and all our life moves.

So, a first consequence of these movements is that majority
of things we can observe have one speed and one direction of
movement. As a consequence, it is natural to associate them
with vectors. We can recall here some fundamental properties
of vectors.

If we consider a set @ of identified points {a,b,c,...}. A
vector v can be seen in a first step as an ordered couple of
points. For example (a,d). Best, the couple of values can be
organized in a column matrix:

v = (3.25)

The vector v belongs to the set @ x @, here in a space of di-
mension 2. The set of vectors associated with the operation of
sum ”+” is an abelian group.
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The orientation of the vector is described by the order of the
numbers in the matrix. By the fact the vector:

—a
—-v= (3.26)
—d

is opposite to the vector v. We understand that this process
can be applied to many sets of the life. Each time we link two
quantities in a given order, we create a set of vectors. Two vec-
tors being equal if they have same amplitude and direction. In
the life, each time we mind on movement, during travels, when
we walk and use the ”GPS”, etc., we refer to vectors. When
we write on a sheet, following specific lines and with respect to
rules: we write from left to right or up to down, etc., we refer
to vectors. The question may rather be: is there some actions
we do that cannot be made in reference with vectors? Vectors
are the natural life. For this reason, we call them, once we have
chosen their definition in a special case, the "natural space”.
This space can be of very high dimension. For example if we
consider colors of the rainbow. We may create a space where
each fundamental color is a direction of this space. In this case
we may have seven directions (Isaac Newton has separated the
rainbow in seven fundamental colors).

Now, we can create vectors in this colors space by affecting a
factor to each color, defining by this action the vector associate
with a particular composite color. So, in the space of colors red,
orange, yellow, green, blue, indigo and purple, we affect real
factors of intensities (au, v, v, aty, 4, @, o) and any vector v
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is declined under the form of the column matrix:

a'f'
Qo
a;
V= o (3.27)
ayp
o
Qi

We can add vectors, we can multiply them by a number (a
real number or a complex one), and as they constitute a group,
it exists a null vector, a symmetric for the addition, etc. But if
we want to transmit these kind of vectors to a friend by phone,
it is difficult. We cannot describe its direction because this di-
rection can be very difficult to explain. If we want to describe
the distance there is between two vectors, it is very difficult also.
This is all the more difficult that our vectors may be complex,
for example if we associate with the colors a phase to say when
these colors appear. In this case, the components of the vectors
would be complex numbers: a,e PP (p is the Laplace’s oper-
ator). What would be very easy is to be able to describe the
distance between two vectors using a simple number.

Metric

Once we can define distance, we can locate the position of any
points. That’s the marvelous property of neighborhood. Neigh-
borhood is the simplest way to define a topology, to describe
the space.
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By definition, the distance s between two points identified
by the two vectors v* and uY is given by:

s% = Guyvu? (3.28)

This notion is difficult to understand. Often it is presented
taking as an example the cartesian space case and its particular
metric. But it masks the more global properties of this notion.

To illustrate the distance we will take as an example a circuit.
We consider two circuits purely resistive of values Ry; and Ras.
The system of equations that pilots these circuits through two
sources e; and es is (we will see further how to establish these
equations):

e = Rllil
(3.29)
€y = RQQiZ

The equation e, = f(i¥) can be seen as a parameterized

function of two variables. The directions by are given by the
flux derivatives:

b1 = (’)ilew(iy) = [Rll,O]

by = O;2e,(i¥) = [0, Raa) (3.30)

Note that the result of the derivatives creates a couple of values
in the space of dimension 2. This leads well to vectors: base
vectors. With these base vectors we can define a metric. The
metric G is defined by:

Gij = (bi, bj) (3.31)
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SO:

Gij = (3.32)
0 R3
The operation made to find the metric uses the jacobian
matrix Ji = Oppe,. Each base vector is in fact a column of Jg.
From this jacobian matrix we can obtain its transposition I'2.
If we take a look to equation 3.29 e, = zqi® where zgp is the
impedance matrix (it is the same matrix as J{) given by:

R 0
Zij = (3.33)
0 R

If we multiply each member by I'?, we obtain:

e, = T%2i°
but:
ngab = Gcb (334)

The system 3.29 can be written I'Ce, = Gopi®. What hap-
pens now if we compute Gi¢i® ? We find (R11i1)2 + (R22i2)2
and the distance is given by:

s=/(e1)? + (e2)? (3.35)

The distance s is the classical distance defined by Pythagore’s
theorem: we are in an euclidian space where s is the hypotenuse
and e; and e, the two orthogonal directions.
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Through the concept of distance, we are able now to make
a link between vectors and numbers, also named scalars. This
can be done thanks to the metric G which is a tensor twice co-
variant. But even before that, the impedance matrix has made
correspondences between the components of the vector i* and
the collection of numbers e, which are motive forces (electromo-
tive force, magnetomotive force, mechanical force, etc.).

This last discussion is very important. To speak of topol-
ogy in electromagnetism means to define a metric which de-
scribes the electromagnetic space. It’s a mathematical descrip-
tion. There are no direct relations between the geometrical
proximity and the topological proximity. Some descriptions that
are made starting from intuitive and visual separation of zones
where electromagnetic exchanges occur are not real mathemat-
ical topologies applied on electromagnetism. To define a met-
ric is the incontournable first step to speak of electromagnetic
topology.

Referential, Dual space, invariant

If we move a chair from a point A to a point B, this action
is independent from the choice of referential used to describe
mathematically this movement. Vectors and tensors have their
own existence, independently from the matrix which represents
them.

The notion of referential is very important. Every time we
do something, every time we describe something we should de-
tail before in what referential we consider the problem. We
will see that for electromagnetism, the referential is defined by
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operators of impedance. Every time we speak of results in elec-
tromagnetism, we should specify what are the impedances used
to do the measurements or the computation. The notion of
referential impacts all what we do in life. When we speak of
animals, in general we describe their behaviors in our referen-
tial, without knowing in fact what they feel and think. It’s the
same for human, one thing that can be funny for one person
in one cultural referential can be unbearable for another person
in another referential. Fortunately, it exists invariants. Invari-
ant remains the same in any referential. The only problem is
to find it! I can measure an object using a metric referential
and transform my value in another referential to communicate
it to a friend. He will be completely able to understand my
measurement because, whatever the system to measure the dis-
tance, a distance remains a distance. Regardless of the culture,
the location, etc., if I walk to the north, I walk to the north.
In relativity' for example, the invariant is the interval ds.

We have:
ds = /c2dt? — dz? (3.36)

In another referential, time and space are transformed following
Lorentz’s transformation:

dt' = v (cdt + Bdx)
(3.37)
dx’ = 7 (dx + Bedt)

(B=v1-v2/c,y=p"")

ILifchitz, L. L. E., & Landau, L. (1970). Théorie des champs. Edition
MIR.
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You can easily verify that c?dt? — dz? = c2dt’? — dz'?. It
means that the distance ds doesn’t depend on the referential
chosen to measure it.

And using a distance, I use a number obtained from a vec-
tor. As we have already written it vectors are not so easy to
manipulate. This is interesting if I can make a correspondence
between a vector and a number, and this for all the vectors of
my space. We look for something which is isomorphic to my
vectorial space. A map that gives to each vector a number,
obtained from the vector after some operation.

In relativity, the ”4-vector” v has a first component linked
with the temporal side and a second component of dimension
three linked with the spatial side: v = (ct, ). A dual vector
of v can be obtained by giving a minus sign to the spatial part:
v* = (ct, —%). The scalar product of the vector by its dual
leads to the invariant s

2 =v v =c*? —2? (3.38)

In the electromagnetic case, a number that can be attached
with each branch, we have seen it, is the electromotive force.
This electromotive force comes from the work of the electric
field on the length of the branch. So the operation used to
compute this work may be our linear form that transforms a
vector in number. Let’s try this.

X 1
j:aE:>/0 dx E= —oxithk=-U (3.39)

i is the current on the branch of length y and %k the constant
of integration. —U (remember that U = — [ dx - E) is the



3.2. MESHES 43

potential difference linked with the field work. The constant is
determined by:

k=Ri+U

R is given by R = (05) ' x and S is the section of the flux, ¢
the conductivity. As the current like the electric field must be
created by an external source, the constant k cannot be some-
thing else than the electromotive force e.

We obtain once more

e=Ri+U

A similar linear form can be found for dielectric medium with:

1 X 1
E=— | dt U=-— dx E=—— [dti+k 3.40
Gs/t N /0 X C/t itk (3.40)

C is the capacitance of the medium of section S. Final result
for a capacitive branch is:

e:UJré/tdti

Back to the graphs

We dispose of a set of oriented branches, each of them wearing
a direction of one space. This collection constitutes the compo-
nents of a global vector of the currents for the branches i*.
These components are the coordinates of the vector current
in a multidimensional space where base vector are defined by the
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impedances. The metric is obtained by the operation previously
described. For a pure dissipative system, it is equivalent to the
square of the impedance.

There is another collection of objects: the collection of elec-
tromotive forces. They create a covector, i.e. a dual of the
vector i*: e, = I'fe,. We have seen that this covector comes
from the work of the electric field. As said before, the metric
is the only way to go from the vectors to the covectors. In the
branches space, the metric is basically made of resistances and
capacitances.

Tensorial algebra

Dual vectors are called covectors and identified with an index
down: ej. Vectors are identified with index up: v*. A metric ¢
allows to transform a vector in covector: ey = (gmv™. That’s
the only way to pass from a vector to a covector. Its inverse
makes the inverse operation: v™ = y™*e,. Note that when
we inverse a tensor, indices exchange their locations and they
go from down to up or up to down. In electromagnetism, the
metric is an impedance matrix.

For electromagnetism, the invariant is the power (or normal-
ized energy with ¢ = 1). Making the scalar product ei* leads
to (Cpni™ + Ug)i¥ = W. W is the invariant.

When we change of referential, we transform the component
of a vector, for example a flux vector f in other components F'“.
To do that we use a matrix. A matrix, for example A, has one
index up and one index down: F'* = Ao,gfk.

The operations made using the mute index rule are very ef-
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ficient. Once we use this technique, very complex computations
becomes easy to do. The study of the establishment of the nodal
equation was a first example. Many others will be described all
along this book.

A last question that can appears is, what is a tensor? Is there
any definition for this object? We have said two fundamentals
things:

1. it exists an invariant that we must retrieve in any change
of reference frame;

2. a tensor is an object like a vector independent of the ma-
trix that represents it.

(note that in fact, a vector is a tensor of order one. A metric is
a tensor of order two, etc.). The global idea is to say that each
time that in an equation, an object is suspected to be a tensor,
the equation mustn’t change of form in a change of referential.
That’s the first criteria for saying if an object is a tensor. But in
fact is it very important? I think that what is very important is
to identify properties of particular objects we use, keeping the
same name to call them, and to respect the rules of the tensorial
algebra.

Among the objects we have described there is the metric G
(and we will see the inertia tensor), obtained from operations
on a parametrized curve, the impedance operator  that we will
more clearly define, and its little brothers z or H defined in
the branches space. There is the vector of fluxes v* (we can
use other symbols, for example for currents this will be i or J)
and the covector of forces e. There are also some important
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matrices: the incidence A, the connectivity C, rotations A, and
others we will be able to use. There are finally pseudo-tensors,
sometimes called under given properties tensorial densities. (
can be a tensorial density and I' the transposed matrix of the
jacobian J2.

3.2.4 Organisation in loop

The closed circulation of the electric field sends to a closed circu-
lation of branches. We have seen how to transform a collection
of branches to organize them in serie. Here, we present a trans-
formation that leads to an organization in loops called meshes.
This transformation is called a connectivity (remember that we
have seen the incidence before). We consider two branches b;
and by separated. We create a mesh m; made by the closed
circulation made with the branches b; and b,. Principle of this
action is presented figure 3.2.

If we note C the connectivity, we can determine the change of
referential by writing the relations between the old impedances
and the new one (here we have only one mesh, so only one
impedance in this space). We can report the belonging of each
impedance of branches to the impedance of meshes. In this first
case we have:

Ri(b) € Z(m1) Ra(bs) € Z(my) (3.41)

2Remember that the jacobian is defined by J,, = 0y (fa), where fq is
any function.



3.2. MESHES 47

Figure 3.2: Characterization of a branch

From these two relations we can deduce the matrice C:

1
C= (3.42)
1

The impedance matrix in the branch space is given by:

Ry 0
z= (3.43)
0 Ry

It results from the simple direct sum of all the element of the
collection of objects that makes the system. We transform this
matrix using the connectivity C and making a bilinear product:

CT2C = ClzabCh = Cap (3.44)
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When we apply this product we find a single real value given
by: CQB = R1 + R».

Let’s take another example with two loops coupled. If we
consider the figure 3.3. It shows two meshes having a common
branch like a frontier: the branch 2. The belonging of each
branch to the corresponding meshes leads to the next connec-
tivity matrix:

1 0
c=|1 -1 (3.45)
0 1

Figure 3.3: Two coupled meshes

The belonging of branch 2 to the two meshes 1 and 2 is not so
evident. What means a —1 relation of belonging? Rather than
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belonging, we should now speak of change of reference frame.
Imagine people walking in the street. They don’t know if the
street turn around further and makes a loop. They see other
people walking for some of them in the same direction in the
street, and others walking in the other sens in the street. If we
consider a change of referential applied on the speed of particles
in the branches compared to the speed of the same particles
in the meshes at the same locations, we can easily understand
that a minus sign links branch 2 and mesh 2. Connectivity is a
change of reference frame.

Transformation applies to forces and fluxes

The change of reference frame has finally been applied using
speeds for particles in branches. It is evident that it can be
applied to the fluxes in the branches. From now we can call these
fluxes: currents, even if they are not electrical ones. Between
the currents in the branches ¢ and those of the mesh space J we
have the relation:

it =ckje (3.46)

We start from this relation to transform Kirchhoff’s equation
into Kron’s one. Now we can use a fundamental mathematical
property. As ej is dual of i"* we have by definition if &, are the
forces in the meshes space:

o =Cllem = ey = Ci éq (3.47)

When we go from one space to another and when this second
space belongs to a higher order dimension than the first one,
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the connectivity which gather simple elements to make a more
complex one, is applied necessarily to the lower order space. It
says how the simplest element are organized as intersections of
the more complex ones. This can surprise somewhere, but let’s
think of that. It is a systemic problem. It seems evident that
starting from little elements we can construct a system. It’s
what we do every time we play with legos or similar games. But
if we make reverse engineering, it’s many more easy to identify
intersections between volumes to go back after towards the ele-
ments that compose the system. And it’s possible to work using
this approach even to construct a system from little parts. This
approach obliges to imagine what is the system before to begin
its construction. Thinking to this, in fact it’s quite natural! We
first imagine what we want to construct, and after we imagine
how to organize the parts to reach our objective.

Branches are frontiers between meshes, or participate to the
meshes which are the borders of surfaces. Surfaces are them-
selves borders of volumes. Knowing the properties of a volume,
we only need to know its limits to describe its behavior.

The surfaces we are speaking of are abstracted ones: they
are parametrized hyper-surfaces. Physical volumes disappear
and included inside these abstracted surfaces.

That’s why finally the connectivity is applied to the meshes
currents to generate the ones of the branches. This first relation
translates a relation that goes from the meshes space to the
branches space. Associate vector of currents is said natural.
But we see that the forces are transformed using the transposed
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matrix CT and in general the inverse of C = C~1.> That’s why
also, ey is a covector and not a vector.

One difficult exercise using graphs is to imagine the volumes
that are behind. But mathematically we have seen this by look-
ing for the linear forms.

When we look at a resistance, we integrate the field on the
height of the branch following:

1 .
U:—/zdx-E:E/zdm (3.48)

But i/S is the current density J. This is equivalent to write:

1
U:—/dx-E:f/dx-J (3.49)

This last expression implies the integral of x. This is a linear
form of first order, noted 1-form. For the dielectric, we obtain
a similar expression that involves a 1-form:

U:f/dx~E:1/ dx - Jdt (3.50)
x (z,t)

€

We may wonder why we do not work with the current density
rather than with the current? Because when we use the con-
nectivity to describe a part of a system, we make equivalence
between currents of branches and currents of meshes. This is
not possible with the current densities, because they are not the

3The connectivity matrices are Hadamard’s ones. So their inverse is
equal to their transposition.
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same between two connected branches. This would be possible
using sections rather than integers in the connectivity matrix.
But this gives no added values to compute the models of the
systems.

As soon as the branches are connected in meshes, a new phys-
ical phenomenon appears that cannot be seen in the branches
space. Following Maxwell’s equation we have:

é—fidC~E—f(/wdx/ydypB) (3.51)

(f) is a function. We know that the electromotive force comes
from the time variation of the magnetic field. In the previous
relation, p is the Laplace’s operator. But this variation occurs
inside a section. The previous relation is not correct because we
have a scalar as result and a vector on the member of the right.
How can we do to translate the scalar product of the field with
the section?

The more elegant way to make this is to use external prod-

uct?. The expression:
//dx/\ dyn, (3.52)
zJy

creates a normal vector which amplitude is equal to the surface
enclosed by the directions z and y. The external product sends
a quantity equal to this surface and n, is the normalized vector

4Troyanov, M. (2009). Cours de géométrie. Presses polytechniques et
universitaires romandes.
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perpendicular to the surface. Now equation 3.51 can be written
by using 3.52:

é:]{dC.E:—p//dxAdynz.B (3.53)
c zJy

The equation 3.52 defines a linear 2-form.
The electromotive force can be simply defined by: € = —pg.
Which means immediately:

¢=//dx/\dynz~B (3.54)
zJy

This flux belongs to the mesh and cannot be defined in the
branches space. But the magnetic flux ¢ can also be written
¢ = Li. If the mesh is a perfect loop of radius r, the magnetic
field is linked with the current by:

B=*"JA

2r

for a section of conductor equal to A. By replacement we obtain:

A
L|J|A=‘;7//dxAdynz-J (3.55)
zJy

"
L= 2T/I/ydx/\dy (3.56)

When we search for a relation leading to the force in the
branch space, we use 1-forms to define resistance and capaci-
tance. To obtain the inductance, we need 2-forms. The impedances

This leads to:



54 CHAPTER 3. GRAPHS

in the branch space can be components of a vector. But the in-
ductances are components of a tensor of order 2, twice covariant.

Excepted when associated with a component and a branch,
any mesh adds an inductance to its impedance operator. This
inductance is intrinsic to the mesh and cannot belong to its
branches. The same principle is observed with the electromotive
forces €. And we will see that the meshes space has others
properties.

More on the duality There is another way to define duality.
We start from two branches, one branch is a resistance and the
other a capacitor. We make a mesh with these two branches.
All along the resistance, an electric field is developed. If [y is
this circulation we have:

.
Ri=-Lgj

g

Jj is the current density. Along the capacitor on a length lo we

have: l
1 . C / .
— [dti=— [ dt
C/t €09 Ji i

So, for the whole circulation:
Y 1 - q
dc-E=Ilg=+Ilc— [ dtj =IrERr+lc— (3.57)
c o €0 Ji €0

but:
g = EOEC

¢
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finally we confirm that:

e= fda E=IrEr +IcEc (3.58)
C
We have:
e= ]{dé’ 110
C

for example

7 R-

f) = fl

R

under this definition, e is a 1-form. But on the other side:
e= —u/ (dZ A dy) - H
(z,y)

which identifies e as a 2-form. How can we make a link between
a 2-form and a 1-form ? Thanks to x which must be a metric -
an Hodge operator®. As a consequence, e is the dual of i.

The potential differences disappears

Starting form the collection of branches connected we much
reach a given system. This means that applying some connectiv-
ity to this collection and its vector should lead to the expression

5Bossavit, A. (2001). On the notion of anisotropy of constitutive laws:
Some implications of the “Hodge implies metric” result. COMPEL-The
international journal for computation and mathematics in electrical and
electronic engineering, 20(1), 233-239.
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of this system. Let’s the N branches be described by the Kirch-
hoff’s law:

Sk = Him (Zm) + Ui, = 2zt + Uy, (3.59)

where sj, are generators attached with the branches. Using the
relation " = Cg“JB we obtain:

Sk = Hrm (Zm) + U, = ka.cgljﬁ + Uk (3.60)
We can multiply all members on the left by C*
Chsi = Clapm.CJ I + CEUL (3.61)

Now C{jsk = 3,, Cf,“zkm.CgL = (s and CZ,“U;c = 0. This last
relation, a fundamental one, says that the closed circulation
of the differences of potentials is zero. It’s a very important
property of the meshes space to reduce the number of variables
to the unique meshes currents.

The equation of the system is now reduced to:

85 = Copd” (3.62)

This equation is incomplete because it doesn’t include the
inductances attached with each mesh. Of fact in the mesh space
we must add the tensor £,z which includes the self-inductance
of each mesh and the mutual inductances between meshes. we
must add also the electromotive forces €, induced in the meshes
by external fields. The equation becomes:

v

fo =30+ = (Cop + Lopp) J° (3.63)
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Specific properties of meshes: the inertia tensor

The tensor L,5 can be called inertia tensor. This tensor trans-
lates the reaction of the diffracted field in response to the ex-
citation of the incident field. The behavior is the same as the
inertie for the mechanical excitation. That’s why we can call it
in general the inertia tensor.

What is particular with this tensor is that when we compute
the current derivative of the function fg (J B ), the application
of this derivation to the inertia part leads to zero. When we do:

0
aJe

(Loppd®) = Lopp.s =0 (3.64)

When we compute the base vectors of the parametrized surface
fg, all the components of £ lead to zero. To retrieve the original
equation we must add this term to the product of the jacobian
by the mesh currents:

.fa = Ca'BJﬁ +£Uﬁp<]5

= fa - £UBPJB = Co’ﬁJB
(3.65)
=15 (fo = LogpI?) = T5a)?

=T, = GopJ?

The force-inertia term T, includes the external sources I'7, f,,
and the inertia tensor I'Y L, gpJ #. We can take a simple example
to illustrate this expression.
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We consider two meshes which are resistances (R circuits)
coupled through a real function A. The impedance tensor in the
mesh space is given by:

Ri+ Lyp —A
2= (3.66)
—A RQ + Lgp

We compute the base vectors:

Ry —A
b, = by = (3.67)
—A Ry
The metric is:
R% + A2 —A (Rl + Rg)
G = (3.68)

—A (Rl + RQ) R% + A2
The force-inertia tensor is:

Rif — RiLipJ" + ALypJ?
T = (3.69)
—Af+ ALipJ' — RyLopJ?

To simplify this first study, we can consider a weak coupling
(A — 0) with:
R? 0
G= (3.70)
0 R
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Rif — RiLipJ!
T = (3.71)
—RngpJ2

First equation is:
Rif — RiLipJ' = R2J*
This is equivalent to:
f—LipJ' = R J!

That’s the equation we can obtain using equation 3.63 under
the same assumption.

Meshes choice, fundamental Euler-Poincare’s relation
and Roth’s diagram

For those who wouldn’t be convinced by the interest of the mesh
space, we can compare one case with the nodal approach and
recall an interesting technique to extract the eigenvalues.
Figure 3.4 shows a circuit that we will resolve using two
different formalisms: Kron’s one and the formalism of the nodal
method.
In the mesh space it is easy to find the impedance tensor:

& +2Lp —Lp
¢ = (3.72)
3L 1
—Lp PR T
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Figure 3.4: A particular circuit

Seeing this matrix we can define the cinetic operator 7:

2L —-L
T = (3.73)
—L %

and the potential operator U:

Ql=
o

U= (3.74)
0

=2 [~

The characteristic equation of the system is given by

T'U-w1=0
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This gives:

3 2 (L) E
<4LC w)(l/y w) 70—0 (3.75)

The roots of this equation are the eigenvalues of the character-
istic equation.
In the nodal space, the admittance matrix is given by:

1 1
Y=| -z, ft+tw —w (3.76)
0 - Wt
This time we have for the energy operators:
1 1
r 7 0
T=|-1 % 0 (3.77)
0o 0 2
and for U:
cC 0 0
U=|0 ~ —v (3.78)
0 - v

Now, because we are in admittance, we compute 7U 1. We see
that this expression leads to degenerescence because two terms
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of the characteristic equation are equals (even without taking
into account the determinant which is already singular). The
nodal method gives the values of the potentials. It gives the
solutions for the potential covector. This corresponds to the
hamiltonian. At the contrary, solving for the mesh currents
gives the solution for the current vector which corresponds to
the lagrangian.

As said Penrose®, it would have been better if we could
solve the problems in the co-space (cotangent space), but re-
ality shows that the lagrangian (tangent space) seems to be the
single able to solve any problem.

Someone may wonder if similar problem appears with the
modified nodal analysis (MNA) method. The answer is yes.
The MNA matrix is:

6

Cp 0 0 0 0 0

0O w —-—p 0 0 0

(3.79)

6Penrose, R., & Jorgensen, P. E. (2006). The road to reality: A complete
guide to the laws of the universe. The Mathematical Intelligencer, 28(3),
59-61.
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which can be identified with the matrix of the energies:

U 0
W= (3.80)
0 7T

If we try to do (T2) ™", the matrix is singular and it is impossible
to obtain its inverse, even to compute the determinant of the
minors.

A question can emerge: how to determine the set of meshes
knowing that there are many possibilities to chose it? We intro-
duce here an important concept linked with graphs: the span-
ning tree. The spanning tree is a subgraph that allows to reach
all the nodes of a graph. In the tensorial analysis of networks, it
was introduced through nodes pair space, but I prefer to intro-
duce it through what I call virtual meshes. It is in deep relation
with current sources and the concept of sources of known cur-
rents. The known sources of currents are physically quite rares.
In général, nature creates forces that create currents. But to
add particles directly to a medium is less usual. Anyway, in
some cases, it is easier to consider the source like if particles
come from elsewhere than to take into account the whole phe-
nomenon. An example is lightning. It is very difficult to take
into account the whole phenomenon, with the clouds, the whole
circulation of loads over the clouds and the earth, etc. In a first
approximation we can consider that the location of the lightning
impact has weak influence on the spark-gap of the lightning and
so to start from its source of current to study the problem.

Figure 3.5 shows two branches numbered 1 and 2, a current
source in clear white and two meshes. The first mesh is linked
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with branches 1 and 2. The second mesh is not closed and is in
relation with the known current 3. This current is in fact the
current of this unclosed mesh J2. We call this kind of mesh a
virtual mesh. If we take a look to the connectivity of this circuit
we find:

= (3.81)

Figure 3.5: Virtual mesh

Note that, using the virtual mesh, we obtain a space of
meshes of dimension 2. The same dimension as the branches. If
a and b are the impedance operators of the two branches. We
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start from a impedance matrix in the branches space coming
from the direct sum of all the separate branches as diagonal
elements:

a 0
zZ= (3.82)
0 b
Computing ¢ = CT2C we obtain:
a+b a
(= (3.83)
a a

J? is a known current. But the unknown variables are J! and V,
the potentials difference across the virtual mesh. The equations
of our system for a covector source [¢, 0] are:

(a+b)J1 +aJ?=¢
(3.84)
aJt +aJ? =V

First equation gives us J! (as J? is known), and the second
equation gives us V. As previously we can compute the second
geometrization, seeing the system of equations as a parametrized
hypersurface. Here this would give us:

(a+0b)?+a*> ala+b)+a®
G= (3.85)
a(a+b) + a? 2a?
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The spanning tree is the branch 1 which allows to reach
the two nodes of the circuit. The nodes-pair current or current
source J2 uses the branch of the spanning tree. That’s a rule.
All the other branches are branches of closing. Once the span-
ning tree and its branches are defined, we create the meshes by
closing these branches by other ones. This can be an algorithm
to find automatically the meshes. But it is not so easy. In fact
if we want to construct well conditioned matrix, we must use
a different rule when a decoupling structure exists. For exam-
ple if we have two meshes separate by a capacitor, we may use
a unique spanning tree with the first branch and declare two
meshes having for common branch the spanning tree. But in
that case the matrix can be badly conditioned. It is better to
declare two branches with the capacitor as the common branch.
If a, b and c are the three impedances of the circuit, b being the
capacitor impedance, under the spanning tree construction we
obtain:

¢ = (3.86)

(= (3.87)
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If b is a very small value, the first solution leads to:

a a
¢ = (3.88)

a a-+c

where the impact of b disappears completely. With the sec-
ond rule we obtain:

¢= (3.89)

where b remains visible. This second solution leads to a bet-
ter conditioned matrix. The computation in this case will be
correct.

What is interesting by using G is that the distance is defined
in volts, a normalized energy.

When we look at any graphs, we can number the nodes I,
(the dimension of the space N), the branches B (the dimension
of the space B) and the meshes M (the dimension of the space
M), all grouped on networks (space S and number &). The
cords create relations between these objects, but are not parts
of the graph itself. Euler-Poincaré’s relation says how are linked
the spaces N, B, M and S:

M-—B+N-6=0 (3.90)

It’s a fundamental relation when we want to know how many
meshes we need to solve a system. An important concept is the
one of connected graph. Each time a group of branches are
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separate from another group they constitutes a network. The
separation means that no branches goes from this group to the
other. It doesn’t prohibit the fact that cords can exist between
the two groups. A connected graph is a graph made of only one
network.

Other applications of graphs under TAN formalism

The general approach consists in finding a first natural space,
a vectorial space, then to find a dual space to define finally a
metric or a pseudo-metric. Once this metric is found, the major
part of the work is done. After, we can see if some operations like
the second geometrization can add information to the formalism.
Let’s take an example in economics. Natural space is the activity
of people and of firms. It’s a vectorial space because this activity
has directions (the kind of activity) and can increase or decrease,
so being positive or negative. There is a null vector, the lack of
activity, and they can be added as leading to zero if an activity
is in opposition with the same activity but in regression. We
note f¥ the vector of activity.

A source s, that creates this activity is money. Fundings
generate economical activity in a classical economical society
where money is the material of exchange and the reference to
compare many different activities. We hope finally to create
a link between activity and funds, something that is similar
to Sy = hurf*. This has meaning: s is in euros and f for
example in days of activity. Under this choice, h is the day cost
of work. A study was made with this space of configuration to
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demonstrate strategies in research funding”.
We now present another application in biology.

Use for biology First work consists in defining dual space
from original one. It means that some observables are scalar
one contrary to some others that can be seen as flux. The fact
that some of them are known or not is not the problem. The
identification of both kind of variables must be attached to their
nature: coming from a vectorial structure or associated with
numbers (scalars). If this distinction can be done, the work
can begin for defining a metric. We recall the notion of metric
and its importance in the approach. Then the formalism® can
be used to find new interpretations of the system analyzed. We
conclude on future possible works to see if this approach can lead
to new results or if this work can conduct to a new modeling in
bacteria growth analysis.

This reflexion was conducted thanks to Prs. Alain Vander
Wouwer and Laurent Dewasme from university of Mons, Bel-
gium on the base of their work on bacteria growth?.

7 Financement de la recherche d’une structure privée. Olivier Maurice.
Res-Systemica, Vol.15, October 2015.

80livier Maurice, Philippe Durand. Modélisation des systémes com-
plexes. : Présentation des grands principes de la méthode xTAN.
Présentation effectuée lors de la réunion du groupe CESIR de 'AFSCET a
IESIGELEC, le 19 décembre. 2015. hal-01246740

9Dewasme, L., Renard, F., & Wouwer, A. V. (2007, July). Experimental
investigations of a robust control strategy applied to cultures of S. cerevisae.
In Control Conference (ECC), 2007 European (pp. 4785-4791). IEEE.
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inputs We define a biomass concentration x and a substrate
s. Reaction scheme leads to the equations:

ki1s1 — x1 + koss

(3.91)
k3sa — xo(+gaz methan)
The application of mass budgets leads to:
% = —kiwiz1 — D.sy + D.Sim
% = —kspoxs + kopiz1 — D.sg + D.Sipa
(3.92)
% =z — D.ay
dzy

o2 = pare — D.xo

with p, kinetic ceefficient given by po = f(s4). k are the
stoichiometric functions and D the dissipation functions (debit
per volume. It’s a real function).

Usually a vector £ is defined as [ S1 S92 X1 X2 ]T. Not-
ing:

k10
ky —ks
e (3.93)
0o 1

and F = [DSinl DS, 0 0 ]T. With these definitions,
we can resume the whole relations by matrix equation:
dg

G =Ko-DE+F (3.94)
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Using ¢ = [ puz1  poas ]T.

Defining natural and dual space It appears clearly that
& can be used as a vector from a natural space. It represents
our unknown variables and its components are in relation with
flux. Flux coming from substrate or biomass. But to transform
equation 3.94 in an homogeneous equation with £ appearing, we
must replace ¢ by £. By defining:

0 0 —klm 0
100 kapr  —kape
p=l0 0 : (3.95)
0 0 0 1

Using &, equation 3.94 can be written:
d
F= %f —kE+ D& (3.96)

Here we clearly see the dual space F appearing which corre-
sponds with a scalar. So we can now fix the mathematical na-
ture of each component and write the equation using tensorial
algebra. For that we define the fundamental tensor G by:

4()+ Dy 0 —k1p 0
0 4 () + Day kapiy —k3pz
0 0 () + Dss 0
0 0 0 4()+ Dy

(3.97)
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and now equation 3.96 becomes
Fo=Gaf (3.98)

From G to the graph Seeing at the structure of the funda-
mental tensor 3.97 we can draw a graph where each diagonal
element becomes a mesh unity and each extra-diagonal element
becomes a cord between two meshes. Starting from these prin-
ciples, we arrive to the graph presented figure 3.6.

klul

(:EE:}‘ xl
k2ul
5 @

-d3uz

Figure 3.6: Graph coming from G

Analysis Next step to benefit of tensorial writing'® is to con-
duct an analysis based on mathematical operations applied to
equation 3.98. First tentative can be to derive the source F,
depending on the flux £°:

10Q0livier Maurice, Philippe Durand, Alain Reineix. METHODOLOGY
OF NETWORKS ANALYSIS USING XTAN. 2015. hal-01167819
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oF, 0 b o
@ = aighGabf + Gabaighg (399)
But 5 4 8
b _
o pri agh =0
so that:
0 0 0 0
ggh (o =~ gt~ Kavgen + Davyer

The partial derivative of flux depending on them leads to
Kronecker’s operator:

b __ b
ogrt =
Finally:
I,
ggh - a‘zhm& — hap0h + Daad + Gl (3.100)

As i depends on s, we can note:

0
oeh fab = Hap,n (3.101)
and equation 3.100 becomes:
oK, b b b b
—Hap n€" — Kapdp, + Dapdp, + Gapdy, (3.102)

aeh
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and so for example:

1
(3?11 & =—Huiq (&) — Hi2a8%¢ +. ..

coo— k&t + D&+ G &t

As a consequence, it can be shown that

_ Lo,
“ 7 2 9eh

L3
dt

€ = aap—> + BapHap, n"€" (3.103)

where ay,p, and Sy are ceefficients equal to +1/2.

Use for automatic We consider a motor system made of one
"RL” circuit and an electrical motor'!. The modeling is the
classical representation presented in automatic courses. If C,, is
the motor couple and C,. the resistive couple, K  the constant of
friction, K, the electromotive constant, K; the electromagnetic
couple and J the inertia moment, we write:

Cr = Kyi
(3.104)
Kyi — Kqw — C, = J%2

w is the angular speed.

11 QOlivier Maurice, Philippe Durand. Complex Systems Modeling Devel-
oped for Electromagnetic Compatibility Applied to Automatic Problems.
2016. hal-01345514
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Knowing these equations and seeing the next diagram (figure
3.7) we obtain the following equation system:

u=(R+Lp)i— K.w
(3.105)
—C,=—-Kyi+ (Kq+ Jp)w

with p Laplace’s operator.

Ke w

Figure 3.7: Motor control diagram

With some use, the engineer may have drawn the diagram
figure 3.8. From our previous discussion, we deduce from this
graph the following fundamental tensor:

R+ Lp -K.
z= (3.106)
—Kt Kd+Jp
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Figure 3.8: xXTAN technique diagram for the motor control

associated with the covector u; = [ u —C, } and the vector

) T . . .
fm= [ T w } . It’s clear that we immediately obtain equa-
tions 3.105 through the tensorial description uy = 2z, f™.

Use for cyber-physical systems theoretical analysis If
we consider a system of systems, it is represented by a diagonal
metric where the interactions between its components point to
the nearest neighbor, hence this diagonal structure. By develop-
ing needs, extra-diagonal components enrich the basic structure
of the metric to fill it drastically. This may include the emer-
gence of exchange networks, "cloud”, etc. The filling of this
metric is easy to understand since it follows the conventional
filling in the design of a system, going from the element to the
system or system of systems. In the ”cyber” approach, we first
create an interconnected network on which we will be able to
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rely. A collection of applications will be part of this network
to provide different services accessible to the nodes. The means
of realizing these services are grafted onto these nodes like so
many potential providers. Ultimately, if we can predetermine
their properties, we can adapt the network to these consumers
before their addition, it is even the object of the software up-
dates.

In the first case, the classical construction of the system
starts from a M;; material collection represented by a two-
covariant metric tensor. The system S is established by di-
rect sum of the collected components: S;; = ®p)M;; then
by transformations applied to this set to create the system:
Sap = AQS”-A;B. Communications C,pg are then added to allow
the hardware to communicate with each other, but these com-
munications are initiated by the hardware and not the network,
Apply a connection operation is translated by a A transforma-
tion:

Teo = A (Sap + Cap) A2 (3.107)

The system of systems 7' is here controlled by the starting ma-
terials Mij-

In the second approach, we start from the network C;;. To
this network we add equipment that can meet the needs of the
network, ®asM;; and connect them:

Tog = Ay (Cij + ©aMij) A, (3.108)

This is the network that drives the hardware that connects to it,
the network as a set of connected people. These concepts and
differences between ” classical” and ”software-based” approaches
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e

Figure 3.9: Classical organization

are well modeled by topological formalisms. The concepts dis-
cussed can be translated by the notion of neighborhood. Each
system can be modeled by a matrix of operators. These are the
matrices we describe. To illustrate their structures, we can sym-
bolically represent them with small drawings that illustrate the
systems modeled within the matrices. The figure 3.9 thus shows
a structure organized conventionally with actors each equipped
with means and communicating with each other.

In a cyber-physical structure, the players rely on a software
architecture of services and will require a need, a demand. The
service platform will pass on this request to providers who will
make offers to meet demand. The size of the system is in fact su-
perior at least in the number of different types of actors, adding
the players of the platform.
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Actors have their means and decide on actions that can be
carried out using these means or by contacting directly other
providers. In a software-based company, requests are sent to a
platform that passes on to potential providers who respond to
the tender. The returns are then managed by the platform to
the customers. Figure 3.10 illustrates the matrix that models
this articulation.

On this graph the queries x; constitute the components of
the dual space while the actions y’ are the natural space. Ap-
plications classified by category produce a spectrum of need as a
frequency spectrum on which the calculation is established. The
strings, for example r, transmit and transform the query action
to a next entity. In the regular graph, the client (:cl, yl) directly
transmits its need to the providers (xz, N TR y”).

Providers make 6 offers that are as many possible actions
in a multiplayer game where ”"opponent” is the customer. The
latter makes his choices according to his expectation of gain
for each offer. This choice, if it is complete, cancels its request
(cords e). The whole system of systems can be modeled in the
form of the following equations (established directly in the space
of the meshes of the graph):

Ti = wijyj
(3.109)
ey = Gupb®

or ¥ = y” and if we note:

T Wy 0 yﬁ
sela] o=l a] =10
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»( xl, yl

payoff matrix Gij

action 2 action 1

Figure 3.10: Graph for a classical organization
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The whole system of system is modelied by the equation:
So = Caod’ (3.110)

For a cyber-physical SoS, a platform (mg, yz) intervenes be-
tween the service providers and the customer. It supports the
query (r21) and seeks solutions. It is this time that it plays
with the providers (CC3, Y3, T, y”) and retaining a proposal
returns it to the client (Py2). The platform appears as an added
cycle. We find then for the metric of classical organization:

wir Gz Gi3
T w2 0 (3.111)
r 0 W33

Obviously if we had N providers, the matrix would be N +1.
For the cyber-physical organization we find as metric always for
3 providers:

winr pi2 0 0
ro1 waz Gag G
0 r w33 0
0 r 0 W44

(3.112)

The cyber-physical organization of the SoS adds a software
layer. One would think that it takes the client away from the
providers. We will show that this is not the case. Figure 3.11
shows the graph associated with the organization with a ” cyber”
layer.

We can define a base for parametrized surface S, :

5, = 0S4
oyv

= Cow



CHAPTER 3. GRAPHS

progs L progs 2 props 3

action critére 1

Pogl

action critére 2

Figure 3.11: Graph for a cyber-physical organization



3.2. MESHES 83

we can define after a metric gg, = <Ek,gm> In the local

organization, that is to say classical, the distance between the
client and a provider is defined by (for k providers):

diy, = /91,1 = {2(wi1Gro +1wue) V' YY + ..

1 3.113
((Wll)2 +k7'2) ylyl + ((le)2 + (w’UU)Q) yvyv}z ( )

In the cyber-physcial system this distance becomes:

dy, = Vg0 = {2(T21G21))y1y”+... )
((w11)? 4 (r21)?) V'V' + ((G20)? + (wow)?) YoYU} 2
(3.114)

We want to compare these two distances. If the request is
transmitted as is by the platform, we can consider that ro; = 7.
Then in factor of Y! we have: (w11)? + kr? > (w11)? + 72,

If the platform behaves psychologically in a way close to the
client, according to his interests, we can assume Gi, =~ Gy,
then the factor in V¥ is the same.

The comparison of dlh) and df, uses the relation wy1G1, +
TWyy versus 191Go,. Noting ro; = r and Ga, = Gy, = G, we
try:

w11G + Twyy < TG

or:
G (w1 — 1) + 1wy <0 (3.115)

This implies that r > wyy, but r is issued from wyy. If 1 =
w1 Y the request wants to report V! so at the maximum r =
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wi1. The inequality 3.115 is impossible. Finally:
wnG +r (va - G) >0

and
l g
dlv > dlv

CQFD.

The platform brings services closer to the customer by adding
a step between the client and the service providers because it
supports all interconnections with service providers. This is vis-
ible in the structure of the metric where the cyber-physical SoS
adds a "cyber” layer that cancels direct client-provider interac-
tions.

3.3 Diakoptic

Diakoptic is surely most popular Kron’s work. Again today,
it provokes many original works in research. The fundamental
of diakoptic is to deduce the whole solution of a system using
previous results obtained with parts of this system, and with-
out restarting the computation from zero. It’s a generalization
somewhere of the coupled systems theory.

There are many different ways to speak of diakoptic. I want
here to show only one technique, just to explain the approach
and the method to conduct it.

Imagine we have a quite complicated system described by
its metric ¢ and with one branch, * which is a frontier of the
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system. The equation of the system for the moment is the clas-
sical one u, = CqpJ?. And we have a connection between i and
Jii*=CaJv.

To simplify the expose we consider a simple mesh made of
two branches of impedances a and b. Its mesh impedance is a+b.
If &; is a generator on branch 1, its equation is &, = (a + b)Q?,
Q' is the mesh current. Now a second branch of impedance v is
available. We want to connect it to the branche of impedance
b. The equation of the system is now:

¢1 = (a+0b)J' —bJ?
(3.116)
0=—bJ"+ (b+7)J?

But we have previously compute Q' and &; remains the same
in both systems. By replacing é; with (a + b)Q', Q' being
known, we can obtain the new current J' using this previous
result:

Ty RS

a+b)(b+7)— b2:| % (3.117)

A second equation completes the previous one:

J2 = <b> Jt
b+

We understand with this couple of equation that if b = 0, Q' =
J' and J? = 0, there is no coupling. Another disturbing case is if
b= —v. In that case, J' = 0, and as a consequence J2 = 0. But
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Figure 3.12: Equivalence of two circuits

Q! is not equal to zero, it is equal to é;/(a — 7). It means that
this is the connection of the branch ~ which leads to suppress
the current J'.

Now let’s take a look to the figure 3.12. It represents two
coupled meshes. When we look at the circuit on the left, the
metric associated with this circuit is equal to the metric asso-
ciated with the circuit on the right. We cannot differenciate
these two circuits. It is a very important result of topology. It
means that every time two meshes are coupled through a com-
mon branches, we can obtain the same behavior with two meshes
coupled by a function which is identical to the previously shared
branch.

3.4 Reality, Graphs & manifolds

A system is finally a set of coupled meshes by cords. All the
meshes are diagonal components of the metric and the coupling
are carried by the cords. The dimension of the system is the
number of meshes.
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If we translate the representation of the system in the mesh
space, meshes becomes nodes and cords can be seen as branches.
Under this new description, the structure of the manifold ap-
pears by studying the property of its graph in the mesh space.
There is a fundamental link between the graph and the mani-
fold. Here cords are the branches between the nodes which are
the meshes. One cycle will correspond to closed interactions be-
tween some elements. The shortest way for going from one node
to another will indicate the shortest interaction between these
two nodes, etc. We have here a simple and efficient technique to
analyze our system. We reuse the properties of classical graphs
with only nodes and branches to find special properties of the
systems described under meshes coupled through cords!2. To
make the difference between the branches and the nodes in the
basics spaces and the branches and nodes in the mesh and cords
spaces, we now call the meshes, vertex and the cords: edges, in
this last space. We give first some basic definitions. Note that
the complete definition of our manifolds will come after, when
we will study the domains. But the equation part of their defi-
nition can already be analyzed here.

e The degree of a vertex is the number of edges (so the
number of interactions) attached to this vertex;

e a path is the number of edges to go from one vertex to
another. This path mustn’t use twice the same edge. BE
CAREFUL, here, contrarily to the classical graph theory,

12 A la découverte des graphes. Christian Laforest. EDP sciences, 2017
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a path of length 0 can exist only if an interaction acts on
the same mesh. The figure 3.13 shows such a case;

e A cycle is a closed circulation of edges. It returns to a
vertex, coming from the same vertex but without using
twice time the same edge;

e A tree is a graph without any cycle.

Now, as we work in a special space where meshes are the
vertex, and because the graph we trace are our systems and their
associate manifolds, we can directly call these graphs: manifolds
M (remember that a part of the definition will come later).

A manifold M is defined by the number of vertices V' and
the number of edges F: M (V, E).

If dpq is the sum of all the degrees of the vertices
of a manifold, this sum is equal to 2F where E is the
number of edges of the manifold.

There is no constraints for a manifold having N vertices in
term of number of edges. It can have zero edge, meaning that
there are no interactions between all its vertices. But to count
the number of edges of a manifold versus its interactions, we
must apply one rule. Let ¢ being a cord between two vertices u
and v. If the interaction c exists only from w to v, this cord is
represented by an arrow that goes from u to v. At the contrary,
an interaction from v to u is represented by an arrow from v
to u. And finally, a symmetric interaction between w and v
is represented by a double arrow betwen u and v. We cannot
use two arrows going from w to v. It means that it cannot
exist more than one interaction between two vertices, even if
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B &=

Figure 3.13: A 0 length path (an example of 0 length path is
the self-inductance of a loop)

this interaction includes many different equations. We will see
with the domains how this kind of segmentation can be applied.
Figure 3.14 shows the processus considered.

To analyse manifolds, we need to understand how to play the
interactions. There are enclosed in two matrices. The inertia £
and the interaction tensor p which contains the extra-diagonal
components of the tensor ¢ or of the metric G. The diagonal
components of the inertia £ gives all the zero length paths of
the manifold. In the path notion, intervenes the fact that the
interaction is oriented or not. To go from one vertex to another,
the notion of orientation of the edges is fundamental. We cannot
go from the vertex u to the vertex v if the interaction goes only
from v to w.

When a manifold has cycles, the number of cycles gives the
genus & of the manifold. Knowing the dimension of the set of
vertices U, the dimension of the set of edges &, the genus of the



90 CHAPTER 3. GRAPHS

Figure 3.14: Various edges for symmetric or not symmetric in-
teractions

manifold which gives the number of cycles is given by:
&=¢-U+1 (3.118)

This is another version of the Euler-Poincaré’s relation. We call
a face a cycle that is not crossed by any edge. It means that if
two persons are inside a face, they can move anywhere in this
face without touching any edge to be in contact. The relation
between the number of edges &, the number of vertices U and
the number of faces § is given by Euler’s equation:

Y-C4+F=2 (3.119)

® and § are two fundamental numbers for characterizing the
manifold.



3.4. REALITY, GRAPHS & MANIFOLDS 91

Let’s study various cases to understand how these concepts
play depending on the systems studied and to understand what
kind of manifolds are associated with them.

3.4.1 Antennas

A couple of antennas can be modeled using two faces and a
bidirectional edge. This structure is a connected manifold of
genus 1 as it exists at least one face made by the exterior of
the graph limited by its edges. We can verify this because the
manifold has 2 vertices, 1 edge and so the number of faces must
be equal to 1 to respect Euler’s formula.

3.4.2 A shielded link with a pigtail

We imagine a shielded link with the shield connected to the
ground. On one side of this link, the connection with the load is
perfectly closed. On the other side, a pigtail connects the shield
to the load making an interruption of the shield.

An external magnetic field created by a loop illuminates the
shielded link. The magnetic field is in interaction with the loop
between the shield and the ground. The current on the shield
creates an electromotive force through the transfer impedance of
the cable into the internal domain of the cable, which constitutes
another circuit. But the loop can also interact with the pigtail.
The whole makes a system of three meshes, i.e. three vertices
in interaction, with three edges. Its genus is equal to 2, 1 face
exterior as in all graph and one face created by the three edges.
This result has a strong information. If we study a system
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starting from the exterior. First vertex represents the exterior:
the environment. Next vertex will represents the input of the
system envelop. Then others vertices represents the electronics
inside the envelop. If the manifold has this structure, its genus
is equal to one. Now if the environment is directly in interaction
with one of the element inside the envelop, it means that an edge
is created from the first vertex to some vertex after the second
one, and in this case the genus of our manifold will be equal to
two. The higher its genus, the higher the number of interactions
between the electronics and the environment.

3.4.3 Networks: graphs with oriented edges
(arcs)

We consider now our cords and their orientations. In this case,
edges can be called arcs. Now, how can we know where the
energy flows or, in other words, can we understand what are
the preferred paths for the energy? Figure 3.15 shows a first
situation.

The arcs are unidirectionals. The force induced on vertex 2
is given by:

es = af! (3.120)
It creates a flux of value f2 = e2/C2. In the third vertex the
force 1is: 3
e o
es=pf1=p= =" (3.121)
G (
Finally:
FP=grt pr=Ler (3.122)
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o

Figure 3.15: Manifold with three vertices coupled

SO
5 B
fo==f (3.123)
€

If B > (3, the current in the third vertex is superior to the
current in the second vertex. This can be true even if the genus
of the manifold is 1.

From now we can speak indifferently of arcs, cords, edges
! Vertices points out the meshes. A graph with oriented cords
is called a network. But as this network is associated with a
manifold (we will add later the inequalities to have a manifold
in the rigorous meaning of the word), we will speak of manifolds
rather than networks or graphs, because there is a perfect sim-
ilarity between the drawn and the system of equations deduced
from this drawn.

A manifold where all the vertices are connected through
cords is said complete.
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3.4.4 On manifolds

The relevance of the tensor calculation approach applied to the
objects of the Kron analysis was discussed earlier in the day
of differential geometry, mainly by authors like Lynn or Hoff-
mann or Papin and Kaufmann. It is proposed here to revise this
discussion by approaching it with a point of view more closely
related to modern concepts of differentiable manifolds. But at
first it is hung up to the definition of tensor given by Elie Car-
tan'3

Definition of a tensor through Elie Cartan’s point of
view

We quote the definition proposed by Elie Cartan: we call in
general tensor a system of a number defining analytically a ge-
ometric (or physical) being so that by a change of Cartesian co-
ordinates, the components of the tensor undergo a linear substi-
tution whose coefficients do not depend on the numerical values
of these components but only on the two systems of coordinates
(and also on the nature of the tensor).

When we look at the tensor of the impedances in a chosen
space, for example the space of the branches. If we change
coordinates to express this tensor in the space of the meshes, the
tensor undergoes no transformation which is dependent on the

13This definition is taken from the remarkable article by A. Rottman,
”Gabriel Kron and the formulation of a technique for solving complex sys-
tems on the basis of the overall theory of the electrical circuit (electrodi-
akoptic).”
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values of the impedances, but only on the connections between
the two spaces of the branches and the meshes.

Consider, for example, a dispersion matrix. The ceefficients
of the matrix are derived from ratios between incoming waves 6,
and outgoing 6. If we add an offset to incoming waves to write
them as 6. + 6y, this implies the expression of the dispersion
ceefficients and the transformation depends on their values. In
the spaces and co-spaces defined by Kron, the addition of an
offset current to the components of the current vector will have
no effect on the values of the impedance tensor.

Manifold of N dimensions and Kron’s phylosophy

Following Nakahara'®, a sub-manifold is the generalization of
our familiar ideas on curves and surfaces to any dimension. A
curve in a three-dimensional Euclidean space is parametrized
locally by a single number, usually the time (z(t),y(t), z(t)).
In the case of two parameters, for example time and speed, a
surface will be described. More generally, we can define the
notion of topological or differentiable manifold which makes no
reference to an embedding in the ambient space.

In the case of networks, Kron’s idea stems from a first obser-
vation: ”Circuit representation does not help in understanding
and predicting the values taken by currents and tensions”. This
observation cited by Kron himself contradicts the intuition of
the electronic technicians. We will detail its relevance. Admit-
ted, the network is then replaced by a fundamental tensor (and

14Geometry, Topology and Physics, M. Nakahara, second edition, edition
Taylor and Francis. ISBN 0-7503-0606-8
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it is the object of this article to discuss its tensor character) and
a current vector whose properties are studied. We will come
to the definition of this tensor by first detailing the concepts of
spaces of configuration, manifolds and systems of coordinates.
The final goal is to know if the Kron currents space can be cor-
rectly described by an n-manifold. We follow in this the pattern
of reasoning led by Penrose!®.

Space of configuration

A configuration space C is a space whose different points are the
different states associated with an object during its evolution.
For example, for an ordinary rigid body in the Euclidean space,
we have a configuration space with 6 dimensions: three for the
position of the body at each moment and three for its direction.
In the case of an electromagnetic system of three coupled cells,
there is a three-dimensional configuration space: the three in-
tensities as a function of time. The dimensions of the space C
are as many degrees of freedom associated with the body. How
does this configuration space C differ from the continuous space
R™ (seen as a Cartesian product: RxR...xR, each R describing
one of the degrees of freedom)? In the space of the reals, one can
pass from any point to any other continuously by translation.
Another way to characterize R is to note that if we follow a loop
on the R values, we can reduce this loop to a point anywhere in
R. In the space C one can have constraints: to be constrained to
move on a surface with presence of holes. These holes prevents

15Roger Penrose, ” A la découverte des lois de 1'Univers”. Edition Odile
Jacob, ISBN 978-2-7381-1840-0
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a loop surrounding the hole from reducing this loop to a point.
On the other hand, it will be possible locally, in ”sub-surfaces”
of a complete surface, to carry out this identification of a loop
at a point.

This number of "holes” differentiates a simply connected
space, like the Euclidean space, from multiply connected spaces
with several holes. It is all the interest to study spaces like
C of non-trivial topology and of high dimensions. In the case
of the spaces generated by the currents of an electromagnetic
network, the dimension can be very high. For an ordinary elec-
tronic circuit, there are currently dimensions which exceed sev-
eral hundreds. In the case of a gas, to take the example given
by Penrose, the dimension reaches 60.10'8!

Manifolds and system of coordinates

How to study mathematically the structure of an n-manifold as-
sociated with a network? A network and its cell description in
this approach serve only to establish the vector of the currents
in a chosen cell space and to deduce the associated C configura-
tion in the form of a current vector. We distinguish our various
k coordinates under the writing z*. How can we represent our
variety M? We imagine it as a collage of different local coordi-
nate systems (or ”charts”), each chart being an open region of
R™. In the bonding procedure, there will be passage functions
that will connect the coordinates of a first system as a function
of those of a second system. From the point of view of Kron,
this arrangement is made in electrical machines. The couplings
between windings give, as seen from a particular coil, as much
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locally Euclidean space for each angular position of the rotor
with respect to the stator. The passage of the expressions of
the currents for an angular position to the other is then made,
if the variety of a Riemannian structure is provided, by means of
the coefficients of the connection of Christoffel. We detail these
points later. But we can already say that the justification of
the tensor character of the analysis proposed by Kron rests fun-
damentally on the particular behavior of magnetic couplings in
electrical machines. Then, it is by generalization and sometimes
abuse of language'S, that this terminology is used for all types
of networks.

From a network one can deduce a configuration space and
the dimension of the variety that will be generated from this
network. The network defines as many axes on which the com-
ponents of the current vector are projected over time. These
axes in all rigor are deduced themselves from the rate of varia-
tion of a scalar function ¢ which is associated with the global
load of the network. It is a smooth function that passes through
all the values covered by the manifold, and its rate of variation
on each direction attached to an element of the starting cell
topology defines an axis of the space considered for the currents
(d® is a 1-form that can be assimilated to an integration of the

A

current fu d_im) Thus, if we consider a network with two meshes

16For, among other things, the metric in tensorial analysis of networks
is not necessarily symmetrical. This point was discussed by Papin and
Kauffmann in their work ”tensor calculus”. Abuse is legitimate from the
point of view of physical understanding, for a distance in ohms between
electromotive forces and currents is well established.
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x and y, the current vector £ of this network can be written as:

A covector is then defined as a projection on the variations
dx® of the spatial directions (currents) retained. The load vari-
ation is connected to a potential difference which is a covector.
In the case of the meshes, the covector is a magnetic flux. The
element dz? is a plane perpendicular to the direction x?. This
plane element can also be represented as the outer product of
the (n — 1) directions carried by the corresponding independent
vectors (chosen by balasubramanian to describe the space of
magnetic fluxes).

Consider three loops in interaction. One revolves around
the other two. The coupling between these three loops is a
function of time and angle. We can then plot a surface of the
three mesh currents k'(¢,0), k2(¢,0), k3(t,0). In this exercise,
the impedance tensor is reduced to the inductances of the loops
and mutuals between the single movable loop and the two fixed
perpendicular loops. The graph presented in figure 3.16 is ob-
tained.

We see that the temporal values of the current draw a torus
in the configuration space k', k2, k3. We see here the mani-
fold associated with this configuration space C which is here of
genus 1. It is on this manifold that we want to determine the
applicable formalisms, of which the tensor is the object of this
article.

We can ask first if our manifold M is a topological space. We
can consider the set of points in the space C as a set X composed
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Figure 3.16: Geometrical representation of the three coupled
inductances
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of subsets defined for each angle value. A T collection of these
subsets is such that the (X, T) is a topological space, depending
on whether:

1. @ and X belong to T;
2. any union of subsets of 7 belongs to T;

3. any finite intersection of subsets of 7 belongs to 7.

Our manifold M is thus constructed on the basis of pairs
({K'(t,0)}, ¢o =]k(t) [0). The subsets of the subsets make
M: Uy {ki(t,e)}g = M. Each subset created by the open of
current values for all values of ¢ but for an angle value therefore
returns by a ¢» map at an open interval of RY. The transition
of a subset {k'(t, 0)}1 to another {k'(t, 9)}j being smooth. It is
hereby guaranteed to be differentiable because the angle inter-
venes in the coupling by trigonometric functions. The manifold
is therefore differentiable. In other words, we can always com-
pute expressions of the type:

ok*®
00

For a curve in M obtained for a particular value of 6, we
can compute a vector tangent to this curve by derivation: the
vector

ok’
ot




102 CHAPTER 3. GRAPHS

To define a vector we need a curve: ki(t)|p and a ¢g : M — R
function. The rate of increase in the direction ¢ is written as:

oy
dt

In terms of local coordinates, the derivative becomes:

00y do
Ozt dt

Where we find that the vector is constructed on a partial deriva-
tive of the form:.

0

ozt

At any point on the curve, we can build a local coordinate
system from the tangents a% and project a vector. In this
case, we have seen that we have computed the partial derivatives
of our function g,?; at a point (¢, 6) particular. These partial
derivatives finally refer to the directions other than the direction
i on which we derive.

At the same point, a covector can also be constructed from
the increments of the directions k* : dk*. It is naturally found

that:
14 a 14
<dm ’ azu> =

The covectors constitute a dual space of the space of the
vectors constructed on the rates of increase of the local coordi-
nates.

XH
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These definite markers, we can state the notion of tensor.
Since a vector or a covector is declined on the directions of in-
crements or variations locally, the tensor is the set of coefficients
applied to either vector products or covectors and which returns
to a real number. In the case of Kron, the inductance tensor
returns a product of covectors projected on the temporal varia-
tions of the currents towards the reactive power by writing:

dk* dk¥
P=L,——
MUt dt
The object L,, is thus here a tensor defined on the local
codirections.

Kron’s electrical machine and the reasons of its tenso-
riality

We develop here the argument presented by Lynn in his book
”Tensors in electrical engineering” 7

The equation of an electrical machine is here developed as a
generalization of the matrix equation attached to a set of fixed
coils. The first configuration to be considered is that in which
stator axes are connected to the coils of the stator and the rotor
axes are connected and rotate with the coils of the rotor. In this
case, the inductances and mutual inductances are themselves
functions of the rotation angle 6 and when the rotor rotates,

173 W.Lynn is in the Electrical Engineering Department of the University
of Liverpool. This work dates from 1963, published by Adward Arnold,
London.
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these functions are implicitly functions of time. The equations
of a simplest machine are then:

. d . . di®  ,O0Lcq df
Ve = Reala + a (Leala) = Reala + LEQE + ’La aga E
The principle will be to show that the last two terms of this
expression can be seen as a general form of temporal derivation
of the current and the equation can be rewritten in the form:
01®

e — Rea 1 Leai
v 1+ 5

To derive this equation, we proceed in two steps. In a first
step, we develop the notion of covariant derivative, in a second
time, it is applied to Lagrange’s equation.

Covariant derivative

A vector A can be written depending on its contravariant coor-
dinates: A = A%d,. The vector differential A is:

dA = dA%G, + A%da, (3.124)
and also: . ‘
0A 8Ala_ LA od;
oxd  Oxi " OxJ
But as we have also: ¢;; = @; - d;, then:
891’]‘ o 86, S od

ok = 51l o (3.126)

(3.125)
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with the notation:
od;
oxJ

105

@ = [ij, k] (3.127)

The correct permutation of the indices in 3.126 gives an ex-
plicit expression of the coefficients [ij, k| as a function of the

metric:

1

[ij> k] - 5

(

gk, j
Ox?

Ogri
Oz

8%3‘
Oxk

_|_

)

Coefficients [ij, k] are called Christoffel’s cceficients of first

kind. We can then write:

{

m
ij

} = g"" [ij, k]

Multiplying each member by @*:

0a;
oxI

—

but @* = ¢¥™a,, so:

0a;
oxJ

3

at = [ij, k] a*

kmam

lij, k] g

Note that the balance of the indices corresponds well on each
side. We can then rewrite first equation in the form:

0i _on
oxJ

i

m

ai—|—{ ij

} Ad,
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By organizing the indices we obtain:

04 _ 5A™
@ = WCL"L (3128)

JA™ 8Am+ m\
Szi | Oxd 1

We will now show that the metric tensor refers to an ”inductance
tensor”.

with:

Lagrangian

In a dynamic system, the kinetic energy is represented by the
formula:

1
T = §m112 (3.129)
An invariant measurement of the distance is given by: (2 =
gabdl'ad!L'bIS
And so: )
dl
(dt> =" = gapd i’
and finally:
1
T = 5mgaba':aa';b (3.130)

18This result is not so trivial. [ is given by \/gepdz®dz?. After a deriva-
tion and using the square of the result we obtain the previous result. We
must recall that under the holonomic assumption g doesn’t depend on time
or speeds, but depends on the state variables x?.
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Purely kinetic Lagrange’s equations and without dissipation
are given by:
d (0T oT
ll — =f. 3.131
dt <89’c0) Oz 4 ( )

With replacing T by its expression and after derivation we ob-
tain:

or 1., 1
ok imgcbxb + 5MYeat (3.132)
oT 1 8gab ca-b

= T

dxc im ox¢

Using dig = d,g.dix we obtain:

i or = 1 8901’ agac .a-b b
dt (83’30) — ™ <8xa T B ) X7+ myepT (3.134)

(3.133)

and finally using previous results we obtain:

fc:

1 agcb agac agab
Ox*  Oxb  Oxc

3 - ) #%3% + mgai®  (3.135)

In synthesis:
fo=m{[ab,c] i’ + gpi®} (3.136)

In a purely electrokinetic system, state variable is the load and
kinetic energy is given by the development:

1
T = 5Ly (3.137)
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The analogy with the generic writing is immediate and was
at the origin of Kron’s idea to use tensorial analysis to describe
the physical behavior of the electrical machines and in general
of all electrodynamics system. The equation of the electrical
machine comes naturally from our results and is:

s

d
Ve = Reai® + Lcaé + [ab, d] i%® (3.138)

3.4.5 Seconde geometrization

Major method uses to solve electrical networks is the “modi-

fied nodal analysis”. But exists the direct method, the nodal
analysis and the Kron’s method. These methods can be sepa-
rated in two groups: methods making homogeneous mathemat-
ical objects and methods that does not. After a short recall of
differential geometry, we show that the second kind of methods
cannot lead to interesting form through the differential geome-
try while for the first kind, the Kron’s method leads to a new
and efficient representation of networks. This continues Kron’s
idea: once equations are established, the network graphs are
no more useful and doesn’t help to understand the current and
voltages evolution. Following this approach, we take a look to
a more theoretical representation of the networks, using classi-
cal differential geometry rigorously'?. The mathematical tools
developed here can be used for any applications using networks
and graphs. It is for electromagnetic circuits for sure, but also
for social, mechanical, thermal, chemical, etc., uses.

19This thoughts were conducted with the help of Philippe DURAND,
mathematician at CNAM university, Paris
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3.4.6 Basics in differential geometry

We are interested in parametrized surfaces under the differential
geometry formalism (DGF). We consider a surface S, S € R3. A
map ¢ :  — R? makes a relation between the domain Q € R?
with ¢ () C S and the vectorial space R®. We write u1, us
the curvilinear coordinates on the parametrized surface S. The
parametrization of the surface S can be made by the map ¢
given by the definition:

¢ (w1, uz) = (z(u1,uz),y(ur, uz), 2(ur, u2)) (3.139)

With ¢ we can define two vectors by and bs as a base of the
vectorial tangent plan TpS on the point p = ¢ (u1, us):

99\, — 9
E)ul’ 278’112

The third one, normal to TpS makes a mobile referential.
We define: n = (b; x by) ||b; x by||~}

From both vectors b; and by we can construct the Gram’s
matrix G of these two vectors which is called the metric tensor
of the surface S in the parametrization ¢ [1]. By definition,

by = (3.140)

Gi; = (bi,b;) (3.141)

3.4.7 Basic circuit

To better explain our approaches we use a simple circuit made
of three branches. Whatever the real components of the circuit
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Branch 1 Node 1
,,,,, »— - .
Mesh 1 ' Mesh 2
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©
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< Branch 3
Node 2

Figure 3.17: Graph considered

considered, the graph presented figure 3.17 remains the same.
This single network (R) has two nodes (N), three branches (B)
and the number of meshes (M) is given by: M = B— N+ R
[2]. In this case, the number of meshes is 2.

3.4.8 Direct method of resolution

Kirchhoft’s currents law (KCL) and Kirchhoft’s voltages law
(KVL) lead to next equations, A, B and C being impedance
and branch currents having same numbering as the branches
themselves.
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1] =13 + 13
Aiy + Biy =0 (3.142)
—Bis+Ciz =0

These equations can be synthesized under the form » 747 =
E; with E; the source vector. This gives:

1 -1 -1
Ziu=|1 B 0 (3.143)
0 -B C

In order to make appearing two parameters, we can define
E; =0, VI and take i; as source to write:
iy =12+ 13
(1+A)i1 =(1—-B)iz+i3
Ai; = —Big

Aiy = —2Biy + Ciy
0i1 = —Bia + Ciy

(3.144)
Then we can define x (ia,i3) = (1+ A)4; and y (i1,i2) =

Aiq. After what we can define z (i9,i3) = 4. From these defi-
nitions is obtained:

by = 92 = (1-B,-2B,1)
(3.145)

From these two vectors we obtain the metric G;; = (b;, b;)
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5B2—2B+1 2— B(1+2C)
Gij = (3.146)
2 — B(1+20) 2+ C?

To reach this result and obtain such a metric, we have made
various operations. But starting from an inhomogeneous sys-
tem, it was possible to define to parametrized functions us-
ing the first relation and mixing it with the two others. This
implies that the relation i; = i3 + i3 must be understood as
1li1 = lig 4+ 1lig where impedances of one ohm are arbitrarily
added to the KCL. Now, looking at the result, we see that its
dimension is not homogeneous too. It involves ohms, square of
ohms, etc.

In conclusion, the direct method is not an adequate one to
analyze the circuit variables in a geometrical way.

3.4.9 Nodal analysis

Another way to solve Kirchhoff’s equations is called “nodal anal-
ysis” [3]. Seeing a Kirchhoff’s branch (shown figure 3.18), we
can imagine a network made of many of these elementary cir-
cuits.

Each node of this network is associated with a potential v,,.
The voltage differences between nodes v, are linked with the
nodes potential through the incidence matrix A: v, = ATv,, =
v—1,. On another side i = —i; = Yv where Y is the admittance
function. Combining these various relations we write: AYv =
—Aiy = AY ATv,, = —AY v, — Ai,. Defining AYAT =Y, Y,
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vbk

R bk

Figure 3.18: Kirchhoff’s branch

being the admittance matrix in the nodes space. If Y, ! exists,
we obtain finally:

v, = =Y, YAY v, — Y, LAy (3.147)

For a circuit where is = 0, remains v,, = —Y,, LAY v;.

Looking to the circuit figure 3.17, we define the incidence
matrix A:

1 -1
AT = -1 1 (3.148)
-1 1

We obtain for Y,,:
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Figure 3.19: A circuit of three nodes

"

_ %"_%"_% _gix"_ll?"_)] (3.149)

AY v, = [ _ftg } (3.150)

The system obtained is over dimensioned and we have to fix
v = 0. Then v; = E/(aA) with a = A~1 + B! + C~1. In this
case we see that it’s impossible to define a parametrized surface.
We look to another circuit made of three nodes (figure 3.19).
In this case the incidence matrix is :
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1 0 -1
-1 1 0

AT=1 -1 1 0 (3.151)
0 -1 1
0 -1 1

If a; is the impedance of edge i and b; = (a;) ™!, we obtain
two equations defining the potentials v; and v (for one source
E on the edge 1):

v = %(bg+b2+b1)+%
(3.152)
Vo = 7% (bg +b2) - % (b5 +b4)

Seeing to these equations, no parameters appear clearly to
define a parametrized surface. But we can suppose that the
parameters may be the sources. In this case, we must define
two different sources, for example £; on edge 1 and F5 on edge
2. In this case the system becomes:

V1 = (bg + by + bl) (b1E1 — ngQ) — ...
.= (bs + b)) boEy + (1) By
(3.153)
vy = — (bg + b2) (b1 E1 — baEo) + ...
oot (ba 4+ b3 + by + bs) baEa + (ba + bs) b1 B

Now with this new system we can define a parametrized sur-
face with the two parameters E; and Fy. Taking z (Eq, E3) = vy
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and y (E1, E3) = vy, we need a definition for z (Ey, Es). Any-
way, let’s take a look to the two first derivatives:

3};11 =by (by + b2 + b3) + b3
(3.154)

S = by (by + bs + ba + bs)

We see as a consequence that the vectors by and by will
depend on square of the admittance. It means that the metric
will be associated with the fourth power of the admittance. This
doesn’t lead to any understandable notion.

Once more, the configuration space obtained under a nodal
approach does not lead by a simple way to a readable metric.

3.4.10 Kron’s method

The Kron’s method consists in solving the circuit in the mesh
space, using his formalism. Using the circuit described fig-
ure 3.17, we can construct through Kron’s formalism [2] the
impedance matrix in the mesh space given by:

[A+B -B

Z B B+C

(3.155)

Staying without current source (no use of the spanning tree)
but only with a mesh source on mash one, the circuit is now
represented by the system of equations: Fj = Zq Zrqtq, k €
{1,2}. To complete these two equations we can define a transfer
function through V3 = Biy. The parametrized surface can be
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link with the function ¢ (Ey, Fa,V3), each function depending
on i1,i2. The base vectors can be defined by:

b, = (A+ B,-B,0)
{ by = (-B,B + C, B) (3.156)
With this, the metric G; is given by:
A?+2B?+2AB  —(2B?+ AB+ BC)
G =
—(2B*+ AB+BC)  3B*+(C?+2BC
(3.157)

This time, the metric is given in ohm square. This allows
a direct analogy with the canonical expression ds? = G;jz'z/
saying that as G is in 2, the vector components being cur-
rents (flux in general) implies that the coordinates x' are in
Ampere. By the fact, ds? is in volt square. So the elementary
distance is in volt, which seems very physical for electromag-
netism. Kron’s method leads to an available geometrization of
the current space.

3.4.11 Deeper in space description with the
Kron’s mesh one

Having found an adequate description of graphs to project the
currents in a geometrical one, we take a look to the conditions
that should be set in order to create some curvature in the cur-
rent space. In a first discussion we see that current depending
impedance are the condition to create curvature. In a second



118 CHAPTER 3. GRAPHS

discussion, we consider the minimum graph in a complete space
to define a parametrized surface and the conditions to have cur-
vature or the general links between Kron’s description and the
geometrical one.

Basic principles

The two vectors b; and by allow to define a normal vector to
the mobile tangential surface T'pS. It’s defined by:

b; xb
n= pum

3.158
h— (—B?,B(A+B),(A+B)(B+C)—B?) ( )

BA+[B(A+B)]*+[(A+B)(B+C)-B?]*

With n we can compute the second fundamental form. First
step is to compute the vectors by with:
b,
by, = i (3.159)
but until b; or by depends on i; or iy, all by, are equal
to zero. It means that only circuits using the Kron’s formal-
ism for the mesh space where the currents are involved in the
impedance function can create a second fundamental form and
as a consequence, a curvature of the space.

Current depending impedance functions

If the impedance depends on the currents, something like z = «s,
the product zi = «i? has for derivative 2ai, and so, the by
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Figure 3.20: Nodes pair current

vector may have for value o which is different from zero. To
generalize the approach we start from a simple graph made of
one mesh but with two sources: one electromotive force on the
mesh and one current source applied on the two nodes of the
mesh. By this graph, we study a complete space as KRON
consider it [2]. Figure 3.20 shows this circuit and both mesh
and nodes pair currents.
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Complete space and parametrized surface

The connexion between edges 1 and 2 and the mesh and nodes
pair currents () and J is defined by the direction chosen for the
currents. It gives the connection:

S
C= 1o (3.160)

The direct sum of the edge impedances gives the matrix:

e o]
z=1, b | (3.161)

The transformation CT ZC define the complete space impedance
matrix U:

U:{“*b “} (3.162)

a a

This allows to define two of the coordinates functions of ¢:

z(Q,J)=e=(a+b)Q+aJ
(3.163)

y(Q,J)=V =aQ+aJ
It remains to define z (Q, J). We can define a general func-
tion 2 (Q,J) = f (Q,J).
Metric analysis

basis vectors are given by:
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b, = (a—l—b,a,%)

b, = (a,a, %)

The metric is immediately given by:

(3.164)

2
(a+1b)° + a2 + (%) a(a+b)+a2+%%
G =
2
a(a+b)+a2+g—£% 2a2+(g—§>
(3.165)
From its construction, the metric is always symmetric. This

even if the impedance matrix is not. With the two basis vectors
we can define the normal vector n:

9 9 0, 9
a (a {%—%}7%a—(a+b)%7b2)

(3.166)

(63

n
lall

Curvature analysis

First step is to study the variation of the basis vectors depending
on the parameters. We compute by, = Oib,. this gives :
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2
bll = (0707 gQJ;)
2,
biz = (0,0, 5547 )
(3.167)
2
b21 = (Oa 07 6%5J>
_ o22f
boo = (0,0, 573

Due to the by, components, the second fundamental form h
is defined by:

hgk = <bqka n) = b? <bqk7 bqk> (3.168)

b, vectors indicate how basis vectors depends on parame-
ters @ and J. If bys is equal to zero, it means that by does not
depends on J. It’s the case when by runs on a plan and doesn’t
change in direction or amplitude whatever J values. When the
vector changes it can mean that for example, the surface is turn-
ing and the mobile tangential plan TpS has to turn too. But
this doesn’t imply curvature. by vectors indicate the fact that
b, ones change when @ or J change. But to control if the an-
gles between the basis vectors are no more 90 degrees , we have
to look at the scalar product between the normal vector to the
plan and its fundamental base. That’s the purpose of the object
h. In our case, this is determined by the square of impedance b
and the second order partial derivatives of the function f used
to define z (@, J) in the parametrized surface ¢.
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When we have to compute the variation of any vector A,
for example g A this involves both variation of vectors which
implies basic ones and the variation of space. If A is a natural
vector developed on by:

A = A%, (3.169)

When @ changes, the mobile tangential TpS changes too
and :

A _ 0 iy — b gk oar O

With previous computations, this leads to:

0A 0
— =b—AF + A*p 3.171
8@ k 8@ + kq ( )
This relation stills difficult to use. It would be easier if only
basis vectors appear, making a link to the known TpS surface
on any point (Q, J). Fortunately, bys can be written depending
on by through the Christoffel’s symbols[1]:

bgr =T b1+ Ly2ba + hgi (3.172)

This time, the partial derivative of A is completely defined in
the base vectors of TpS at any point. Christoffel’s symbols give
the information on the curvature of the parametrized surface
directly linked with the impedance dependencies on currents.
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Dimensions b are impedances. It means that A can be
voltages and its components A* amperes. We have seen that
the distance is fundamentally in volt. To compute Christoffel’s
symbols we create a dual base ¢* for TpS. This base makes
basis vectors as admittances and the corresponding covectors
in ampere with coordinates in volts. We find the fundamental
relation giving byc? = 6} and the fact that the invariant is the
power.

3.4.12 Remarkable manifolds

If we can keep the structure of a manifold simply by moving its
vertices and changing the value of its cords, the new manifold
is said to be isomorphic to the first one. We can by this tech-
nique create many manifolds that are isomorphic to a canonical
manifold. We want here to identify some of these canonical
manifolds.

Coupled lines

Two coupled lines are represented by two couple of two ver-
tices. A simple line consists in two vertices linked with a non
symmetrical cord?’

The figure 3.21 shows the structure on the left. We can
wonder if it is possible to avoid the cords to cross each other?

20 Alain Reineix, Olivier Maurice. Progrés récents dans la modélisation
CEM de cablages électriques de systemes complexes. CCT-CEM: Progres
récents dans la modélisation CEM de cablages électriques de systémes com-
plexes, Mar 2017, Toulouse, France. hal-01495620
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Figure 3.21: A 4 faces manifold

If it is possible, the manifold is said to be planar. The drawn
on the right shows that it is possible to do that by moving one
of the cord. In that case, four faces appear and Euler’s relation
for planar manifolds can be verified. The number of vertices U
is 4, the number of cord € is 6 and the number of faces §, 4.
We verify 4-64+4=2.

What’s the number of cycles? The number of cycles is given
by € — 0 + 1 = 3. The number of cycles is the number of faces
minus one. This comes from the fact that no cycles exist at
the exterior of the network. If we connect two manifolds like
the one presented figure 3.21, and we add two edges between
the two opposites vertices in diagonal. If we draw the network
of the figure 3.21 on a sphere, it appears clearly that no edges
cross each other. If we do the same with the combination of two
networks, adding two edges on the external diagonal, it becomes
impossible. Except if we make an edge going inside the sphere
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to reach the opposite vertex. in that case the face created by
these two edges is not in the same plan that all the others.
Planar networks are interesting for EMC, because when the
interactions can be located on a sphere without any cross talks,
it means that less interactions appear in the system. They can
be easily managed due to the fact that we can draw them on
a sheet without needing a 3D representation. A class of solids
respect this condition. They are called Platon’s solids.
Starting from Euler’s equation:

U4f—€¢=2 (3.173)

Platon’s solids have a remarkable property: all the faces have
the same number n of edges, and as each edge is common to two
faces, we have:

2€ =nf (3.174)

There are others informations:
1. the same number p of edges start from each vertices;
2. any edge touches two vertices.

We obtain with these informations:
2¢ = pU (3.175)

With Euler’s formula, we can write:

22428 oo
D n
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By multiplying each term by np we obtain:
¢ (2n+2p —np) =2np
As the number of edges can be only positive, we can write:
2n+2p —np >0

or
np—2n—2p+4<4

Finally:
m—2)(p—2)<4 (3.176)

If we impose that a face has at least 3 edges, five cases respect
the assumptions:

e n =23, p=3: tetraedra (pyramide);
e n =3, p=4: octaedra;

e n =3, p=>5: icosaedra;

e n =4, p=3: hexaedra (cube);

e n =2>5, p=3: dodecaedra

Each of these figures defined by the Greek can be drawn on
a sheet in 2D.

In a complete system which includes the undesired interac-
tions between vertices what can be very interesting is to be able
to evaluate the various paths of the energy from one source to
a target.
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When we study a reduced system, i.e. starting from a gen-
erator and going to some loads without losses, we always forget
one particular path. This path is the energy given to the genera-
tor and the losses going into the environment. This adds a mesh,
so a vertex that is not taken into account in Euler-Poincaré’s
formula :

Y+ M- ¢ =R (3.177)

As in the case of a single system, R = 1 we obtain:
P+M-€¢=1 (3.178)
Looking at Euler’s formula:
Y+f-€E=2 (3.179)

f being the number of faces, we see that we obtain the same
result but increased of 1. This added face, corresponding to an
added mesh is the external mesh made of the energy given to
the generator and the losses radiated in the universe. As the
energy of the generator comes from the universe also, the loop
is closed between this input of energy and the output of the
radiated losses.

This confirms Feynman’s reflexion when he said that the
entropy of a light in a room was balanced by the information
that the light gives on the room. It is the same for us here, the
entropy of the radiated losses is balanced by the concentrated
and organized energy given to the generator. The figure 3.22
illustrates this mechanism in the case of two vertices. A first
vertex gives energy to a second one which dissipates it. This
circuit is of genus 1, while the number of meshes is 0.
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\\\ //
" universe g

Figure 3.22: Mesh linked with the universe

Let’s studying a circuit presented figure 3.24 where three ver-
tices are in interactions. A functional interaction goes through
vertices 2 and 3 through cords —G and —Mp, starting from
vertex 1. But an unintentional interaction —~v exists directly
between vertices 1 and 3. A feedback loop is represented by the
interaction —a.

Just seeing the graph we can establish the impedance oper-
ator tensor ¢ of the manifold:

Cll 0 —
(=] —Mp Co O (3.180)
- -G (33

~ being an unintentional interaction, we can wonder what is
its influence compared to the command coming from the path
1-2-3?7 To do that, we want to compute the metric g3;. By
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Figure 3.23: A circuit with feedback loop

definition,
x3
931 = —
Yl
z* being the covector of sources and y™ the vector of fluxes.
We compute:

G GM
w3 = —Gy® —yt = — 13—y} = gs1 = > —
Ca2 (22
it shows that:
=22 (3.181)
C22

The ratio r of wanted interactions on unwanted interactions
is given by:
(32021

" C22(31

(3.182)



3.4. REALITY, GRAPHS & MANIFOLDS 131

It’s clear that to go from vertex 1 to vertex 3 there are mul-
tiple possible paths. Note that if we don’t make appear z, the
feedback loop does not intervene in the result. Let’s test another
topology (another manifold).

A first case is the same network as the one presented figure
3.24. We consider the case with « = 0 and all the interac-
tions are symmetric (i.e. they act on both sides. For example
the interaction —Mp acts on vertices 1 and 2). In that case
the impedance operator is given by (we replace the interactions
functions by three symbolic functions a, b, ¢):

(=1 a G2 b (3.183)

c b (33

¢ is the undesired interaction. If we compute the metric between
vertex 3 and source 1 we find:

z3 = cy' + by

but:

by replacement:

b2 ab
z3 (14 =cy' + —y'
3( sz(s:a) 4 Y
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Figure 3.24: A network with three paths to vertex 3

Finally:
3 c(22(33 + ab(ss
=== 3.184
9= C22(33 + b2 ( )
In many cases, we will verify b? << (22(33.
Under this assumption:

b
g3~ et — (3.185)
a2
The ratio is that time given by:
1 ab
r=—— 3.186
Co2 ( )

Reusing the previous case where all the interactions were
asymmetric, we can think that the interaction between vertices
1 and 3 is given by:
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— s ab n cde

G2 Caalss

It’s easy to verify that the metric effectively has this expres-
sion. So, we can generalize the equation of a path when all the

interactions are asymmetrical relations:

Cakab Cam(mn(nb
w=C+ Y § : 3.188
b C b & Ckk Cmmgnn ( )

(3.187)

A path of order NV evolves N vertices between the source vertex
and the target one.

There is no direct relation between the importance of a path
and the energy that it gives to the target vertex. Another point
is that previous equations can be written if the impedance op-
erators can be reduced to Laplace’s functions. Without what
the expressions are more complicated because we cannot divide
by a so simple way.

If we limit the study to the path of order one with interme-
diate vertices m, the expression for g, in case of symmetrical
interactions becomes:

_ Cbmem Cmemagbb
Gab = Z {Cﬂb Cbmem + (Cbm)2 * Cbmem + (Cb'm)2 } (3189)

m

Filters

We use the structure presented figure 3.12. Branches a and vy
are resistances R; and Rs, in series with an inductance Lo. The
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branch b is a capacitor C. The impedance tensor of this network
is:
Bt gy ~op
¢= (3.190)
—o5;  Ret g+ Lop
We add a last stage including a transformer of gain G with

supplies a load Rs + Lsp which is a third vertex. The tensor
becomes:

R+ C%} _Cip 0
(=] —&  Retg+Lep —Gp (3.191)
0 —Gp R3 + L3p

Now an undesired interaction exists between first and last
vertex, . The metric is finally:

Ri+ & -2 0
(=] —&  Retg+Lep —Gp (3.192)
- —Gp Rs + Lsp
By noting:

1
D = (R3 + Lsp) <32 + o + Lgp) + G?p? (3.193)
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The distance between the load and the source is dependent of:

1G v
gs1 = 55 (R3 + Lgp) — B (D — G2p2) (3194)

which can be written:

G G2p2
931 = FOC&’S - (1 - D ) (3.195)

We can search the extrema of the distance depending on the
coupling ~:

0g31 1
— =0 R L R — + L =0 3.196
0y = (R3 + 3p)<2+0p+ 2;0) ( )

For the two roots:

| —RyC+/R3C? —4L,C

Pi 9L,C

gs1 doesn’t depend on the parasitic coupling . In other

cases, if

Gs3
C (D — G?*p?)
The parasitic coupling becomes the major reason of the flux
measured on vertex 3.

How to interpret this distance? The metric g3 is not suffi-
cient by itself. Imagine you want to go from the point A to the
point B. You know the distance AB but it remains to choice
how to cover this distance and to pass the interfaces between the

v>|
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location where you are and the beginning of the path. In elec-
tromagnetic compatibility as in mechanics, depending on the
receiver - the end of the trip - it exists always a probability to
reach this receiver. Its sensitivity is not a fixed value, but an
average one with its own distribution around the average value.
For example if x is the location of the receiver, the repartition
function P(x) says what is the probability for x to be inferior
to x:

P(x) = /OX P(x < x)dx (3.197)

The emitter has a similar repartition function A that says how
it emits around its average level of emission:

A(Y) = /0 Py <) dy (3.198)

~ From this definition we can obtain the complementary one
A that says what is the probability that the emitter radiates
beyond to a given value:

Y
AV)=1- /0 Ply<Y)dy (3.199)

The effective distance of interaction between the emitter and
the receiver is then defined by the integral of the intersection
between the two functions A(y) and P(z) at the end of the path.
The level of intersection d between vertices 1 and 3 is:

1
v—p

d(1,3) = /V de,y Algs: (y')] - P (3.200)
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with:

Al =1 [ Plan )<ty 3200

0

distance d is normalized. In electromagnetic compatibility we
try to find the distance d equal to zero between emitters unde-
sired and receivers. If the distance is not low enough (seeing
that the meaning is inverse to the one used with geometrical
distances), there are two ways to decrease it:

e by increasing the segregation between the vertices. i.e. to
make them less neighbors;

e by increasing the filters that can protect the receiver.

In the first case we make prevention. In the second case we
make protection. These are the two fundamental approaches
of safety and we may trace a curve giving the limits for each
couple of solution in prevention and protection. We look at this
approach later.

Cavities on a single mode

A cavity is a resonator when its works on a single mode. This
resonator can be modeled using a simple RLC circuit. The
values of the components are obtained starting from the elec-
tromagnetic energy stored in the cavity. For a given distribution
function of the electric field E, f(y, z) we compute the energy
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stored which must be equal to CV?2:
cvi=X / dydzeo B2 f2(y, 2) (3.202)
Y,z

The relation for the inductance links the magnetic energy stored
and Li?.

Once the RLC circuit is determined, it gives one frequency
of the mode defined by the distribution of the field considered
in the computation of the components. What happens if the
cavity is filled? We can imagine a track of a PCB, loaded by
two resistances R;. This track is located at known coordinates
in the volume of the cavity. If the magnetic field at this location
is By ., the EM force induced in the track of length ¥ and height
h is hYpB, ,i,U, x ip. The magnetic field is linked with the
current in the resonator using also the relation in energy:

Li* = m /yz dydzB*Sin? (nﬂ'%) Cos® (qn’%) = B =2\/uLi

A cord can be added between the resonator circuit and the cir-
cuit of the track of value:

; = hXYp2y/pLit, i, % i (3.203)

The fact that the two circuits are coupled will automati-
cally change the mode frequency and its amplitude. If all the
couplings of the objects inside the cavity with the mode are
computed, the effect of filling the cavity is automatically taken
into account in the mode modification.
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Domains for multi
physics

Any material has different behaviors when it is submitted to
various environments. For example a solid can become liquid if
the temperature is high enough. Its capacity to conduct elec-
tricity depends on its state: solid or liquid. For each of these
state, it exists a law that says how the material conducts elec-
tricity. But when the temperature goes from low to high, the
material changes progressively from solid to liquid. And there is
a moment where it is partly solid and partly liquid. So we need
a mechanism that allows to change of law depending on param-
eters and allows to mix laws when the material is in transition
state. To do that we define domains.

139
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4.1 Principles

We have seen that the system can be defined using impedance
operators and their tensor . In general any part of a system is
characterized by a given law like e; = (i1 - f!. This law makes
a link between the effort e; and the flux f*.

Now we said that depending on parameters, this equation
could become: e; = (], f!. But even more, if the parameter is
changing of value, the law may be a composite one like: e; =
aiift + B¢ fY. a and B are weights associated with each
states.

The function arctangent evolves from —7 /2 to +7/2. So the
function D,,:

1
D,, = — Ty arct (x — xo)} (4.1)
L2
evolves from 0 to 1. The value is 1 when x > x¢ and 0 before.
The complementary D, evolves from 1 to 0. We can define a
domain D by:
Dizo,e1] = D2y — Da, (4.2)

(note that others functions than the arctangent function can be
used. The logistic function for example). We can respect:

ZDMMH] =1 (4.3)

We consider two laws attached to two values of an operator
v. First law corresponds to the values of v in the interval [vy, vo],
and the second law corresponds to the values of v that belong
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to [ve,vs]. These two laws are grouped in a single impedance
operator defined by:

(= D[vl,vz]C1 + D[U27U3]C2 (4.4)

This complicated operator can be applied to a flux, and
the active law depending on the parameter v will automatically
change during the computation.

Theoretically, the domain must cover the all real domain of
the parameters values. If they belong to R, we should cover R.
But in practice, the studies are focused on part of R; see phys-
ically, the interval [—oo, 0] can be meaningless (for example in
temperature). So it’s clear that the intervals will be reduced to
values of interest, the only constraints being that all the param-
eters must be defined for the same global interval in the same
problem.

4.2 Modeling a diode

A diode is a component that has two states: one where it be-
haves like an open circuit and one where it behaves like a short-
circuit.

For this component we study a first domain, v € R~ for the
voltage across the diode for which the diode is an open circuit,
and a second domain for the voltage v € RT where the diode is
a short-circuit. The curve linked with the physical component
is given figure 4.1. This curve could be more complicated, but
for the moment we want to limit the number of parameter to
one.
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Figure 4.1: Characteristic curve of a diode
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If v belongs to R, the diode behaves like a resistor of value
0,1€9Q. If v belongs to |0, —vp] the diode behaves like a resistor
of 100k9Q. And if v is inferior to —vy by negative values, it
behaves like a resistor of 0, 1€} in series with a force of vy volts.
So we have three domains for v and two domains for the force.
We can study this component through a single vertex including
a source ej, its own impedance R;, an inductance L; and the
diode. The impedance operator is:

¢ =Ry + Lip+ Zdgiode (4.5)

4.3 Modeling a two parameters object

If two parameters are involved, a tab must be inform to describe
what is the law attached with each intersection of domains. For
example if we consider a component that depends on the voltage
across it and the current flowing inside it.

The first work consists in defining the laws associated with
each assumption of domains. If there are two parameters, four
laws must be define. But sometimes, the same law can be used
for more than one domain. Next tab shows the kind of informa-
tion which has to be completed.

[—ULWO} [UO,UL]
[—ir, 0] Ry R.+ Lp
lio, L] R; R.+Lp

At each intersection of cases, the product of domains select
the corresponding laws:
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[—vr,vo] | [vo,vi]
[—ir, 0] D17?1 D2D1

lig, L) D1D, DyDy

Once this tab available, all the work is done. The impedance
operator that represents the real object is completely defined.
It can be enclosed in the global operator H({) of the problem
(H represents the electronic part of ¢ which is complete by the
metric £). This technique is very physical, more than using
”if” instructions. There are no break in the evolution of the
system. The component can also be in a transition phase where
two states coexists. These states of transition correspond to the
intersection between two domains where two laws intervene in
the metric between the flux and the source. The technique with
the domains allows in fact to represent any kind of behaviors
observed on the real objects.

4.4 Power chopper modeling

The power choppers are nowadays widely used in systems to em-
bed efficient power supplies. Their main disadvantage concerns
electromagnetic compatibility (EMC). Due to the need of de-
creasing thermal emissions, the switches are often commanded
with fast rise times. This creates wide frequency band of emis-
sions in EMC. So, there is a real need to be able to prevent such
emissions having models available. The purpose of this article is
to submit some modeling techniques focused on power choppers.
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These models are enclosed in the tensorial analysis of networks

formalism !.

4.5 Basic R-L circuit with switch

Before to treat of complicated power choppers, the first step
consists in looking for very simple circuits like RC or RL circuits.
This kind of test with the simplest circuits should be made every
time validating the switches models.

The tensorial analysis of networks (TAN) works with impedance
operators. In a RC circuit we have four components:

1. the generator;

2. the resistance R;

3. the capacitor C;

4. the switch @ which is a complicated function.

Through an external command u that drives the switch @, this
switch behaves like an open or a short circuit. The circuit can
be realized using a closed circulation of the components. By the
fact, it is made of one mesh which impedance operator is:

1
§=R+Q+C—p (4.6)

1Leman, S., Demoulin, B., Maurice, O., Cauterman, M., & Hoffmann, P.
(2009). Use of the circuit approach to solve large EMC problems. Comptes
Rendus de Physique, 10(1), 70-82.
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p is Laplace’s operator. The switch @ is driven by an external

source. It is a solid switch like an IGBT transistor. The driver

is a command law u. When u is high, the switch is closed and

when u is low, the switch is opened. To model this behavior,

we use domains. These domains select a law for the switch

depending on some external parameters, here the command law.
u

The domain is noticed D;. This means that if the parameter u
belongs to the interval ¢, the law behind D is selected. Here our
operator seems like:

Q= Di_1,0Ru + D[0+71]Rb (4.7)

Ry is the high value of resistance of the transistor channel when
it is blocked and Ry, is its low value resistance when it is closed.
So if u belongs to the interval of voltages [—1,0] the transis-
tor behaves like a resistor of value Ry, and when u belongs to
the interval of voltage [OT, 1] the transistor behaves like a resis-
tance of value Ry,. Let’s take Ry = 100 k2 and Ry, = 12. When
the command goes from one state to the other, an intermediate
state can exist. For example if u = 0,1V it is at the limit of
both intervals. Physically there are no senses to say that the
transistor changes of states in an infinitely thin interval of com-
mand. We want that an intersection exists where the two states
can exist simultaneously. The function of domain D cannot be
abrupt and must have smooth borders.
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4.5.1 Possible domain functions

Various functions have been tested: logistic functions, arctan-
gent functions, erf functions. They have all their advantages and
disadvantages. Here we use the erf function that can be easily
programmed in Python with the package math. The function
evolves for a parameter x that belong to [0,1]. We take a look
to the function:

erf [a(z — xp)) (4.8)

xo is a delay. Figure 4.2 shows the various allures of the erf
function changing the ceefficient a from 10 to 100. Now if we

10
— 10
il - 1)
05 [ — 50
— 100
3 00 |
T
-0.5
=-1.0 Il Il
0.0 06 038 10

Figure 4.2: Alpha dependences
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retire from this function the same one but delayed, this will
generate a window function. Next figure 4.3 shows two windows
made by adding positive and negative erf functions. A factor
1/2 is applied to normalize the amplitudes. The positive window

that is traced is:

Dig.or.04) = % (erf [100(z — 0,01)] — erf [100(z — 0,4)]) (4.9)

x going from -0,5 to +0,5.

10 -
/ — DON
| —
asl | DOFF ||
0.6 | [I
g |
S oal |
02t |
|
|
]
0.0 L
06 0.4 ~0.2 0.2 0.4 0.6

Figure 4.3: D domain

Once the domain functions are defined, the impedance op-
erator becomes easy to define. The only condition is to respect
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the intervals used. It means that here, u must evolves between
-0,5 V and 40,5 V.

4.5.2 Seeing the impedance operator changing

Keeping the same domains, we can create a law to test the
switch. In our case we can directly use a sinusoidal waveform as
law. It evolves between -0,5 V and 0,5 V. Figure 4.4 shows our
command law that we will apply to the transistor modeling.

“ o 200 400 600 800 1000
t [x100 ns]

Figure 4.4: Command law

In fact we can set the amplitude of the command depending
on the switch speed we want. For an amplitude of 0,1 V, the
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evolution of Q(¢) is shown figure 4.5 (the impedance amplitude
of Q is divide by 10° in order to see both ) and u on the same

graph).

10 —

08| \
Tyt ‘ |
02 ‘ ‘

I I I
0 200 400 600 800 1000
t [x100 ns]

uQ

Figure 4.5: Switch response versus u

With a higher level of command, the profile of Q(t) changes
as shown figure 4.6. This level is adequate with what we want
to do.

4.5.3 Driving a small motor

The previous switch in series with a generator of 10 V can drive
the inductance L = 10 uH of a motor. As we are interesting
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12

I
0 200 400 600 800 1000
t [x100 ns]

Figure 4.6: Switch response versus u for 0,3 Vp
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in real systems, this inductances is in parallel with a resistance
that RL = 1€ represents losses or dissipations. The source
impedance is Ry = 109. The figure 4.7 shows the circuit con-
sidered.

2t
R=1Ohm -

Figure 4.7: Simple RL circuit

The impedance operator of this circuit in the mesh space is
given by:

Ro+Q(u)+Lp  —Lp
(= (4.10)
—Lp Lp+ Ry,

The figure 4.8 shows the result with the two mesh currents
(we see that the mesh current K' is positive and negative. The
circuit may also be seen as a DC-AC converter).

But for thermal reasons, a radiator is installed on the transis-
tor. This radiator presents a parasitic capacitor C' = 1 nF with
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Figure 4.8: Simple RL circuit currents
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the structure. The figure 4.9 shows the new graph considered,
giving also the three meshes involved in the computation.

A

=t

1 Eet|- - g2 o =
L U=10V Rmohm. . u[l) ﬂ}

T2 -

Lz -4 - -
10 uH Ky _R=10nhm_

Figure 4.9: Adding parasitic capacitor

|
Ll

Ke =1nF

=

The inductance of the connections was negligible compared
to the inductance of the load in the mesh 0, but for this new
added mesh with the capacitor, we must consider it. So we
add for this mesh an inductance Ly of 100 nH. We add also
the resistance of the big inductance r,;, = 1072Q. The new
impedance operator is now:

Rg + Q(u) + Lp + rpp, —Lp —rpp, Rg + Q(w)
¢ = —Lp —7rpp Lp+ Rp, +rrp, 0 (4.11)
Ro + @(w) 0. &5 + Ro + Q(w) + Lop

When we compute this case, we obtain the curves shown
figure 4.10. On the curves, we clearly see the oscillations on the
mesh 2.
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Figure 4.10: Current curves
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The parasitic capacitor creates very fast impulse in the com-
mon ground. Its amplitude is lower than the main current (near
1 ampere), but it covers a frequency band of 20 MHz. The main
current covers 100 kHz. We understand that the high frequency
emission of the power chopper will be here due to the parasitic
capacitor. Even if the current is one hundred time less than
the main one, it is sufficient to go over the limit in radiated or
conducted emissions.

But before to study a complete and representative structure,
we wonder how the harmonic study may give information on the
R-L circuit equipped with a switch? i.e., may have we seen the
same behaviors if we take a look to the harmonic modeling?

4.6 Harmonic modeling

When we look at the figure 4.8, we see that the current K!
makes a little time to be stabilized around 0. During a transition
phase, its amplitude evolves to reach this continuous behavior.
It is clear that the modeling in the frequency domain does not
take into account this transition phase.

4.6.1 RL circuit

If we consider in a first step the simple RL circuit, without
the capacitor. Seen from the current KV, and neglecting the
residual current when the transistor is off, we may retrieve the
same current using a pulse generator of duration 7 = 10 us? The
idea is to replace the continuous power supply in series with the
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switch by a single generator of pulse giving the same duration
of energy, 10 us with the same amplitude (A = 10V') and self
resistance (10 Q). Laplace’s transform of such an idealized pulse
is well known: L1
_ —7p
e(p) = Ay (p pe > (4.12)
The principle consists in taking the Thévenin equivalent
model for the generator seen across the transistor and induc-
tance branch. Basically, the fundamental frequency is given
by 1/T where T is the signal period (20 ps). But equation 4.12
gives the spectrum for a continuous signal while we want to com-
pute it using sampling technique. The spectrum energy density
is fo time less if we have a single spectrum ray at the frequency
fo than for a continuous spectrum starting from 0 to fo (under
the assumption that the spectrum is flat). So we have to multi-
ply the sampling spectrum by a factor 1/7T" to retrieve the good
amplitude. As the first zero in the spectrum is given by 1/7, the
number of rays should be given by T'/7. How could we set all
these parameters using a sampling spectrum 7 A good criterion
is Parseval’s relation. Whatever the representation, the power
of the signal must remain the same. The amplitude value é of
the signal obtained from its spectrum (root mean square value:

rms) is given by:
e= [y A2 (4.13)

where A,, are the Fourier’s coefficients.
A first action is to consider the low frequencies impact on
the rms value is to decrease the fundamental frequency using a
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scale factor f,, and
1

T
Then we can increase the number of points to go higher

in frequency using a factor f.. Finally the number of points
computed is:

fo (4.14)

T
N = fmfc; (4.15)
and the spectrum becomes:
) Ay (1 1 _ p>
é(npy) = = | —— —e TP 4.16
R (416)

Ay as f, are seted to retrieve 7.56.

Figure 4.11 shows the result obtained for f,, = 100, f. =
100, T = 20us, 7 = 10us giving N = 20000. The values given
are the rms values computed for e, K° and K, to be compared
with the temporal signals figure 4.8.

What is very interesting is to see that just looking to their
spectrums, we can conclude that the temporal waveform of the
current K is similar to the temporal waveform of e, while K
has no continuous component, which means that it is symmetric
to the 0 volt. The absence of DC value implies the decreasing
of amplitude of this signal with time (the suppression of the DC
value means a derivative of the original signal), with a time con-
stant of around 30 us (the cutoff frequency of Bode’s equivalent
diagram).

This good result suggests that we may use the same approach
to study the problem with the capacitor?
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At : (9.96988863176+0])
Ko : (0.857430802774+0j)

K1 : (0.673762374656+0j)
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Figure 4.11: Results for RL circuit in harmonic domain
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4.6.2 RLC circuit

Figure 4.12 shows the results obtained following the same de-
velopment, but with this time the added mesh enclosing the
parasitic capacitor. The amplitude of K? is multiplied by 1000
in order to be visible by comparison to K and K*. We see that
its frequency spectrum is many more higher than for the other
currents.

10 T T T
06 | ]
04 |
02}
0.0 L L

st 10° 10° 10° 10° 107
— ko]
— IK1|
—  |K2|x1E3 |

e[v]

0.08 |-

0.06 - :
0.04 |
002 -

0.00 —_— S )
10° 10° 10* 10° 10° 107
f[Hz]

Kx [A]

Figure 4.12: Results for RLC circuit in harmonic domain

But we have a problem: the frequency band is not wide
enough to show how evolves the spectrum in high frequencies.
We have to increase the factor f. to 1000. With this new set,
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we obtain the curve shown figure 4.13.

At : (9.97446078152+0j)
Ko : (0.857800649095+0])
K1 : (0.674087604434+07)

K2 : (0.0124008413444+0.0124008413444])

0.20 -
— ko]
— K1
015 H — |K2|x1E3
Z 010
=
a
0.05
0.00 - .
10° 10° 10* 10° 10° 107 10®

f[Hz]

Figure 4.13: Results for RLC, f. = 1000

This time we see the whole spectrum of the parasitic signal.
The computation time on a classical computer (not a compu-
tation server) is a little higher (around 20 seconds compare to
one second before!) but remains acceptable. This new result
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shows clearly a frequency of an absorbed oscillation at 18 MHz.
Even if we decrease the fundamental frequency, this resonance
appears. Here the harmonic study can be many more accurate
than the temporal one. We can confirm that the rms values
remain corrects. It’s a good indicator to evaluate the quality of
the simulation. The difficulties in the time domain come from
the lack of dynamic. We cover as predicted the frequency band
of 20 MHz, but the temporal waveform didn’t show this level of
detail about the absorbing oscillation. The main frequency was
evaluated, but it is clearly defined here. Anyway, both temporal
and frequency domains lead to the same results.

In this last exercise, our impedance operator is similar to
4.11 but with Q(u) = 0. The source covector T is equal to:

T = énpo) 0 é(npo) | (4.17)
and we solve the equation

T, = (K" (4.18)

4.7 A simple two arms power chopper

A simple power chopper with two arms is represented figure
4.14. Each arm allows to make the current flowing in a chosen
direction in the inductive load. By using one time the first arm
then the second arm, it gives the possibility to make a motor
running one way then the other way.
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Figure 4.14: Power chopper with two arms

Ll

4.7.1 RL circuit

Trusting in our previous results we can simulate the behavior
of this structure using a generator with the same Laplace’s def-
inition as before. It should give us the solution for the first
pair of transistors (Q1,@2. Another interesting point is that
seeing the topology, we understand that the two meshes have
only two elements in common: the load and the generator. But
from the same topology we calculate that we need 3 meshes:
the number of branches is 6, the number of nodes is 4, so:
M =6 -4+ 1 = 3. These three meshes can be easily seen:
(Ro— Q1 —Q2), (Q1 — Qs — L), (Q2 — Q4 — L). These meshes
lead to badly conditioned matrices, because they all include a
transistor in a blocked mode.

When we understand the working of this circuit, we under-
stand that for reasons of security, both arm cannot works simul-
taneously with the other. Because we don’t want at any time
that two transistors like ()71 and @2 for example may short-
circuited the power supply. So the two circuits work on two
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separate time intervals 1 and 2. If we accept the idea that when
the transistors are off, they have an infinite resistance, it results
from this reasoning that the two circuits work separately. How
may we translate this?

When constructing the meshes, we define the connectiv-
ity matrix that gives the links between the branches and the
meshes?. If we note R the whole resistance including the source
resistance Ry and the conducting transistor junctions R;, the
branch space includes three elements: two resistances R for each
mode of working (i.e. for each conducting pair of transistors)
and the inductance L. The first branch R wears a generator
é(npo). The second branch R wears a generator —é(npg)e™77/2P.
The delay describing the time separation there is between the
two modes, each being represented by a pulse in frequency of
duration 7 and period T. The connectivity matrix must say
that in a first step, branch 2 doesn’t exist, i.e. it doesn’t par-
ticipate to the mesh describing the circuit, and in a second step
that’s the branch 1 which is suppressed. To do that we use a
gate function 7 which is a domain:

u

m = Do,ry2) T2 = Dirso,m (4.19)

2The technique presented here was first evoked by Frangois COSTA
during my HDR defense
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With these functions, the connectivity can now be defined:

T 0
C= 0 9 (420)
1 -1

With this connectivity we compute the bilinear product CT'¢C
g which leads to

7R+ Lp —Lp
g= (4.21)
—Lp 2R+ Lp

First interesting thing is that the two circuits are cross talked
through L, what we have already said. Knowing 72 = 7 and
calculating: W = CTe where W and e are the source covectors
we obtain

W = [ mé(npy) —maé(npo)e /2P | (4.22)

Finally our circuit becomes equivalent to the couple of cir-
cuits shown figure 4.15.

We see that in the impedance operator expression, there are
no Christoffel’s symbols coming from some time derivatives of
the connectivity. That’s why in that case, the use of a time
dependent connectivity remains quite simple. To ensure that
the spectrum do not shows particular effects coming from the
singular aspect of the unique pulse represented in the source, it
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Rs - 9
R=10 Ohm

Figure 4.15: Power chopper in a RF representation

can be interesting to reproduce the periodicity of the process,
writing and using:

¢ (npo) = é(npo) (L+e P +e 2P 4 e3P ) (4.23)

We compute the result this time for an inductance of 500 pH
which is more representative of this kind of circuit. We go until
four times the period for the sources and this gives the curves
presented figure 4.16.

To obtain the good correspondence with the peak value, the
amplitude was reduced to 0,1 V for Ay, with f,, = 10* and
f. = 10.

4.7.2 RLC circuit

The load has a parasitic capacitor with the structure C,, =
100 nF, as the generator C. = 1nF. The figure 4.17 shows the
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At : (9.66247714837+0j)
Ats : (9.66247714837+0j)
K1 : (0.696800746149+0j)
K2 : (0.736637053628+0j)
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Figure 4.16: Power chopper in 2 coupled circuits
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graph for one paire of transistors. We see that the parasitic
couplings add a mesh that includes the parasitic capacitors and
the common ground. To make in evidence the effect of this
new path, we need to consider the impedance r in parallel to
the ground, i.e. the resistance of one transistor (eventually the
resistance of the wires, etc.).

R. - -
~R=100hm
L

L=500 uH

Us10V

Cm- - -
C=100nF

Figure 4.17: Parasitic path

The impedance operator of this half circuit is given by:

R+Lp+r T—Mp—%p
(= (4.24)

r—Mp—%p §p+r+ﬁnp+cip

A mutual inductance M can exist between the two loops. The
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inductance of the loop between the low stage transistor and the
ground can be estimated considering the wire as a line up to the
ground. The characteristic impedance of this line is:

ze = 60in <4Z> (4.25)

where h is the height from the wire axe to the ground and ¢ the
wire diameter. Knowing z. we obtain: L = z.x/v, x being the
length of the wire. Same estimation can be made to compute the
inductance of the line going from the power chopper to the load.
The mutual inductance between the two loops is very important
and is a major parameter in the result. We can estimate it saying
that the current ¢ running on the common wire between the two
loops creates a magnetic field in the capacitors loop simply given
by: ’
i
b= ﬂ?ﬂ'y
So, for a length & and a height h, the mutual is obtained saying:

i 2h
e=—SpB = —pz/dyui = E, — M= ()
y 21y i 27 10)

(4.27)

The evaluation of this mutual inductance is important be-

cause the losses are weak in this loop when the transistor is ON

(around 1 2 or less). Depending on the value of M we can have

a oscillator in or under the critical working (signal decreasing
between one period and the next one) given by:

c
L-M

(4.26)

TR

(4.28)
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Typically, M is ten times lower than L. In our case for one
meter of length we find L = 1,5 pH for the inductance of the line
and M = 921nH for the mutual inductance. The curves given
by the calculations are presented figure 4.18 (f,, = 1000, f. =
100).

At : (58.8955645803+0j)
Ko : (2.52934194807+0])
K1 : (0.106127400832+0j)

Vre i (44,412734227+07)

e [V]
s

07'101 107 10° 10 10°

06 — |Ko|
| — 1E2x|K1|

02
01
0.0 | 1 = Y

10! 107 10° 104 10°
f[Hz]

Kx [A]

Figure 4.18: Current in the ground
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We see that the estimation of the voltage developed across
the low stage transistor (V,..) is very high due to the quality
factor of the resonant ground loop. We must be careful that
our assumption to make the correspondence with the rms value
are not really respected here, because the signal has a straight
band. Anyway it gives an indicator on the risk. We can try
to decrease this voltage by increasing the value of C¢, adding
a real capacitor between the box of the power chopper and the
structure. Let’s try using 0,1 pF. We obtain the curves figure
4.19. The rms value decreases to 33 V rather than 44. The
resonance frequency decreases as waited around 45 kHz rather
than 450 kHz.

Probably a solution is elsewhere to avoid these high level
currents flowing into the common ground (they will create high
level of radiated emissions, as common impedance coupling).
Using a shielded cable may be one of these solutions, thinking
that it is not possible to change the capacitor C,,.

4.7.3 RLC circuit with two arms

We keep the same approach as before with this time the two
arms involved. Figure 4.20 shows the circuit considered.

Note that this new case is very easy to implement. You just
have to make the direct summation of the previous impedance
operator ( @ ( then to add the coupling between meshes 1 and
3. A first result with C. = 1nF is given figure 4.21. We see
that the level of voltage across the low stage transistor becomes
this time very high, increased by the coupling between the two
arms. If we change the value of C, to 100 nF, the decreasing of
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Figure 4.19: Current in the ground with Cc = 100 nF
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A1 g Bst
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Cot cm1 cm2 Ge2
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R= R=1 Ohm

Figure 4.20: Circuit with 2 arms and capacitors

voltage is this time evident, being around ten time lower.

4.8 Theoretical analysis

The force of the tensorial analysis of networks formalism comes
from the compact aspect of the systems of equations it gives
even for complicated problems. But another force for which it
is perhaps the unique method to reach effectively this capacity,
is that it offers the possibility to study theoretically the prob-
lem. Looking to the system 4.24, we can study theoretically
its behavior, depending on the values of C, (remember that we
cannot chose Cp,).
Simplifying this system we write:

o+ 2Hp —Hp
¢ = ) (4.29)
—Hp r+Hp+;
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Figure 4.21: Circuit with 2 arms and C. = 1 nF
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Figure 4.22: Circuit with 2 arms and C, = 100nF
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The determinant is:
1
A = (0 +2Hp) (r+Hp+ w>H2p2 (4.30)

Taking into account that r and o are low values, we simplify
the determinant to:

1
A~2H ( + HpQ) (4.31)
Y
We can calculate the voltage |1/(yp)K* ‘:
1, 11
— == 4.32
P 2|1 = yHw?| (432

The cutoff frequency of Bode’s diagram for this function is
wo = v/vH. The higher ~, the lower wqg. So, it is interesting to
increase 7 in order to decrease wg then to benefit of a narrower
frequency band. If the frequency band is narrower, the energy
associated with this frequency band will be lower too, and as a
consequence, the rms value will be lower also. But this solution
has for impact to accept that a parasitic current flows into the
ground. A better solution may be to keep this current enclosed
in a shielded cable making the link between the power chopper
and the motor.

4.9 Multiphysics

It must be clear that the models I submit are perhaps not per-
tinent. I obviously don’t pretend having competencies in other
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jobs than the EMC. But the principles and approaches proposed
to treat multi physic problems are correct, even if the models
are not.

Multi-physics means that various manifold are summed, one
for the electromagnetism, one for mechanics, one for tempera-
ture, etc. Coupling functions are not homogeneous and report
a temperature into a law of a resistance, and so on. The report
can be achieved directly into a law or as the value of a parameter
attached with a domain. When many physics are implied, the
use of domains can be a simplest way to solve some modelings.

For illustrating these mechanisms, we take a look to trans-
ducers, then we imagine a patch antenna that is submitted to
a surface that can see its own temperature increasing and its
mechanics submitted to vibrations. This can be typically the
case of a patch antenna located near to a motor on a car, and
mounted on the structure of the bonnet. The work is organized
in three steps:

1. to determine the graph for each physic;

2. to extend each sub-manifold including the parameters of
the other physics;

3. to add the function of coupling between the physics.

4.9.1 Transducers

A transducer is a mechanism that makes the transformation of
electrical energy to mechanical energy (motor mode) or from
mechanical energy to electrical energy (dynamo mode).
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It is a RLC circuit connected to a coil. This coil is immersed
in a static magnetic field, and linked to a mass and a spring.
The figure 4.23 shows this mechanism.

Ft

—>
X

Figure 4.23: Transducer

Principles of this mechanism are well introduced by Gabil-
lard® And I start here from his description.

If there is a current ¢ in the coil, with the presence of the
magnetic field B, Laplace’s force appears given by:

F,=ilxB (4.33)

3R.Gabillard, Vibrations et phénoménes de propagation. Dunod univer-
sity editor, 1969 Paris, France.
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An EM force is created given by:

1 d
fefa/xdxFifle%/wdxf—lev (4.34)

avec |[v| = . A force F; is applied on the mass m through
the spring k. The signe of F; depends on the coil orientation.
We chose it in order to have F; in the positive direction of x.
Then:

d
MgV = F,+F—kxr—av (4.35)

« being the losses coefficient.
For the circuit of the generator we obtain in the mesh space:

d 1
LaJ‘FRJ“F 6 /tdtJ =e¢ + fe (436)

Finally:
(mp+ a)v+ %v—qu: F,
(4.37)
(Lp+ R)J + g5 J + ¢v = e

with ¢ = [B the linear density of magnetic flux. Noting:

J
¢ = T3 = [ (43 Ft ] (438)
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and
Lp+ R+ & ¢
¢ = (4.39)
—¢ mp+ o+ &

we want to solve mg = (gox®. Due to the negative sign
of (21, opposite to the sign of (12, the coupling is said to be
gyroscopic. If the sign is the same for both (3; and (75 the
coupling is said to be parametric. The difference is important.
If the coupling is gyroscopic, D the diagonal elements of ¢ and
C the couplings, the determinant will have the form D? + C2.
In the parametric case, it is D? — C2. The first form doesn’t
have poles. It is a fundamental difference in the behavior of the
two kinds of systems and linked manifolds.

Motor mode

In that case, F; = 0. We can look for the impedance across the
input of the mechanism:

€t a—j(mw—E)

1
=R+Lp+—+¢°

e = J Cp {aQ + (mw — 3)2}

(4.40)

A= [oﬂ + (mw — 5)2] being the determinant of ¢.
Writing:

) 1
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we obtain:

w

— ag?
RnL - [a2+(mw— k )2}

(4.42)
Xom = (mw—§)¢2
" ot (me—5)7]

If we trace (R, Xm) depending on the frequency, we obtain
a circle named Kennelly’s circle. It is a circle of diameter ¢?/a
with a point noticed Qg = (¢2/a7 0).

The electrical power given to the machine is Wg = (R + R,,) J?,
while the mechanical power is W,,, = R,,,J2. The yield p of the
mechanism is given by:

Wi, Ry,

=—=—-— 4.4

p

Except for the trivial but not physical solution R = 0, the yield
is maximum when R, is maximum, i.e. on the point £y of
Kennelly’s circle.

Dynamo mode

In that case e; = 0 and a load is used to extract the electrical
energy generated by the mechanical forces, Ry. So we have to
replace R by R + Ry. We obtain under this configuration :

J= —%wt (4.44)

We look at the transfer function F;/J. Noting 0 = R+ Ry
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Lw 1
Q= — — —
< o aC’w)
we obtain:

2
ﬁz—g a—mwﬂ+@+¢— +j mo.)—i—on—E
J 10) w o w

and

(4.45)
which can be written:
Ft (2 .
7:75{[a+a0]+][mw+M]} (4.46)
Now if Lw/o = (¢Cw)~! and k = mw?, Q = 0 and:
Ft g
— | =a- 4.47
v (4.47)
If the losses « are weak enough,
Fi
— |~ 4.48
P (1.49)

Now we can look at transducers through the seconde ge-
ometrization process. Starting from 4.39, we obtain:

R+ & ¢
by = by = (4.49)
—¢ o+ %
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So:
1) 2 1 k
(R+d) +¢* o[R+d&—-a-£
G — (4.50)
2
1 k k 2
¢|:R+C’7p7a7§:| (OZ+5) +¢
We can remark that under the second geometrization pro-
cess there are no more reasons to distinguish parametric or gy-
roscopic couplings. The transposed jacobian is equal to:
R+Lp+ & —¢
I'= (4.51)
¢ mp+o+ %

Now computing the distance ds = /G12Jv = VGiaxla? we

find:
ds = QS{R—G—l—a—k]JU (4.52)
Cp P '

This distance can be equal to zero if R = o, k = C~ 1.
Computing I'¢ we find that 7 = (z < I'r — Zx = Gz, with:

L2p% + 2Lp (R n c%) ép (L —m)

ép (L —m) m2p® + 2mp (a + %)
(4.53)
With R = o, k = C~!, G becomes purely diagonal Gy4. If we
set an electrical frequency w, = vV LC - equal to the mechanical
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frequency w,, = \/k/L, we obtain with m >> L:

R? —gppm
7= (4.54)
—gppm o?

Noting A = R+1/Cp = a+k/p, the problem becomes described
by the equation:

Re; — ¢F; = (A2 + R?+ (;52) J + ¢ppmu

(4.55)
pey + aFy = gpmJ + (A% + o? + ¢?) v
If mp¢? << R (A% + R? + ¢?) with F; = 0 this leads to:
€t ¢2
—~ R+ — 4.56
7 TR (4.56)

which is our previous result.

4.9.2 Patch antenna in electromagnetism

The patch antenna is a resonator. It can be realized like the
drawn figure 4.24.

If x is one direction of the patch antenna, the magnetic field
can exist inside the structure through the modes By Sin (nmz/X).
If S is the total surface of the antenna and h the constant
height to the structure, its capacitor can be approximated by
C = ¢yS/h. The inductance L is pohX/v/S. The EM force in-
duced on the antenna is e = —hXpBy. A load Ry, receives the
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—_ L
3

Figure 4.24: Patch antenna

energy captured by the antenna. We can add the far source of
field antenna that illuminate the patch antenna by a mesh made
of two matched resistances and a Green function obtained from

Friis’s relation: h
G = —+/30GR,

x
R, being the radiation resistance of the emitting antenna and
G its gain. « is the distance between the two antennas and h
the effective height of the patch antenna.
The operator of this electromagnetic system is:

2R, -G

(g = (4.57)
~G R+ +Lp

The source is simply ug = [ U 0 ]
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4.9.3 Patch antenna from the mechanical point

of view

A very interesting work on the equivalence between electrical
network and mechanical one was done by G.W. Van Santen [4].
Classical equivalence was not so simple to use, except in simple
cases. Van Santen in 1957 submits a new equivalence that allows
to make directly the equivalence, even on the structure itself of
the network.

For this equivalence:

the flux f is the "force” p in [kg];

the load in coulomb becomes the impulsion ¢ in [kg][s] ™!

the EM force (source) becomes the speed at the extremi-

ties of the system, i, [em][s]~1;

the inductance L becomes the inverse of the elasticity k,
[em][kg] ™

the resistance R is the inverse of the dissipation 7, [em][kg s]'";
the capacitor is the mass m in [kg s%][cm]1;

the impedance Z is linked with its inverse z, em|[kg s?]~1;

the power remains the power p.z, [kg cm][s] L.

With this convention, all impedance expression keeps its
form. For example jLw becomes jkw in mechanics, etc. So, un-
der this convention, we construct the graph following the same
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approach than for electrical circuits. The impulsion that excites
the plate, corresponding to an electromotive force in electromag-
netism, becomes a source of speed in mechanics. The extremities
of the plate may have create capacitors with the structure. They
are transformed in mass for the mechanical graph. It remains
the plate itself that acts like a spring: the model is an induc-
tance in series with a resistance that translates the dissipations.
Finally we obtain the graph presented figure 4.25.

Figure 4.25: Graph of the mechanical part

We may add a dissipation component 7y in series with the
source of impulsion to take into account the losses in the trans-
mission of the force to the plate of the patch antenna. We
conclude that the operator for this circuit is:

To + ];Zp +7+ mLp 0
Cm = B (4.58)
To o+ kp+ 7+ o

The source of the mechanical system is the acceleration commu-
nicated to the system &: uy; = [ pr px ]
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4.9.4 Temperature

The equivalence between electromagnetism and temperature fol-
lows the correspondances:

o P i
o AT & AU;
e mc <+ C.

c is the specific heat. mc is the massique heat. AT is the
difference of temperatures and P the power. The difference of
temperature is equal to the thermal resistance multiplied by the
power: AT = Ry, P.

k being the thermal conductivity, S the section of a piece of
material and [ the length of this piece, the power is given by:

P= k?AT (4.59)

Which conducts to: L
Ry, = ——= 4.60
w1 (1.60)

The massique heat is defined by:

1

AT = — /dtP (4.61)

me J,

or:

dW AW
chTf/tdtﬁfAI/Vﬁmcfﬁ
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The thermal capacity mc is the heat that must be communi-
cated to the body for increasing its temperature of one degree
centigrade. The structure reaches a temperature AT,. The tem-
perature is transmitted through the gap of air to the plate which
has a given inertia. The thin contact used for the electrical part
is neglected.

Rair Rplate

o)
-

TN
DT )

\1,/’ Inertia plate T I

-
\‘-..

Figure 4.26: Temperature graph for the patch antenna

Figure 4.26 represents the exchange in temperature between
the structure and the antenna. The impedance operator for the
temperature is:

1 1
Rair + ‘mep " mcp 0
1 2 1
CT = " mep 2Rplate + mcep mcep (462)
1 1
0 mep mep + RC”""

The source is: up = [ AT 0 AT ]
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4.9.5 Direct sum of the three physics

Once the operator are defined in each physics, first action is to
realize the direct sum of all these operators. In our case this
means to compute ( = (g ® {3y  {r. Same operation is made
for the sources: u = ug ® up D ur.

For the electromagnetic part, we have seen that the metric
is represented by the inductances operator. Probably moreover
we should add an inductance Ly to the mesh of the emitting
antenna. In that case, the metric for the electromagnetic part
is:

Ly 0
Ly = (4.63)
0 L

But what can it be for the mechanical physics? Reading the
correspondences of the new equivalence, it should be the inverse
of the elasticity.

Does that make sense? The elasticity gives the relation be-
tween the displacement and the force: F, = k.x. So x = k- F,.
The inverse of the elasticity k leads to:

dr -d —d
‘T it =t
This is completely coherent and k appears in this convention
as a metric. A last information is that the bilinear product
1/2kf! f2 gives the product of the distance by the force xf?
which is a work, a potential energy.
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It remains to define the metric for the temperature. But no
component seems to be comparable with a metric.

We must accept that, in the meaning we have given before,
it doesn’t exist any metric for the physics of the temperature
(we will see after that other choices can be made). For all,
another observable may have play the role of metric. But the
impedance operator is made of only resistance and massique
heat and doesn’t include time derivative of a variable. By the
fact, it doesn’t generate with these choices any metric in Kron’s
meaning.

4.9.6 Adding non homogeneous coupling op-
erators

The vibrations will deform the plate of the patch antenna while
the temperature will increase the value of the resistance. In this
illustration, there are no other couplings involved between the
various physics. But one is symmetric. The temperature in-
crease the resistance, and the power developed in the resistance
participates to the radiation of heat.

The first coupling operator links mechanics with the capac-
itor value of the patch antenna (major effect) and the second
operator of coupling links the value of the resistance of the patch
antenna with the temperature of the structure.

The resistance depends on the temperature through the law:

2
R=R, [1 + (%)
The vibrations change the value of the capacitor, changing
the height h of the structure.
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The system manages three kinds of fluxes: the currents J,
the impulsions ¢ and the power P.
The link between the distance defining the capacitor and the

impulsion is:
1
h=— / dtq*
m Ji

as the problem is symetric, the link with ¢' doesn’t need to be
completed. The system of equations of the multi physic problem
is:

2R\~ GJP U =0
2 1
GJ1+{R{1+<£) } +Lp}J2+p2€‘f)SmJ20

(Fo+l_€p+ m%g) q" +7oq” —pr =0

F0q1+(fo+%p+F+ﬁp)q2—pm:0

(Rm+ L )PLLPLAT:O

mep mecp

_ 1 P1+(2Rplate+micp)P2+LP3

mep mep

1 p2 1 3 _
P2+ (G o Ruir ) PP = AT =0

(4.64)
These systems are often complex to solve because they imply

complex functions. Here we have two unknowns multiplied (here
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a function of ¢! multiplied by J?2). Classical technique to solve
the system is to use Newton’s method. Using the symmetry of
the thermique network, the vector of the unknowns z* is given
by:

Jl

= ¢! (4.65)

The sources being enclosed in the covector w,,.
The system of equations 4.64 can be represented by the vec-
tor of functions:

Y= ¥y (2" um) | (4.66)

The system 4.64 can be synthesized under the form 1 = 0.
We will solve the system by a succession of approximations.
Let’s make the assumption that we known the the approxi-
mation of order p: 2¥(p). The exact solution can be written:
z® = 2F(p) + €(p), €(p) being the error between the approxima-
tion and the real value. By replacing z* by its approximation in
the vector of function, we obtain: ¥ (z*(p) + €(p)) = 0 (remem-
ber that it’s always possible to replace the sources by equivalent
fluxes that belong to the spanning tree). If the distance between
the real value and its approximation is sufficiently thin, we can
make the assumption that the function can be derived in this
intervalle. Using this property we can write:

¥ (2" (p) + e(p)) =¥ (a"(p)) + ¢ (2"(p)) e(p) =0 (4.67)
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Once developed, this relation leads to the system:

¥1 (2%(p)) + 24 (2%(p)) ex(p) + 24 (¢ (p)) e2(p) + ...

ba (2% (p)) + 222 (2%(p)) e1(p) + 322 (2 (p)) e2(p) + . ..

(4.68)
In fact we see that the derivation of v is given by the jacobian
matrix w(x):

3’(1)1 311)1 811)1

Ozl dx2 o 9z
_ oY oY oY
w(x) = 5ot oF ... o2 (4.69)
OYn OYn OYn
©r ozt Ox? o 9z

The equation 4.67 can be written under the form:
¥ (2"(p)) +w («"(p)) e(p) = 0 (4.70)
which gives:
-1
e(p) =~ [w(="®)] ¥ («"®) (4.71)
Therefore

Fp+1) = p) - [w ()] ¢ (2* @), p=0,1,2,...
(4.72)
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Note that once the first approximation given, next approxi-
mation at each time step is given by the previous value obtained
at the previous time step.

The original condition and first approximation can be ob-
tained starting from the rest state (ambiant temperature, etc.).

4.9.7 Using domains

The previous approach has the disadvantage to lead to complex
systems to solve. Domains may allow to treat the problem by
adding complexity in the beginning of the project but leading
to a more simple system to solve. The idea is to approximate
some of the variables to make them constant on domains. This
reduces the order of the system, by suppressing some product
of variables. It’s a kind of discretization (but remember that
the intersections of the domains is not zero). For example if we
take a look to the figure 4.27. It’s a mechanism where a weighty
loop is maintained up to a magnet thanks to the magnetic field
emitted by the magnet. The loop has inside a battery that
creates a DC current in the loop.

The weight of the loop and the magnetic field give the forces
of Newton’s law:

Fy = —mgy, + 2nriB,

r is the radius of the loop. This is equal to the acceleration of
the loop following y:

d2

—mgy; + 27riB, = m (4.73)

ﬁyz
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Figure 4.27: Mechanism with a magnet
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y; is the location of the loop on the axis y. A second equation
says simply that the current in the loop is created by the battery:

e = Ri (4.74)

The magnetic field B, can be approximated constant on de-
fined intervals. We write:

1 2
BT(y) = DyBl + DyBg

We use this development rather than writing a law giving B,.(y;).
With:

1 2
Z12 = 2mr (DyBl + DUBQ) (475)
the system becomes:

d? .
—m(g—l—W)yl—i—zlgz:O

(4.76)
Ri=e
Finally in that case the system to solve is:
—m (9 + %) 212 Yl 0
= (4.77)
0 R ) e

This system can be solved without using Newton’s method.
Now if we take a look to the impedance operator ( in 4.77,
we can compute the basis vectors of the corresponding surface:

b, — { —mg — (Q)WTiB(y) } by — [ 27;;3 ] (4.78)
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knowing that d/dy(md?/dt?y) = 0.

Seeing these vectors we understand that a condition to ac-
cept the approximation 4.75 is that B(y) = 0. Or, in other
words, I'og,1 = 0. Effectively, if we write the system under the
form:

d’Kv y
€u + mﬂyﬁ = HHVK
The hamiltonian H is given by:
—mg 2nmrB
H= (4.79)
0 R
The solutions are obtain using:
KY = (H,,) " .T, (4.80)
with:
T . d’KV
=e,+muy,——
w w L)
m,, begin the inertia:
m 0
m= (4.81)
0 0
In fact we want to compare:
-1
—mg 277 f(y)

0 R
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and:
—1

B _
—-mg 2mry. ., DyB

0 R

where f(y) is a continuous function of y and B a locally constant
value of B. For the solution, only K is impacted by the error
coming from the approximation. After inverting the matrices
we obtain in the first case:
d?y
Kl)l =2nrf(y)e + mR@
and in the second case:

B _ 2
K1), = 27 (ZD@%) e+ mR%

so the error is associated with

Kl _ Kl
= [ K,
giving:
(1) = X0 DB
() = | (4.82)

The error can be reduced without difficulties if the vectors b,
moves continuously on the surface, without curvatures. This
implies 'y, . = 0.
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4.10 The lagrangian approach for mul-

tiphysic
We consider a parabolic elliptic of equation:
_ a5 by
z = 2x + 2y

The axis z being vertical. We imagine a ball of mass m, rolling
freely inside the surface. It is submitted to its weight and to the
corresponding Newton’s force:

f=-mg
Its potential energy will be
U =mgz

By replacement we obtain:

ks k.
U= ?xQ + ?ny (4.83)

with k, = mga and k, = mgb.
Another information is the kinetic energy of the ball. If the
parabolic elliptic is enough plate, we can make the assumption

that: 12
2
1+ ——-—= ) =1
< e + dy2>

T~ %m (&* +9%) (4.84)

SO
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We can now write the lagrangian:

1 kg k
L=T-U=gm (&° +9%) — ?ﬁ — ?ny (4.85)

1

if v? is the vector of the variables (v' = z, v? = y), the

system of equations:
d OL 0L
dt 001 vl
leads to a system of independent equations in z and y. Now we

want to change of reference frame and to write the system in a
new coordinates system (x,y) with:

=0 (4.86)

x = xcost — ysinf
(4.87)
y = xsinf + ycosd

If we replace these new expressions of x and y in 4.83 and
4.84 we obtain:

U= %kXXQ + %kW’YZ + Cyy
(4.88)
7= (57
The kinetic energy remains unchanged in this transforma-
tion, but the potential energy see a new term added Cy. (here
for example C, = (k,—k,)sinfcosd). The lagrangian becomes:

mx +kyx+Cy =0
(4.89)
my+kyy+Cx=0
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We see that in the new reference frame, the equations are
no more independents. In the system of coordinates where the
coupling disappear, these coordinates are called ”eigenvalues”.

4.10.1 Functional space

Lagrange’s equations can be written under a formalism of func-
tional space. Having a base of functions (it can be the locations
of a mobile or other functions of parameters), we can define the
"bra” or covector by (we illustrate these notions in a space of
dimension 2):

zp=(z|=(x1 32) (4.90)

using Dirac’s writing. The vector ("ket”) is given by
1

|z) =" = ( . > (4.91)

T

Now we define an operator U which transforms the ket z* in
a new vector of components kix', kox? This operator is defined
by its matrix:

U= [ ’Bl 132 } (4.92)

If we use the definition:
1
if b = ( i2 ) = ap= (2= (') x=(2?)*) (4.93)

we can verify that
(z|U|x) =2U (4.94)
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For the kinetic energy we compute:

(@| T |&) = 2T (4.95)
with:
T = [ o T?L ] (4.96)

Now if we imagine a coil moving in order to cut the Earth
magnetic field. The potential energy is mgz. The kinetic energy
is for the mechanical part 1/2m(v,)? and for the electrical part
1/2Li%. We can define a space of configuration with the vari-
ables (z,v,,1). Applying Lagrange’s equation we find for three
sources f(t), f»,e(t):

mdgm = fm(t)

mg = f. (497)
L% = e(t)

We can obtain the same result with a different approach.
Once the natural ”primal” vector is defined:

et = 2 (4.98)

From this vector we can define a dual covector starting from
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the invariant P with:

fzv* =P
z-f,=P (4.99)
ei=P

Noting T% = [ f= [ e ], the system is obtained writing:

T, = Cua” (4.100)
with:
mp 0 0
(= 0 mp O (4.101)
0 0 Lp

When various physics are interlaced, the situation is more
complicated. If we go back on the example of the resistance. If
its expression is R (1 + 7). Once developed, this expression
gives:

u = Ri+ RaT4

If there are two vectors, a first used for the currents i* and
a second one for the gradient of temperature T, the tensorial
product i ® T creates a new vector that includes all the possible
product 4,47, T. As the dual space is a space of numbers, it can
always be reduced to an unique covector u,,. The equation of
the system is in this case given by:

s = (oo (7 @ T7) (4.102)
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what we notice
eg = (3ot 17 (4.103)

In a first step, the tensor ¢ gives the solution of the system, but
we have seen that it is not easy to solve. It needs often to call for
Newton’s method due to its non linear properties. To reduce the
complexity we can create a new vector, made of the arranged
tensorial product with k* — ¢7T7. With this substitution:

eg = ngkw (4.104)

Now if we apply a second geometrization process, we will define
a metric G which is in fact of dimension three Gz, and if there
are Chritoffel’s symbols, we will write them in a first step I'gq,w
which correspond to I'gq, o

In each case the process is the following. Having t*? =
i® ® u? where i and u are any vectors, we create the vector s
defined by:

sl = {075 (o) 2%} (4.105)

The matrix C' has only one component different to zero: it is the
component of the row number (o) and first column. Each prod-
uct between C and t gives a row vector. Once transposed, this
vector constitutes the series of components [o] of s. To include
the cases where only components of ¢ or u appear, we have to
add a first component ”1” in both vectors i and u. The compo-
nent s° can be defined in this technique having the value ”17. It
represents eventual constants in the system, independent from
any variables. We understand here that each vector attached
to various values of the temperature (for example) may be seen
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as a simple flux modified by a different operator which depends
on the temperature. The term RaTi can be seen as a modified
impedance operator Ral" which depends on the temperature
applied to 4, or a constant impedance operator Ra applied to
the component of the tensorial product of T" and i. The first
solution is written:

D,2(i) (4.106)

T T
with D1z() = R and D2z() = R(1 + oT'). the second solution
is:

R(Ti)' + Ra(Ti)? (4.107)

The first solution is the best one, because:

1. the temperature is continuous and cannot easily be at-
tached to a vector definition;

2. it reduces the dimension of the problem and helps to its
solving, cutting it in sub-parts where parameters can be
approximated as constants.

Domains are one key point to solve multi physic problems.
But both techniques can be useful, for example in problems
where both speed and currents are involved: i*v,. But this kind
of situation is quite easy to solve, because often there are in
relation with machines ou induced EM force on mobile conduc-
tors, and Grassmann’s algebra. For each current, three speeds
are available. Knowing u; A 4, = A;,, we can create the vector

. T
s = iF @ /s = Ay, {C;’n“ (0)i* ® v"} (4.108)
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After what, one impedance operator, sets depending on pa-
rameters through domains, applies transformations to s to make
a covector f. The general equation of this kind of system is given
by:

Ju= ZT?xCW (s") (4.109)

4.11 Some more ideas on manifolds and
domains

4.11.1 Primitive manifold changing

We consider an impedance defined with domains. This defini-
tion is linked with a curve giving for all possible values or one
variable z* the result e,, through e,, = >on L, D7 2 i () 2",
and this for one set of values for the parameters (z* being a
generalized flux - i.e. currents in the electrical case). If the
parameter values change, the impedance function changes and
the previous curve becomes a set of curve, i.e., a surface. This
surface can be seen as a manifold issued from a moving curve.
As an example, we make a program defining first the windows
of each domains, with two domains. In that case, we consider
only one parameter to make the illustration simplest. Figure
4.28 shows the result obtained for the domain windows.

Once the domains defined, we can use them to create a
parametrized impedance in two laws.

Let’s take for example next impedance law:
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| I
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0 1000 2000 2000 7000 000 ) 7000 2000 9000 10000

Figure 4.28: Domain windows

Z (i, R,a) = DiRiy + D5R (1 + viy) i

Once defined this law, we can give 71 all possible values in
one context, for a given resistance R and for various values of
the parameter a.

Previous equation was drawn and gives the figure 4.29. First
domain creates only one curve as it doesn’t depend on any pa-
rameter. At the contrary, second domain creates many curves
that make the surface seen on the figure.

It’s clear that depending on domain values, the manifold
associated with the law can change radically of appearance.
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Figure 4.29: Curves for various parameter values

4.11.2 Connecting primitive manifolds

Various of previous like manifolds can be glued in order to cre-
ate more complex ones [9]. The only constraints is to make in
accordance the domains. If we imagine two laws of definitions:
7y =D1Z1 + Do 722 Zo =D Z3+ D273
If we want to make the direct summation of the two previous
primitives, it gives:
Z =D1Z{ + Do Z2 + D1 Z5 + D273

It’s clear that domains should be equal to point out same
values of parameters coming from the environment conditions.
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Another possibility exists when domains complete each other.
For example: D} +D;; = Dy. Note that one of the domain limit
must be open (private of the last value) in order to connect it
continuously with the other one. We may write: D = Dy \
[+D]. In both cases, direct summation becomes possible and
has meaning. If one of the impedance law doesn’t depends on
limits, the direct summation results from the classical addition
of the two original laws.

4.11.3 Impact on the second geometrization
process

When impedance is written using such laws defined on domains
(restricted ones, which should be always the case for real object),
what is the consequence on the second geometrization process?
In other words, how the metric will be expressed when these
domaines come in square power?

We consider the system represented by the impedance ma-
trix:

| D1A+DyB C
7 = c D (4.110)

Note that even if a current threshold intervene in D, it is
simplest to choose another current than the current multiplied
by this domain. In this case, when computing the derivation
to extract base vectors, the result is directly the impedance
operator itself. So, previous matrix leads to the jacobian:
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(4.111)

g D1A+DyB C
a C D

under the hypothesis that A...D are all pure reals.
The metric coming from this jacobian is:

G (D1A+D2B)’ +C?* (D1A+D2:B)C+CD (4.112)
(D1A+D2B)C +CD C?+ D? :

Due to its decomposition in domains, the first term (without
C?) can be developed in:

(D1A)? 4 (D2B)? + 2 (D1 A - Dy B)

Now in case of perfect differentiation in the domain, i.e.
D1 - Dy = §12 = 0, the square is reduced to the summation of
the squares of each impedance domain. But this case is rarely
a physical one. More, it often leads to instability in numerical
computations. So, if we use a common interval to both domains
D, and Do as previously, the product 2 (D; - Dy) AB is different
from zero. This term leads to a power Pjs linked with the tran-
sition phases when the material change of characteristics under
environment parameters. If K and @) are the two mesh currents,
we have for example:

Ps =2(D; - D) AB.K?

So that the metric can be finally written: G + G5, where
G5 integrates all the phase changes of the manifold. Note that
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these transition states belong to each primitive manifold and
also to shared energy (extra-diagonal element G,;,¢ # j) if any
impedance law is constructed under the domain formalism. Not-
ing

Dij =D, - D; (4.113)

some interactions can disappear or not depending on the do-
main intersections, giving the metric a new meaning: it gives a
deep description of the distance dependance versus the environ-
ment parameters. To solve quite easily the problems, it’s clear
that it’s better when these parameters are not directly the flux
themselves.

4.11.4 Curvature

In one domain, the law can integrate a function that’s depends
on one current. For example: Z(D) = D1R + DyR.K. In that
case, first base vector could be (in a three dimensions space):

DR+ DyR.K
b, = bo (4.114)
b3

where by and b3 are functions without currents.

Due to the component dependance with current, by; = dxby
exists. It means that Christoffel’s coefficients I'1;,; can exist.
What does it means ? It means that for some environment
conditions, the base vector by change with current K value.
Its components on the local TpS tangent plan b; are given by
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Christoffel’s coefficient [11]. In other words, from one location
to another dbl = Fll’ibidKi.

If Christoffel’s coefficients exist, this is a testimony that envi-
ronment influence deeply the object behavior. The dependance
of space with currents translates the fact that energy looks for
a technique to compensate a kind of saturation in energy dis-
tribution. It translates also hysteresis phenomenons [10] in the
system behavior. Remanent processes are involved and modify
space characteristics that creates base vector evolution depend-
ing on the currents. In a general consideration, these effects
always exist for any system. Linearities are approximations for
limited domain definition of the impedances. It corresponds to
limited definition of the manifolds.

4.12 Synthesis on multiphysic

In this discussion we consider the state variables as the positions
or the speeds.

We have seen that various possibilities exist to describe ther-
mal interactions as mechanical ones. I submit here a proposal
of synthesis that can be used anytime, and I give some justi-
fications on these choices. For electronics, it’s clear, we have
seen the choices from the beginning of this book. For thermal
this is not so evident. Temperature don’t seem to be vectorial.
But we can work using the gradient of temperature, #. This
gradient can be the basic space or natural one. Then the dual
space is naturally the power communicated to the circuits or
materials. The electrical power is naturally a scalar, so it seems
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perfectly coherent to use it as the dual space. For mechanics
the choice seems more evident: the speed is the natural space
and the force seen as a normalized work is the dual one. This
leads to the table:

natural | dual | metric | sources
electronics JF ey Cuk ey
thermal 0~ wg t8a wg
mechanics vF fo Yok fo

For mechanics, some examples of operators are the elasticity
of a spring: k, with f = kzx = f = k‘j;dtv or the losses per
friction: —Av. In thermal there is the thermal capacity m which
is the inertia:

w—m— =10

dt

and the thermal conductivity o given by: w = ¢06. Note that
often in thermal, the complementary choice is made, i.e. that
the gradient of temperature is considered as the dual and the
power as the flux. The advantage of the other choice is that the
inertia appears similar to the inertia in electronics. In mechan-
ics, the inertia is simply the mass of inertia mdv/dt, but we have
seen that other choices can be made also, using the elasticity as
inertia. Both choices are usable. Depending of each situation,
the engineer will be able to use one option or the other, to make
his equations as understandable as possible.

But the two choices are not completely equivalent. When we
take the force as flux, it leads to an invariant which is in relation
with the potential energy. Choosing the speed as flux, this leads
to an invariant in relation with the kinetic energy. I think that
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in fact this last choice is in general the best one, giving to the
equations the property of a lagrangian, because we can write it
under the form (7" is the kinetic energy, G the metric):

d oT oT
- - dt— =20
dt ov . Ov
We may write the system equations using the potential en-
ergy U:

v dU
2G dt
Under this form, we use the inverse of the metric while in
the previous writing, the metric is directly used. Using directly
the metric means that the solutions are in the natural space.
While by using the inverse of the metric means to solve the
equations in the dual space. Solving the problem in the natural
space appears here through the fact that operators of integra-
tion belongs to the equations. In the dual space, simple differ-
ential equations translate the problem. We may think that this
form is better, conducting to a simplest form of the equations.
Integro-differential equations are harder to solve. However the
integration allows to take into account all the past of the sys-
tem, while the derivatives take into account only the previous
state. If a system behavior is based on a far past, the dual space
expression can be degenerate, while the natural space keeps in
mind this story, eventually in limit condition, and will be more
pertinent.
Any problem should group the three kind of equations. In
any problem there are notions of mechanics, electronics and

—U=0
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thermal. How these three physics are coupled? The power in
thermal comes from the electronics. The induced thermal force
comes from the electrical current and we can define a coupling
operator: w/J. Between mechanics and electronics, the cou-
pling is assured by the cut off magnetic flux: e = vaB. The
friction creates heat and the power of heat is transmitted to
the thermal network. The three physics are coupled by these
mechanisms.



Chapter 5

Cords

Kron was used to use lumped elements to translate wave propa-
gation. For a line, the model of the telegraphists with a succes-
sion of RLC cells for example gives a good but heavy model for
a line. By incorporating Branin’s model in Kron’s formalism,
we open a new opportunity, a powerful opportunity to trans-
late guided waves. But it was possible to extend this process of
transport of an energy from one graph to another, each graphs
being connected. I have decided to call this process, a cord (af-
ter a first period where I called this, a chord). Mathematically
this kind of link between connected graphs can be seen as a
functor. Anyway I want here to explore the marvelous horizon
that was open using cords in Kron’s formalism®

Ithe most resulted article on this subject is probably ”Maurice, O.,
Reineix, A., Durand, P., & Dubois, F. (2014). Kron’s method and cell

217
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5.1 What is a cord?

Basic principle of a cord c is to link a component of a covector
d with a component of a vector f:

d=c(f) (5.1)

In case of a simple and linear factor, the cord becomes d = c.f.
One unusual function for a cord is for example a simple real
value R. This is the case with common mode impedance in
electromagnetic compatibility for example.

A cord can wear information. It is a medium for behavioral
modeling. A cord can be created between two branches or two
meshes.

5.2 Cord, symmetry and branins

Usually a cord exists for both directions between the two net-
works. It means that if (o1 exists for example, (12 should exist
also. We can consider for example two loops in interaction. We
know that the electromotive force (EM force) induced on one
loop (the second loop es), coming from the current of the other
loop (first loop ') is given by:

1 dit

R dt
complexes for magnetomotive and electromotive forces. arXiv preprint
arXiv:1412.0187.” The oldest article being perhaps ” Olivier Maurice. The-

oretical Application of the Tensorial Analysis of Network for EMC at the
System Level. 2007. hal-00166215”

ey = —¢hy = (5.2)
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with the reluctance R:

but the reluctance remains the same even if we take a look to
the opposite coupling:

. 1 di?

=—¢=——=— 5.3
e1 ®1 R dl (5.3)
The relation is perfectly symetric because R = Ri2 = Ro1.
The reluctance makes part of the coupled system. In fact the
reluctance is directly equal to a magnetic or mutual inductance

cord. The metric is given by:

L, -R
L= (5.4)
R Ly

The determinant of the metric is given by: A = L;L, — R2.
The currents are given by:

|: Jl :| B 1 L2 R |: el :| (5 5)
2 = — .
J pA R L es

The maximum for the current J? is obtained for R = k+/L;Lo.
If L1 = LQ and €1 = €9 We find:

| (5.6)
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If the metric is not symmetric, the same calculus leads to:

1
J - 1 (5.7)
J2 1+k
But k is the coupling coefficient. If this ccefficient is high, near 1,
it implies that the coupling is strong. If the coupling is strong,
the metric must be symmetric to take into account the back
impact of the coupled current on the source. If both loops are
excited equally, the currents are equal also and this regardless
the value of k. But if the coupling is not symmetric, the current
in the first loop tends to be half the current in the second loop,
which is not correct because under our assumptions, all the con-
ditions are equals. At the contrary, if the coupling coefficient is
low, near 0, both currents tends to e/Lp and the first relation is
respected. But the second relation becomes true, verifying for
the two currents that the value reached is e/Lp.
If there is a long time of propagation of the coupling inter-
action between the two meshes, the situation is different.

5.3 Branin’s model

Branin’s model for guided waves can be used for many process
of propagation in fact. Figure 5.1 represents a graph that shows
the principle of this model.

The model is made of two meshes. Between these two meshes,
a cord creates a coupling. This coupling function includes a time
delay 7. The source has a self impedance Z. which is equal to
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Figure 5.1: Branin’s model

the medium impedance. The transported energy can be repre-
sented by a little circuit including the EM force 2e and the self
impedance Z.. When we take a look to the voltage V; trans-
mitted to the medium we can write:

Vi =2e; — Zci' (5.8)

In this equation, e; = e and i' is the current of the first mesh.
This implies:
2e1 = (Vi + Z.i") (5.9)
As the voltage arrives at the second mesh with the delay 7 we
find finally:
2e1 = (Vi + Zi') e 7P (5.10)

Same reasoning applied to the second mesh leads to:

2ey = (Vo — Zci%) e 7P (5.11)
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and this with the convention for the current directions shown
on the figure. Equations 5.10 and 5.11 are Branin’s equations.
They can be applied each time a process of propagation is im-
plied in a physical problem. The function in factor that takes
in charge the transmission, exp(—7p) can be very different and
is in general a Green’s function. We note it now ~. So, Branin’s
equations becomes:

2e1 = 12 (Vo — Zei?)
(5.12)
23 = v21 (Vi + Zci')

The figure 2 shows a symbolic representation of the propa-
gation of energy emitted by the source 2e;.

The wave propagating can be seen as a branch. When the
wave reaches its target, the branch is connected to the load and
communicates its energy to it. If we look at the hamiltonian
before the wave packet is emitted, it is simply equal to:

H= [ ]f)l 122 ] (5.13)

Once the energy is received by the second mesh, the coupling
interaction can be measured and considered. H becomes equal
to:

i 0 } (5.14)

i= { Lv21 (Vi + Zei') Ry
If all the energy is not dissipated in the load, a part of this
energy is transmitted to the emitter. After one duration of
propagation, the hamiltonian is:
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Figure 5.2: Propagation of energy
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Ry =2 (Vo — Zei?)

i = £y21 (Vi + Zci') Ry

(5.15)

This hamiltonian is not symetric. Why?

If the medium is symmetric in its behavior, vi2 = ~91.
If the system is matched, i.e. if all the transmitted energy
is dissipated by the loads, in that case Ry = Ry = Z. and
(Vo — Z¢i?) = (Vi + Zi') = 0. No waves are returned back
to the emitter. But until the wave reaches the second mesh, it
cannot know the conditions of matching. So the interaction has
a given expression depending on the first mesh and the medium
of propagation. The backward energy depends on the target
mesh, not of the first one. It seems logical that the expressions
of the two interactions are not obliged to be equals.

Knowing £ and U the part of the hamiltonian that includes
the capacitance, we can compute the characteristic equation:

|L7'U —wI| =0 (5.16)

I being the identity matrix. If we consider that U is purely
diagonal, if £ is alqo purely diagonal, the eigenvalues are directly

given by:
w=VvVLIU

If the metric is symetric but not purely diagonal, we obtain the
eigenvalues from:

I, (d[£7'U], —w?) —Ikd [£7'U], =0 (5.17)
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d[] pointing out the diagonal components of the matrices and
d[] the extra-diagonal components of the matrices.

Now what happens if one of the matrices is not symmetric?
For example:

Ly 0
L=
[ -7 Lo }
and: )
= 0
o-[% 3]
0 =
We obtain:

w? 0

1
|,c—1U—w2‘1\=HL1017 w2”:0

0 _1
C1L1 Lo L2Co

The characteristic equation is:

1 2 1 2 _
<L101 “ ) (chz “ ) =0

A special problem appears when the matrices are not sym-
metric, more particularly the metric, or at least when the matri-
ces don’t have components on all extra-diagonal locations: the
eigenvalues don’t take into account these elements. But this
verdict is in fact completely logical. If the symmetry is lost on
the metric, this means that a weak coupling interaction is mod-
eled. If the coupling is low, there are no impacts of each mesh
to another. If this assumption is true, the eigenvalues are not
dependent on the coupling.

Symmetry means interdependencies and strong coupling paths.
When the interactions are far and delayed, the coupling never
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exist simultaneously. It means that the metric is never sym-
metric rigorously. So eigenvalues depend only of the diagonal
components.

One good criterion to detect reciprocal influences in cou-
pling process is to measure the deviations in frequencies on the
eigenvalues when the object are separated or coupled.

In electromagnetism, cords are first of all made of fields.
Using Coulomb’s gauge, the electric far field is simply pA, and
the magnetic field is a[yAZ]Q.

The sources are loads and currents. They can be synthe-
sized in the 4-vector I* = (qc,idz). This 4-vector can be easily
obtained from the voltage across the capacitors for ¢ and the
currents across branches for i. (gc,idz) comes from EM forces
e and these EM forces are created by the field. Under far field
assumption, we have:

e:—p/dh-A:—phUI“7v7é0 (5.18)
h

The first component of the 4-vector I° generates near field
interaction, but is not involved in the far field process. Many
quite complex things coming from Maxwell’s theory can be re-
trieved using an equivalent schematic. But in that exercise we
mustn’t forget the radiative part of the energy. The characteris-
tic impedance of a line becomes the radiative resistance for the
free field emission. And in fact, both can be seen as the real
energy radiated in one case in free field, and in the other case
in a guided waves process.

2We use here Penrose’s notation. The bracket means that we alternate
the variables with a minor sign: this gives 0y A, — 0. Ay.
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The power transported by the field is simply given by:

A-A
ds = —p*—— (5.19)
e
If we imagine an isotropic antenna, it radiates in all the space
on a surface of 47r? value at the distance r from the source.
The power flux of the field is given by:

4 2
s:/dS-ns:p2 il
s ke

A-A (5.20)

7 is Poynting’s vector. But this flux must be equal to the power
transmitted to the antenna for the radiation: R,(I')?, I' being
the current in the radiation resistance R,.
From this relation we obtain the intensity of the electric field
at a distance 7:
peR,

1

The EM force es induced in a far circuit is obtained from:
h R, . Lo
€3 = —phg- A = -2,/ HCa 1e=kr g 0 [dp, @]) (5.22)
T 47
From this relation we can define the propagator:

e—km

== (5.23)

and a coupling ceefficient C:

C = —hpSin (0 [@n, ,)) (5.24)
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the @, being the unitary vectors aligned on the light line and
aligned on the direction of reception of the receiving antenna
(be careful, k is a complex quantity).

At the emission, the circuit concerned by this first computa-
tion comes from a topology given by a L — R, circuit. The part
of active power devoted to the radiation is made equivalent to a
Joule effect of losses R, (I')2. I' is also the mesh current. The
source circuit is shown on the left, figure 5.3 with i® = I'.

i
I

"!'ﬂ ) H|

Figure 5.3: Source circuits

The radiation resistance R, is located in series with the gen-
erator of self impedance Ry. The field is created by the current
coming from this generator, inside some conductive part. As
the circulation of the currents can take many different forms,
the radiation diagram which results from these circulations are
also very varied. A function describes the volume of the space
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where the antenna radiates. It increases the field intensity and
if G is this function, we obtain finally:

eg = —CGGI* (5.25)

_ [#eRa
G = p

The function G includes the polarization of the light and its
description of repartition around the light line r.

But the field can also comes from a dipole, i.e. a couple
of loads, one positive and one negative, oscillating around a
middle point. This loads are represented by the plates of a ca-
pacitor across which the voltage V is developed. Taking into
account both fields coming from ¢ and V; gives the expression
of the radiation in a Branin’s form. Note that often when using
Branin’s model, one of the problem to solve is to determine the
expressions of the voltages V,,. Once these voltages are known,
impedance operators of coupling appear and the theoretical ex-
pression of the problem is also known.

We have Vi = Ag/C. If we look only at the far field created
by this dipole, we find in any book on antennas?:

with

e kr

Ep = pSin(0) PR "

I’ (5.26)

h is the height of the dipole, § the height angle. Once more we

3For example, see ” Antennas”; John D.Kraus and Ronadl J.Marhefka,
Mc Graw Hill edition 2002, NY
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can define the functions v, G and (g:

y=e
G = /2Sin (0)

_ h
Ce - p4moc2

With the same coupling function, we finally obtain for our
antenna:

es = — (pCG [CI? + G I']) (5.27)

which is a Branin’s model here for antennas in far field. The
radiation resistances are defined by the integral of the power flux
of the field all over the radiation surface. At the equator, we
integrate the elementary surface rdfda on 27, 6 being the height
and « the azimut. Up to the equator, the perimeter decreases
as the radius becomes rSin (6). The integral is so given by:

/ d9 / " darSin (0 A (9 @) (5.28)

Having P, R, is defined by:

P
Ry =2— (5.29)
i
Iy is the power supply current of the antenna.
When we take a look to the source circuit figure 5.3, we can
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write the impedance operator:

Ro+ R, + Lp Ry
(= (5.30)
Ry Ro+ R, + &

We suppose here that the geometrical dimensions of the antenna
are many much smaller than the wavelength. R, and R/ are
the radiation resistances associated with each kind of field (field
coming from the parts I° and I* of the 4-vector current). The
total power involved is:

w = Capi®i®

w = (Ro + Ry + Lp)itil + 2Rgiti? + (RO + R, + Cip) %42
(5.31)
In this power we recognize the power dissipated by the genera-
tor in its real impedance Ry (i' + i2)2; the power stored in the
inductances and capacitors Lp(i')2+(Cp)~*(i%)? and the power
radiates w in the environment R, (i')? + R/ (i%)2.

5.4 Quantum field

If the field intensity decreases, we known that it cannot go be-
low hv. Maxwell’s equations are completely equivalent to Tele-
graph’s equations with V = E.x and i = H.y for a wave prop-
agating in the z direction with height x and width y. It means
that a simple lumped element line should be able to represent
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the propagation of a photon. This line is a succession of LC
cells. Figure 5.4 represents this mechanism. Note that the cou-
pling phenomenon when we take the equivalent topology to the
classical line topology, with coupled but independent cells goes
only in one direction. This is very important. It tells in what
direction the photon propagates.

Figure 5.4: Quantum field propagation

If you compute the eigenvalues, it is possible because as the
propagation goes only one direction, the determinant of the met-
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ric is not zero, we have:

L 0
Ep[_L L} (5.32)
and
1r 1 1
plL~¢C c
Making

£V H —w?| =0

we find naturally w = +1/ VLC. The stored kinetic energy is
A/(2¢)L(i)? which must be equal to hv. We deduce from these
relations:

2hcv

AL

as L = pc/c = p per meter or uA/2 for one photon, we can
compute the value of current that must be created at the origin,
knowing that there are no losses in the propagation. If A =
100 nm, the current is around 3.1071* (it means that with 3 pA
we have only 100 photons). That’s not so smalll If the value is
not itself a good reason to think that the world is a quantum
world, what can be the criterion?

The criterion is the way the field is distributed in the space.
The field coming from the Joule’s effect respects entropy and it
has no specific organization, being lost in the space. While un-
der other conditions, the field can be distributed within modes,
respecting the laws that governs the stationary waves. When
the field is stationary, the field is a quantum field. Under this

i:
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assumption, how the free field emitted by anything can be a
quantum field? How a photon can exist? Once a field of very
short wavelength is inside the matter, it can found many bor-
ders in order to create modes, to exist through modes and to
be recognize as a photon. If a field of 100 nm wavelength is in
a box, the time for a round trip is 7, 3 1076 s. It is impossi-
ble to measure! But from the time we introduce probes to try
to measure the field, we disturb the environment with metallic
structures and we create modes. And if two antennas are sep-
arated with y meters, they constitue metallic limit conditions
for the field and whatever the distance, a modal field will be
created between the two antennas, on the direct line that joins
them. Does it mean that the photon exists only when we look
at the field? Or when it has the time to establish a stationary
wave?

The photon can propagates at the infinite without losses if
the equivalent line is lossless. The characteristic impedance of
the line is the one of the empty space: pgc. But this impedance
appears because the line is infinite. Between two limits that
are matched, the field is distributed in cos (2nE/ht). It is not
a stationary wave, but simply the distribution of the field due
to its time function. But if the photon exists only when we
observe it, how can we explain the constant value of the field
at the floor of hv? The quantification is spatial. The energy
tries to use the maximum of space that is reachable to it. We
can accept the assumption that at very low levels of energy, a
minimum, must be reached to excite the empty space which is
hv. It was Planck’s demonstration, nothing more but nothing
less. As the line is a lossless one, this floor energy can go ahead
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continuously until some observations creates stationary waves.
The presence of a single metallic part is sufficient to organize
the field in such a mode.

The field is distributed in the space following modes. We
will see that in some cases, it is possible to see these modes.
But at radio-frequencies, there is a lack of coherence to visual-
ize the modes. Anyway, there are somewhere no problems! In
any case the unique problem is to compute the field, and after,
if modes appear, it is possible to imagine photons under the
quantification of the field that the modes represent.

The probability that the photon uses one way rather than
another respects Feynman’s rules and the concept of way in
the Feynman’s meaning. The field is the fundamental form of
energy transmission and the photon explains the minimum step
of energy that can be exchange between the matter and the
space. And we must never forget that this minimum is very
low, somewhere often immeasurable (h = 6,61073* [.J][s]).

5.5 Waveguides

We consider a waveguide of width Y, height X and length Z.
The general approach to determine the dispersion is to make
the assumption that the field propagates for example under the
mode

E. (y,z) = Ep;Sin (mr%) e Ikz
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In the volume of the waveguide, the field must respect Helmholtz’s
equation:

PE, 0E, 0°E, [w\2
52+ 5t o2 +(—) E, =0 (5.34)

c
by replacement we obtain the dispersion:

() (2) B

O IR

This dispersion k for the mode n, k,, is associated with the
modes T'E,, = TFEy,.

Regardless of the geometry, the approach to determine the
dispersion can always be the same. To represent a waveguide
with Branin’s model, we need a dispersion (that’s done!) and a
characteristic impedance 7.. The characteristic impedance in a
line is obtained computing the ratio V/i. We can try to compute
it using the same formula:

SO:

V:—/Eggdxz—XE,;

1= /dyBy
y

This last relation needs to know the magnetic field. Maxwell’s
equation says us that:

and

9E, B,
5, = Pr (5.36)
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if we look to the B, component of the magnetic field. We have
S0:
c . . Y —jkz
By =~ (~jk) EozSin (nm %) e
Y Mp(])oggmnﬂ'ye
We can know the wave impedance 79, knowing that B = uH:

Mo = K ’gz = Mk% (5.37)
Now we can compute i,
i, =H)Y
and V,:
Ve, =FE; X
and
Ne = % = ué% (5.38)

This impedance can be considered as the characteristic impedance
of the waveguide, and gives us the material to model the waveg-
uide similarly to a line. Now if we consider the B, component
of the magnetic field. It concerns the field propagation in the y
direction of the waveguide. We obtain first:

pY
nmc?

B, = Ey,Cos <n7r%> e Ikz

and in this case:
pY?

i=—2_p,
n2m2c2
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which gives:
Xn2n2c?

e (5.39)

Ne
For the first mode where 2Y = )\, the characteristic impedance
becomes
Xme
Tle = Y

This value is not infinite but is very high, comparable to an
open-circuit. The problem of our method is that it computes
the characteristic impedance on one point at the input of the
waveguide. Let’s try another method to compute this value,
very important for us: considering the transmitted power to the
waveguide, the same reasoning we made for antennas with the
radiation resistance.
In this new approach we consider the characteristic impedance

Z. as an impedance to verify that |Zcz%| is equal to the power
transmitted by the waveguide. This power is:

2 2
|Z.i3| = ds (£ 4 22 (5.40)
’ s \7 1

The power transmitted by the waveguide is the same under
the two fields. We can compute the power transmitted by the
electric field:

/dy/deQ ZQXngefzip/dy <1—C'os(2nﬂ-y/Y)>
Y T v 2
(5.41)
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using the fact that: V = E.X we obtain:

X

ZC:'I??

(5.42)

with 7 = nopw(ky,)~!. We obtain the same result as previously.

With both equations 5.35 and 5.42, we can modeled the
waveguide like a line with a Branin’s model. If we connect a
generator e of self impedance 1, # nXY ~! = z; at the input
of the waveguide, the voltage V; is equal to e; — n,i'. As Vs
is equal to Ry i, Ry, being the load connected at the output of
the waveguide, we obtain by replacement:

G = (20 —mg) e G2 = (Rp — 29) e /¥ (5.43)

but what is also important is that a delayed generator is also
reported on the output of the waveguide: e;e~7¥#. This genera-
tor is the only source of signal on the output if the waveguide is
matched on all its inputs. Effectively, in that case the coupling
impedance (29 —ng) and (Rp — 2o) are equal to zero because
Rp = 7z and 1y = 2.

5.6 Chain matrices

When the frequency increases, the diagram of emissions can be
reduced. If we consider an antenna like a collection of elemen-
tary dipoles of source is, separated by a distance 6, each of
them radiates and at a point M of the space, we can compute
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the intensity ips:

. . 1 p2r2 p2 9 919 1
=i, [ dO — | =+ = 6 -
iy = i /9 emp( 5 < 2 ch r

R = v/r?2 4+ n2%02%. Noting p = jwg and wpdf = dy, we obtain

(F=r/c):
effp e*anOF
i =i, / a9
wo Jo

But this is the inverse Fourier’s transformation of the function
R~!. The higher the harmonic €y, the thiner the pencil of
radiation.

We have seen that the field inside waveguide propagates
through modes. Is it possible to understand now the modes
of a free field? We take a look to lasers. Lasers emit light at
very high frequencies and it will be perhaps easier to understand
how light behaves with them.

To model the way followed by the light, we use matrices
called ”ABCD” matrices. They make a link between the dis-
tances d to the optical axe and angles # with the axe at the
input and output of an optical structure. We may write:

HEEN (5.44)

A succession of different ways is modeled by the product of the
chain matrices.
Once the chain matrix is known, we can transform it in an
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impedance matrix using:

A det(ABCD)
7= (5.45)
¢l D

with det(ABCD) = AD — BC. The impedance operator make
the link between the covector dj and the vector 9. Chain ma-
trices can be a good solution to obtain the expression of the
Green’s function. Anyway, the field A must respect the wave

equation:
2

VZA+ 2 A=0 (5.46)
C
A solution ot this equation should be:
A= (z,y,2)e M (5.47)
Replacing 5.47 in 5.46 gives:
8271[) 821/) w2
st —kY+ S =0 5.48
0x? + Oy v+ c2 v (5.48)

neglecting the derivatives of 1 depending on z, under the as-
sumption that 1 varies slowly with z. The function:

. q)‘ 2 . A 2) Jj(wt—kz)
=ex —x 4+ ] —= e 5.49
v (J 2’ TIaRY (5:49)

leads to the dispersion:

m () () e
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The dispersion says that the light can propagate using various
modes of characteristics ¢, n. With this expression we have put
in evidence modes and a spatial quantification of the field. This
modes and their patterns can be seen with a laser on a target
where impacts appear in each direction and with a number given
by the mode degree.

For a given mode of propagation, we can study how the chain
matrix can work. We give here a simple example to illustrate
how the use of the chain matrices can help to construct the
impedance operator.

Knowing a source circuit, we can compute the field emitted
by this circuit. Coming from the voltage developed at the input
of the radiating channel, we can obtain the electric field:

h-E=1 (5.51)

The same identity can be made between the current and the
magnetic field:
1
i
B=py— 5.52
oy — (5.52)
A matrix S can be created to link the primary variables (V1,i')

with the field (E, B):
h! 0
S = (5.53)
0 po(2mr)~!

Once created, the field can propagate thanks to a Green’s oper-
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ator G: )
e P 0

G = (5.54)

0 e~ P

and finally the field is transformed through S’ in another loca-
tion in potential and current:

- —Ap
S = (5.55)
pEOA, iAQVX
A A As,r b B ... are geometrical parameters.
The whole set of operations made is:
[%}:Sﬁs[m] (5.56)
12 11

The global chain matrix is obtained making:

—h'e=ePh~l  —Ape=ePug(27mr) !
T=5GS = (5.57)
pegA’e”ePh™l e EP(2mr) LAV x

The impedance operator is deduced from this chain matrix
using definition 5.45:

_hle—tpp—1
1 h'e=<Ph A

peoA'e™<Ph 1 e~ eP(2mr) L ApV X
(5.58)
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and

e~2¢cp

A = (Appopeo A’ — h'h™le P A,V X)

2rr

The same technique can be used to model lines, waveguide, etc.*

5.7 Cords with domains

Interactions themselves can change depending on parameters.
So, various kind of interactions of cords can exist between two
meshes, each cord being activated once in function of the param-
eters values. A logical gate for example can be modeled using
this technique. A source e creates a current in a first mesh. If
the impedance of the mesh is one ohm, the current is equal to
the voltage. If the voltage exceeds a defined threshold, a cord is
activated and creates a source on a second gate which transmits

v
the information. The cord is the operator D;. If the current

v
it exceeds the threshold, the cord is activated and D; = 1. A
generator of 1 volt feeds the second mesh of one ohm also and
the output is equal to 1. It’s an identity gate. If we define the
v

cord —D1, and if we give to the second mesh a source of 1 volt,
the activation of the cord will create a generator in opposition
with the source of the second mesh, and this time the output is
zero. In that case, the system works like a NOT gate.

4Pr Alain Reineix has conducted advanced works on the use of chain
matrices for the modelling of cavities. It has given each time very efficient
results.
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5.8 Breaking cords

If we consider a Branin’s structure of source impedance R, load
Ry, and characteristics (2., 7). This branin links two connex
circuits without any branches between them. We want to study
the first circuit without taking care of the second circuit. Seen
from the input of the line we can write:

=V (1 + 06_2”’)
(5.59)
J' = J; (1 - 06_2”9)

This allows to say that seen from the first circuit, the pres-
ence of the line loaded by Ry, is equivalent to the impedance:

i 14 ge=27P

with V;/J; = z. and
o= RL — Zc
o R + z.

When the conditions are gathered to compute an equivalent
backward impedance, this technique allows to cut the cord and
forget all the part of the original circuit connected through the
line. It shows also that the two meshes linked by a cord can be
synthesized in an unique mesh. At low frequencies this possibil-
ity is fundamental. It translates the fact that Green’s function
faints when the frequencies decrease. If we take a short-circuited
line (Rz, = 0): at low frequencies it’s a simple inductance. This
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is simply and well described by the backward impedance expres-
sion. Taking R; — 0 we obtain:

Ry, + jzctg (27p) .
ZR = Ze - = jz.tg (2T
R o T jRutg (arp) g9 (27p)

which has the dimension of an inductance.

5.9 Cord & game theory

Cyber Physical Systems involve machines, numerical networks
and humans. Humans act depending on three datas:

1. their past experience (and the past can go very far in the
past!);

2. the current state of their environment;
3. their hope in a future the more or less far.

That’s all how works a gamer playing football: it uses his train-
ing and the previous trajectory of the ball, detect the envi-
ronment (where are the other gamers, etc.), and play the ball
depending on what he wants to do with this ball in a near fu-
ture. This interaction is a cord. A particular cord but anyway,
a cord. How may we define this cord in a simplest way (every-
one will be able to treat of more complex cases starting from
this basic case)? We consider an output J! of a machine (this
machine can embed intelligence or not). A user can drive a com-
mand ey depending on his choice, this choice being driven by
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J' (for example, it can be any current J™ as any force €(m))-
These commands make a covector c,. For each couple of values
(J L cy) the user wins a defined gain w with a bayesian probabil-
ity P, (c,| J*, w{). A first matrix (payoff matrix) w{ says how
many wins the player for each of his choices and for the output
J'. The hope of earnings hi; of the player is an operator applied
to J and defined by:

hiy - I = wiPy (cy| J', w¥) £ (JY) (5.61)

The command e5 is determined knowing h1; by a transfer func-
tion @ with:
es = Qihy - J* (5.62)

The whole process behaves like an impedance operator (51 a
little special perhaps, but involved in the whole chain of defini-
tion of a system, enclosing the human factor in its working.

Note that the probability for the player to choice ¢; or ¢y or
etc., depends on his psychological profile. If we want to com-
pute some behavior without any psychological interpretation,
we can do it using the ”rational player”: the player who make
his choices in order to win the maximum. But for a human
or an animal, to win a maximum can have various sides. For
them, death can be the best choice if it allows them to save
their Childs. But from a pure payoff matrix, this choice can be
the worst case. Sometimes it’s possible to consider the rational
cases as the more pertinents. Sometimes not. Each situation
must be considered separately. This complexity is logical and
in relation with the complexity of the animal behaviors. Any-
way, the advantages of computers is to be able to make as many
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assumptions as necessary to explore all the possibilities and get
out the risks when some of these assumptions may provoke risks.

Let’s take an illustration.

We imagine an electronic which measure the height to the
ground from a plane. It’s an antenna sending a pulse in the
direction of the ground. After some time, this pulse is reflected
and sent back to the antenna. The time duration between the
two pulses is an image of the distance to the ground. A pilot
can read this information and drive the altitude of the plane. To
do that, he activates a command with two buttons, one to get
higher and one to get lower. Each button commands a motor
which lifts up or down the plane acting on the wings.

The antenna is a simple radiation resistance with the gener-
ator matched. The reflected pulse is a generator applied on the
radiation resistance. If V is the level of potential transmitted
to the antenna, Ey = V/h, is the initial electric field radiates to
the ground, h, being the effective height of the antenna. The
reflected field has for equation E, = Ege 2H/Pe=20H where H
is the height to the ground, c the speed of the light and « the
losses in propagation. The mesh that represents the antenna
can be powered by two generators h,Fy or h,F,. In parallel
a circuit is powered by -1 volt when the field is emitted and 1
volt when a field is received between two incident pulses send-
ing. This 1 volt of power on 1 ohm generates a current J? of 1
ampere which is the reference readed by the pilot (we suppose it
activates a time counter in relation with the height). The other
circuit is a simple mesh where the load is the resistance of the
motor activating some part of the wings. One button gives 100
volts to the motor and the other button gives -100 volts to the
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motor. The figure 5.5 illustrates the system. It shows that one
cord goes through a human to activate a force (Vup or Vdown)
from the information associates with a current (J2).

D)
/,./' \ Plane lift
"\ up or
LY @ I down
L)

Figure 5.5: System with a pilot

Rradiation

The plane being to an altitude Hy we make the assumption
that if the plane goes up, it will consume more petrol and if it
goes down, it increases the risk to touch some obstacle but con-
sumes less than if it goes up. In the first case, its gain is —10 and
in the second case —35 (we don’t care the exact signification of
these gains!). The changes in the force translating the incident
of backward field on the antenna is taken in charge by a gamma
matrix (see the paragraph ”sources and gamma matrices” for
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that), v that can take two forms depending on time:

v(te[O,T]):[(l) 8] 7(t>T):[8 H (5.63)

the source covector being for this circuit:
e=[Vo Vo]
The payoff matrix is defined by®:

action J?
Vdown | J? = —-1,wd = -35
Vup J2=1,w¥=-10

The pilot wants to go down in order to consume less if there
are no indications of near ground (v doesn’t change before T'),
or going up if a reflexion is detected soon (7 changes before T').
Depending on the psychological profile of the pilot, the proba-
bility that he decides to go up or down is different. We make the
assumption that the pilot is a prudent person, but he suffers of
the pressure of his company to consume less. This situation is
complicated to evaluate. Now imagine that the altimeter is dis-
turbed. A parasitic emission modifies the state of the electronic
and a parasitic operator 7 defined by:

F = { Bl (1) ] (5.64)

5T have simplified the payoff matrix here, just to illustrate the mechanism
without going too much in the details
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is added to . We see here that the problem becomes differ-
ent. The pilot don’t see any obstacle. If he trusts the electronic,
he goes up, if he trust his vision he goes down. We suppose that
he trusts in general the electronic, this defining his psychological
profile as .

We make the assumption that (Vi — Vi, Viown — Va):

P(V,| J?2=1,t) =99%

P(Val J? = —1,1) = 1%

in that case we define = hgg.J? = (—10.0,99 + —35.0,01) ’J2| =
—10,25 |J2|. The function Q3 can be for example

) haoJ? haaJ?
Q3 = (—1) | Dj=10,-30)Bu + D)—30,—40)5a | Ot,7 (5.65)

B and By are ceefficients that leads to V,, and V. The operator
dt,+ is here to translate the time that the pilot takes to make his
decision, depending on his profile ¢t and acting on the time as a
delay 7.

If we define the coupling between the meshes 1 and 2 with
es = V4 and:

J? J?
(21 = DcoG + Do (—G') (5.66)
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the impedance operator of our system becomes:
2R, qy 0 0
¢=1| G 1 0 (5.67)
0 Q3hazle| 2R,
(the bullet shows that the operator is applied to the current,

the current taking place where the bullet is located).
R, is the load for the motors. The sources are:

(v(t) +3(t) e
w = 0 (5.68)
0

and the system is modeled as usual by the generic equation

Wy = Cud” (5.69)

With cords defined on game theory, this allows engineers to
enclose human factor in the system modeling.



Chapter 6

Christoffel’s symbols

6.1 Introduction

Despite all the problems that can be elegantly solved using
Kron’s formalism, some engineers still do not want to recog-
nize the qualities of this formalism. But there is one domain
where, whatever they say, it is impossible to cover it using other
techniques: the domain of relativity. Electrical machines is one
special application of this capacity, incorporating the acceler-
ated movement between the stator and the rotor. Electrical
machine is one of the most interesting domain to abord using
Kron’s formalism. That’s why we begin by this thematic before
to look at other problems involving Christoffel’s symbols.

253
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6.2 Basic principle of electrical machines

Electrical machines work using the magnetic force. When we
look at second Maxwell’s equation:

7l I -
LT dac- B = 6.1
57{0 1j (6.1)

If the magnetic field is integrated over a length /. and ] = F/S1
this gives:

l, lo
le.B=uSj=<B=F= ¢g=F (6.2)
% WS

F is called the magnetomotrice force (MM force) and is equal
to the product of the current and the number of turns of wire
browsed by this current. ¢p is the magnetic flux. Making the
similarity with Ohm’s law we define the reluctance:
R= Le F=R 6.3
= IU,S = = Rop ( . )
The magnetic force comes from the electric one. The mag-
netic force is a relativistic transformation of the electric force.
But the relation is reversible and we may consider that the mag-
netic force is the primitive one and the electric force derives from
the magnetic force. But this second assumption makes some
problems, principally about the electrostatic force that cannot
be obtained coming form the magneto-static force. Anyway, it
is very interesting to accept the idea of magnetic load. This load
has only one particular property: it cannot exist alone, and any
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positive magnetic load must be paired with a negative magnetic
load.
A magnetic load b applies a magnetic force following;:
fz=—bB (6.4)

The magnetic field emitted at a distance r by a load b’ is
given by Biot & Savart’s law:

B= :ﬂ v, (6.5)

giving:
fp = ———bbii 6.6
Is T (6:6)

the minus sign indicates that opposite magnetic loads attract
them each other and loads of same sign repel each other. We
can take two very long magnets to make the experience, in order
to isolate one load from the other on each magnet. Figure 6.1
illustrates this experience.

The magnetic field is defined in tesla ([T]). The magnetic
load or "mass” in ampere meter ([A][m]).

If we apply a magnetic field on a bar of magnet, it creates
a magnetic torque as shown figure 6.2. The force applied by
a magnetic field created for example by a MM force F' coming
from a solenoid on the magnetic mass at the extremities of the
magnet of length 2! (we also call the magnetic mass "pole”, with
the north pole equivalent to the positive mass and the south pole
equivalent to the negative mass), appears through the magnetic
torque C' of value:

C =mlBsin (0) = fplsin () (6.7)
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e/,
Qotao
Ce

Figure 6.1: Magnetic force
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Figure 6.2: Magnetic torque

Now we begin to be able to imagine how to construct an
electrical machine. But it involves a solenoid. First task consists
so to be able to construct and control a solenoid. And the task
is not so easy that it may appear. It becomes really difficult if
we want also to model this solenoid in high frequencies for the
electromagnetic compatibility for example.

A solenoid behaves like a magnet. It has two poles. To cre-
ate a performant magnetic flux inside the machines, it is nec-
essary to have a good overcome of the solenoid making. The
solenoids inside the electrical machines use steel support in or-
der to increase the magnetic permeability p. A first consequence
to transmit the magnetic force from an emitter to a receiver, is
that a strong permeability allows to control the propagation of
the flux. It creates a low reluctance, indicating by there that
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the flux will use in first the way going through the steel rather
than going through the air.

First work is to compute the value of the inductance of a
single loop. Figure 6.3 shows a loop located around a piece of
steel.

Conductor u,

Airgap a

current

Figure 6.3: Loop for machine

If no material is inside the loop, we can compute the mag-
netic field coming from both sides of a line passing through the
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center of the loop. We have:
poirdd | 1 1
dB(y) = -+ — 6.8
) Am {yQ - (D —y)? (©68)

with D = 2r — 2z. If we trace this function, we see that it is
near to be constant except very near to the borders of the loop.
This typical value is given by the integral:

2 - .
Hot Mot
B = do =— .

/0 "amrz T or (6:9)

This gives us the MM force. Now we imagine a second loop. It
can be located up to the first one, with a diameter near to be
the same of the firs loop. Or it can be located around the first
loop. Let’s study the first assumption.

The reluctance from one loop to the other is made of two
reluctances in parallel. A reluctance concerns the tube of mate-
rial (steel) and the other concerns the gap of air. The EM force
induced in the second loop which defines the mutual inductance,
is given by:

. r—a)? 2rra\ - r—a)? 21ra
¢p = — M( ) + 1o F=M-= M( ) + 1o
lo lo lo le

(6.10)
lo is the height between the two loops, from center to center.
But a particular effect changes a little these expressions: the
skin effect. On the separate loop, from equation 6.9, we can
obtain the inductance in free space:

_ HoTT
2

L
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But at low frequencies, a part of the magnetic flux uses the
metallic medium of the loop. Its surface is 27rd, J being the
skin depth:

1

VTUpo

v is the frequency and o the conductivity. The inductance can
be estimated, in presence of the magnetic material (steel) by:

(5:

(6.11)

Lo a 2r
e =
o [u r—z—a)z+2(r—=z 5)at m/,ua}
(6.12)

The frequency increasing, the material blocks the penetration
of the magnetic field by the same phenomenon which is the skin
effect. It means that the reluctance, and as a consequence the
mutual inductance change in frequency. The mutual becomes:

M = % {27#@ + {(r —a)?+ WH (6.13)

Note that the relative permeability is a function of the form
e [ (1 — )]

We can study a first and well winding solenoid, made of
three loops. This first simple example will help us to complete
the model of the solenoid with the parasitic capacitors. The
distance minimum between two loops or between a loop and the
kernel of steel is the depth of the isolating. To the inductance
and mutual inductance, we must add the capacitor between two
successive loops. The capacitor between one loop and the kernel
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of steel is: )
4
Cii = €0 Tr (6.14)
2
in <2; () - 1)
and the capacitor between two loops is:
2 2
Cy = T (6.15)

eozn <g /() 1)

D is the distance between two loops, d the diameter of the wire,
h the distance between one loop and the kernel of steel. For
three loops, the graph is given figure 6.4. Each wire making a
loop having its own resistance:

n_ 1 27r 1 27r

Jropo (6.16)

This graph should conduct to the expression of the impedance
of a solenoid made of three loops.

It remains to connect the three loops between them. We can
represent the loops on a plane to show clearly their connections.
Figure 6.5 shows this presentation.

The capacitor g exists between the open extremities of one
loop. The structure is quite complex and needs to establish the
connections between the branches and the meshes to define the
mesh properties. We hope to find some periodicity that could be
reuse for a higher number of loops. We define six meshes from 6
to E. The first mesh 8 groups the three loops and the circuit of
the generator. Noting M, 5,12 the mutual inductance between

onmx?  o2nx
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C

A

/2

1k

il

L

Figure 6.4: Three loops coupled
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generator

Figure 6.5: Three loops coupled and connected
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two loops that are nearby and M, ,, the mutual inductance
between two loops that are not nearby and C' = 2C); 4+ Cj we
find the operator ¢ given by:

Ro + 3R + 3Lp R R R R R
R Lp+ R+ o5 L ~Macp 0 —~Magp
R L CLPJrR L& 0 0
¢= R —~Mpcp g R+ Lp+ ﬁ % —~Mcgpp
R 0 0 & CLD+R &
R —Magp 0 —Mcgp L& Lp+ R+ 2

(6.17)

We look at the input impedance of the solenoid. It is given
by:
uy — R()Jl

1

ZE —

Seeing the structure of the lagrangian (, we see that if R
tends to zero, the input impedance is zg = R + 3Lp. In gen-
eral J! = y'®u,. Note that the impedance we look for here, is
the impedance of the differential mode. The figure 6.6 shows
the impedance module computed for typical geometrical val-
ues. We see that the added element like the capacitors doesn’t
change, in this frequency band, the global inductive behavior of
the solenoid.

From the electromagnetic compatibility point of view, the
problem comes from the common mode impedance. The topol-
ogy of this impedance is not similar to the differential mode
impedance. This comes from the fact that the capacitors to the
steel kernel are in series in the differential mode and in parallel
in the common mode.
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10° 10* 10° 10° 107 10°

Figure 6.6: Differential mode impedance

The figure 6.7 shows the topology considered in common
mode measurement. Note that we have change a little the orga-
nization of the capacitors. But this should be of second order.
First remarkable fact is that in common mode, the capacitors
between the loops and the structure are of first influence.

If we consider the added mesh for the measurement as the
first one, we obtain the following impedance operator for this
circuit:
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Figure 6.7: Circuit for common mode measurement
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(81°9)

a7 + sy +u + 00 < aapy — LD 0 afp— ¥ 0
£ a+ 2o £ 0 0 0 0

aapy — 440 _ < AT + sy 4 + 2 0 aapy — LD u 0
0 0 Z u+ 4o £ 0 0
afp— 0 anpy — 20 5 ag 4 sy +u + L0 u 4o _

u 0 u 0 &&%U d1e +ye + Oy iy 0 )
0 0 0 0 - 0 = +d°71 +°y
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Figure 6.8 shows the impedance measurement in common
mode.

Figure 6.8: Input impedance for common mode measurement

The local increase of impedance around 200 kHz comes from
the impedance of the kernel of steel and its complex and real
properties. Its conductivity, even low and its permeability - a
high one - conducts to this kind of behavior. In this computa-
tion, the impedance of the kernel is given by:

1 e 1 l¢o
Rs e — S V/ r
o 0.5mr?2 + oK 2mr oy (V)oK
Using the same method we can model solenoid with higher
number of turns. For example the figure 6.9 shows a solenoid
made of two layers where three new loops are added and located
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on top of the three previous ones. We understand that depend-
ing on how the layers are made, various capacitors and mutual
inductances are distributed all over the whole solenoid.

==

Figure 6.9: Solenoid with two layers

More complex fitting out can be imagined. They can call for
statistic approaches if the location of the wires are not deter-
mined in an accurately defined way.

Once we know how to make the coils, we have to imagine
the mechanical process that will use the magnetic force in order
to create movement. First, let’s come back on this force and its
mechanism.
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Intrinsically, the magnetic force comes from the current. It
doesn’t exist magnetic loads (masses) and the magnetic force
coming from magnet is generated by the electrons and their
spins.

The magnetic force is given by:

Fg=qix B (6.19)
as qu = zi by replacement we obtain:
Fg=xix B (6.20)

Note that I have chosen here to take the current as the vector. It
can be obtained through i= 1y, U, being the normalized vector
in the direction of x that carries the current. As the magnetic
mass cannot exist without appearing as a pair, this leads to the
fundamental result that the divergence of the magnetic field is
Z€ro.

The magnetic force can be well understood looking at the
figure 6.10. A loop of current i is equivalent with a magnet with
its two poles north and south. But if this current is immersed
in a magnetic field, two forces are applied on the wire associ-
ated with the two components of the field, following the two
directions = and y.

The forces on x are in opposition from one side of the loop
to the other and lead to a zero force in this direction. But the
force on y applies a torque. If only By exists, there are no forces
applied on the loop but an electromotive force is induced inside
the loop. If there is only the magnetic field in the direction
z, the torque is applied and the loop tends to turn around its
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Figure 6.10: Forces on a loop
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central axis. Once this process is understanding, we can discern
two kinds of coupling: a first coupling of mutual inductance M
between loops associated with the y component and a second
coupling of cut off flux G associated with the  component of
the field. To these inductances is added the self inductance of
each coil L. The figure 6.11 represents all these couplings which
define the whole metric of the system.

Figure 6.11: Various metrics in the coupled loops

How acts the cut off flux? The force is linked with quB. It
means that its work is given by quBIl. But this work is also ge
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where e is an EM force. Finally the EM force is vIB. As B is
a function of ¢, the cut off flux coupling mechanism creates an
EM force in relation with the equation G4, €2 being the angular
speed of the rotor of the machine. By another side we have seen
that the cut off flux was responsible for the torque applied on
the rotor. The mechanical equation of the machine is given by:

= K%?+pﬂ+au (6.21)

K being the inertia of the machine, p the dissipation due to the
friction of the axis of the rotor and ¢ and 7’ the currents in stator
and rotor coils. With the assumption that the machine works
in constant regime and that there are no frictions, the torque
can be simply estimated by:

=G

In general, we have:
[ = Gopi%"° (6.22)

This comes from the fact that the torque is a power, that
must be equal to the electrical power delivered to the coil, ei.

A generalization of the previous relations appears for any
number of coils:

€q = Ta@iﬂ +£aﬂ dt +G BQZﬂ
(6.23)
=K% 4 pQ +i%Gypi®

but these relations are defined for a static rotor. If the rotor
moves, the situation is different.
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We consider the machine made of four coils represented fig-
ure 6.12.

11,31

Figure 6.12: Mobile axis for the rotor

The relations written between the coils in a static location
can be transformed to take into account the changing position
of the coils when the rotor turns. To do that we write the
relations between the currents in the imagined static coils and
the currents in the mobile coils. As we can understand it seeing
the figure 6.12, the relations are:

-1 — Jl
2 = J2Cost — J3Sind
i3 = J2Sin0 + J3Cosb
i4 J4

(6.24)
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These relations leads to the connectivity matrix:

0 0 0
CosO(t) —Siné(t)
Sinf(t) Cos(t)

0 0

A= (6.25)

o O O =
—_ o O

We can replace the currents ¢ by the currents J in the equation
of the machine given equation 6.23, using ¥ = A% J™:

dAB Je
dt
and to end the bilinear product:

dAB e
dt

= 1agA2J7 4 Log—2— + GusQALT? (6.26)

Aleq = ASrapAlJ7 + AT Lag—2— + A2GopQALJ" (6.27)

Let’s compute the second term.

dAZJ7 _\pdJ”  dA]

o g

dt 7 dt dt

but:
% B dA? g dA?
dt — do dt  db
Noting with a breve the quantities in the mobile axis reference

frame and:

dAP
2 =Ty (6.28)

AL, 5200
vEas =g,

we obtain:

¢ dJ° o
€y = ool + T g Q7 + Log=2m +CroQI° (6.29)
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We see that T' can also be seen as the derivation of £ versus

10 «

The ccefficients I" are in relation with Christoffel’s coefficients.
Christoffel’s ceefficients are clearly defined in differential ge-
ometry. We imagine a system characterized by the operator:

Lyop =

Liup+z11  —Miop 0
¢= —Ma1p  Losp+ 222 —Masp (6.31)
0 —Ms3zap  L3zp+ 233

From e, = (,,.J7 we can extract the base vectors of the hyper-
surface eq (¢, J). To do that we have to compute:

Oe e,
b,=——>——="00 6.32
YA aJe J ( )
We imagine that the mutual inductance M depends on the
current (it can be a ferromagnetic material). We have to com-
pute for example 9 (Mgl J 1) (in fact it means that rather than
Mp(.) we have p(M.)). We write:

% (M21J1) = M21dTJt1 + Jl%le

i 1
4 (Mo J*) = Moy J* + J1 903 4

4 (M J') = (Mo + J'Tay 1) J?
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The ¢ operator is in the time domain:

Ly + 211 — (M2 + JT12) 4 0
(= — (Mo + J'T911) & Lo + 220 — (M3 + J*Ta33) &
0 — (Msa + JT'502) 4 L33 + 233
(6.33)

Note that we have simplified the analysis, making the assump-
tion that the mutual inductance depends only of the current for
which it is in factor (in general that’s not a correct assumption).

Now we have to compute for example 91 (M1 + J'T'a1 1) Jt
to determine one component of the vector by, and:

57 (May + J'Tay 1) It =

I‘21,1J'1 + F21,1j1 + Jl%jl
The last term is zero. Finally:

or
Moy + Doy ) J' = 20gy 1 J + J1 =200 (6.34)

2
oJt oJt

We can now compute the basis vectors:
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211
b, = (Jl 052]11’1 + 2F2171) jl
0

[ (ﬂ Lizz 4 2F12,2) Jj2

b2 = Z22 (635)
(J2 8;322‘2 + 2F32,2) J?
_ 0 -
by = | (/22552 +2ag5) J°
233

From these basis vectors we define the metric G. But we can
already see something remarkable: the basis vectors depends
on the time derivative of the currents. It means that from one
location to another, the basis of the tangent space changes.
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Gir = () + [ (1532 + 200 )

Gi2 = Go1 =211 (J2 82322’2 + 2F12,2> J? + 22 (Jl —85311*1 + 2F21,1> J!

Goy — J23F12,2 T j2 2 2
22 = a2 T 2l122 + (222)

G23 = G32 2992 (J3 65333’3 + 2].—‘23’3) jS + 233 <J2 8;3]22’2 + 21_‘3272) j2

G13 = G31 = (Jl 35311,1 + 21121,1) jl (JS% + 2I‘23,3> j3

Gan = J33F23,3 T i3 2 2
33 = 575 + 20933 ) J°| + (233)

(6.36)
Starting from the equation e, = (,,J° we can transform it
n:

ey — LyoJ = H,uJ (6.37)

but we see that:

8FVO' « T
HIJO': vo JE— Fuo’a J*
o= (75 )

with V7 = (j,,u)T, we obtain:

8Fuo,a

A (ey — Eyaja> = VeI =V, (Jaa‘]a

+ F,,g@) JeJe
(6.38)
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which gives:

arvo
Ty = (Guo = ViTugapl®) J° = ViJ* =220 pT "7 (6.39)

Now we can take a look to the terms

[va, o] = <g?:,bg>

The object [va, o] are the coefficients of Christoffel of the
first species. If we make the assumption that the cocefficients
I'zy,» do not depend on the currents at second order, we have

0 vy
aJe 9J8

0

Under this assumption, we obtain for example:

211 4
11,2 = z90——=J 6.40
[ B } 222 8J1 ( )
or in general:
Ol o, ;
= 250 - J? 6.41
0] = 205 12 (6.41)
and equation 6.39 may becomes:
T, = (Gpo — [uo, V] pI*) J° (6.42)
The term
v d

mooJe dt
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can be seen as an added inductance due to the dependence of
the medium to the flux intensity. It comes in addition with
L. The figure 6.13 shows the curbature of the trajectory of the
current for a simple RL circuit when the inductance depends on
the current intensity. The inductance increasing, the time rise
tends to be longer.

i(t)

L changing with the current increasing, L2—L1

— L1

Figure 6.13: Curved space

The curvature of the space appears because at different points
of currents, the local time L/R is not the same.
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6.3 Curvilinear coordinates: ¢ or J?

When we study the hypersurface e, we make the derivation

dey
OxP

In mechanics, ° is the location of the mobile. The equivalence
between mechanics and electronics is often used to replace 2 by
¢? in the lagragian. We may associate ¢® with the curvilinear
coordinates in the geometrization process of electronics. We
have seen that this is possible and leads to the definition of
mesh loads.

Anyway it is possible also to take J? for state variables rather
than ¢”. The choice has an impact on the tangent plan definition
and on the jacobian. In the case of the inductances, we calculate:

9 v
5g7 Lwp ") (6.43)
or
9 v
575 Luwp ) (6.44)

The second case leads to zero for the second member. That’s
why the metric must be complete by the inertia tensor to retrieve
the lagrangian. The second member of the first choice gives:

0 0 dg”
v = L —_—
d Wpaqﬁ dt

Luvb g

(6.45)

which gives also zero. The difference comes from the terms
like R,,J". Looking for the basic vectors of the hypersurface
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we find:
0 0 dg”

—R,J' =R, ———
dgP " " 0qP dt
The fact that the dissipation leads also to zero shows that the

good choice is to use the fluxes as curvilinear coordinates. From
this choice it seems logical to define new Christoffel’s symbols:

=0 (6.46)

F,uz/,a = <b;wv ba> (647)
with: b
— o
buv = 5w

In mechanics we may have defined

ob,,
ox?

b, =

and the equivalence with the loads may invite to write:

ob,,

b,UJ/ = aqu

but we have seen that it is not the unique choice. If we take
the speed in mechanics to define the natural space, Newton’s
law makes appear immediately the fundamental tensor and the
dual space:

foa = maopv? (6.48)

The invariant in this case is f,v¥ = w, the elementary power of
all the particle that belong to the system studied. As the power
is also the invariant of Kron’s formalism, we can wonder if it
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may be a general invariant for all physics? It is equivalent to
consider:

1
mu, Y = §Fuy7gfy"v“v” + my vty (6.49)

with v = 9. We obtain:

1
w = v (211“,,’0’)/01}’/ + m,“/y”) (6.50)
giving:
v 1 o,V
fu = Muv?y + irm/,a'y v (651)

If the mass depends on the speed (relativistic effect), the Christof-
fel’s ceefficients appear with:

1

Q;,Lo' = §Fp,1/,o"uy (652)

This inertia is added to the cartesian one m,, making that for
the same force, the speed will be slower than usual.



Chapter 7

Metrics

7.1 Metrics

We have seen that various kinds of metrics can be defined:

1. the rigorous metric G defined through the second geomet-
rical process;

2. the metric £ issued from the kinetic energy and inductance
operators;

3. the ”"pseudo-metric” ¢ issued directly from Kron’s equa-
tion®.

IWe have ( = H + L

285
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In any case, these objects are fundamental and give solutions
to complex problems. We explore here these various behaviors
and discuss of the use of these various "metrics”.

7.2 The point of view of automaticians

Automatics identify inputs, outputs and state variables on sys-
tems. Often inputs are noted w and state variables z. Outputs
are noticed y. Under the tensorial analysis of networks formal-
ism, the state variables are the fluxes — 2* and the inputs are
the forces u,,. The outputs are only particular state variables.
The system is represented by the operator H,,, that links the
state variables and the inputs. The inputs can always be repre-
sented by nodes pair fluxes, meaning that u,, is also a particular
state variables, a known one z*. The system is often written us-
ing the metric £ through:

dz? 3 -
Caﬁpﬁ = Hup (x ) + Yo Us (7.1)

Implicitly, each state variable belongs to a known interval of
values I(z%).

7.3 Observability

The most interesting thinking of automatics is the discussion
around the concept of observability. The state variable z(*) is
said observable if a given function y* readable allows to know
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the value of z(¥) at a given instant t. The system is defined by:

B
Eaﬂpddit = 11qp (lﬁ> + Vgcua
(7.2)
yl = Alx™ 4+ Y%,

As the matrix A determines wether or not there is a link between
each state variable and the possible observations, the observed
state variable 2(®) can point out all the vector zF. The same
question and mechanism can be applied to the covector u,,.
In fact we can conclude on the observability saying that any
state variable x or input u can be known if the corresponding
observable y is known.

This implies that the state variables are themselves known.
A first consequence is that the system can be inverted in order

to compute the state variable.

7.4 Controlability

The commands of the system are enclosed in the terms u,,.
Other commands comes from the fluxes - i.e. some states vari-
ables - through coupling processes.

The observables are linked with the states variables through
y* = CFaz™. But we can replace " by Y"u,. So:

y* = CFy "y, = DRy, (7.3)

The commands u, are observable if the object D*? can be de-
fined. That’s a first condition to say if the commands are ob-
servable.



288 CHAPTER 7. METRICS

Now a criterion to say if a command wu is effective, is to verify
if a change in the value of a chosen input, let’s say u; change
the observable, let’s say y® as desired. It leads to study 0,,v°.

Linear case

If (o is a linear operator, we can write:

oy? Oz
S =08 —— =3y 7.4
9w, ~ Cagy = Ca (7.4)
Y being the inverse of the pseudo-metric . But to be able to
make this equality, it implies that Y is a linear operator coming
from the linear relation u; = (1ox®.

Non linear operator
Under that assumption we can use the form:

dz®

Fue g

= leé (xavul)

The relation between the observables and the state variables
can be chosen invertible: y* = C32% = 2% = C$'y3. Then:

d . dy?
CMQ%C?) 3 :‘C’H3% (75)
but: ,
W -y

dt 0t
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o o

Figure 7.1: An assymetric graph for £

By replacement we obtain:

5
yi = wa (2%,w) +y°
w3

we can create A3 () = 2:3 H,. ().

Now we can say that a command is observable if,
up = uy 4 oup = A2 (2% uy) # A (2%, ug + duy) (7.7)

We see in that construction that the symmetric property of the
metric £ is fundamental. Let’s take an example. When we take
a look to the figure 7.1, the coupling function linked to £ is not
symmetric. A mutual inductance exists from the vertex 1 to the
vertex 2, but not in the other direction.

By noting?:

L= H= (7.8)
-b ¢ 0 7o

2L can be seen as a metric, H the hamiltonian and ¢ the lagrangian
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The source covector is given by: u, = [ u1 wuz |. The
tensorial equation of the system is given by:

L;wpyu = Uy — H/wyy (79)

In this development, it is clear that y* = §¥2%, § being here
the unity matrix. The tensorial equation leads to the system of
equation:

apy1 = —r1y1 + uy
(7.10)
—bpy" + cpy® = —ray® + uz

where
oyt B
8’&2 o
In that example, the command us has no effect on the observable

y'.

The concept of observation is intimately linked with the real
system. Studying abstractly a system, the fact that a state
variable can be measured or not is not a problem. The problem
appears with the notion of measurement. But it is very impor-
tant because in complicated system, the fact that it is possible
to access to a given variable is not evident.

It is very interesting also because it introduces the concept
of uncertainties. Who speaks of measurement must speak of
uncertainties. Another question occurs: is it possible to have a
state variable that influence the observable but that cannot be
known or not with the desired accuracy? Two major notions
are in deep relation with the studying of a system:

0
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1. the uncertainties on the variables measurements;

2. the influences of the variables on the measured result.

7.5 Studying the metric

Finally the observable as the state variables are completely de-
fined if the metric is completely controlled. Uncertainties con-
cern the source and the metric. The influence of a state variable
comes from the paths between this state variable and the ob-
servable of interest. These paths are defined by the metric. Let’s
try to detail a little more these mechanisms.

7.5.1 Influence of coupling paths

Finding the influence of some vertex on a result extracted from
another vertex is often quite complicated. Even if it is not evi-
dent to obtain the theoretical expression of the influence of one
element on another, this kind of study gives at least the variables
from which depends the result.

We consider the case of two differential lines, inside a shielded
cable. We want to understand the coupling mechanism between
these two lines. As we are in low frequencies, we do not take into
account the propagation, and the wires of the lines are replaced
by simples contacts.

The figure 7.2 shows the situation we consider.

The graph has six nodes and ten branches. It requires five
meshes.
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Figure 7.2: Two differential lines coupled

If we identify the meshes in this circuit, we find the five
meshes. The first one is the external domain, between the
ground plane and the shield of the cable. The second and third
meshes are constructed between the wires and the shield. Fi-
nally the two last meshes are made with the differential impedances
at each extremity of the line. Each time a branch is shared be-
tween two meshes it can be replaced by a cord of same impedance
operator, with a minus sign. The circuit presented figure 7.2 is
equivalent to the graph of vertices and cords presented figure
7.3.

We recognize the five meshes that are in this new represen-
tation the five vertices. The number of faces is 4 and the graph is
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Figure 7.3: Vertices graph of problem 7.2

planar. You can try to change one of the cords linking the com-
mon mode with the differential mode in order to avoid any cross
talks between cords. What is remarkable is that finally we don’t
need any mesh for the differential mode. It is completely defined
through the definitions of the common modes. This is rigorously
demonstrates by Euler’s formula saying us the number of faces
is 4. A second important fact is that as all the energy is guided,
there are no coupling mechanisms between the two differential
meshes. i.e. there is no cord between vertices d; and ds.

The direction of the transfer impedance coupling coming
from the shields of the cables Z; goes from the external do-
main m + R, to the internal one: the common mode ¢, + Rp.

If there are two such lines coupled, and if the source is lo-
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cated on one differential vertex, for the case of the line that has
the source, the transfer impedance coupling goes from inside to
outside. And for the other line, the transfer impedance goes like
in figure 7.3 from outside to inside. Between the two lines, a mu-
tual inductance creates an interaction between the two external
domains. Finally the problem of two differential coupled lines is
represented by the graph given figure 7.4. The numbered of the
vertices is indicated on the right. The source (force) is located
on vertex dy while the observable is located on vertex db.

With e; = m + Ry the impedance operator H for a single
line is given by:

el 0 0 0 0
—Zr Ry —61 —0
H = —ZT Rb Co —93 —04 (711)

0 -0 -0 d 0

0 *03 *94 0 d2

To obtain such an operator, the differential loads enclose the half
capacitor of the line. It means that for the low frequency model
of the line, we use a C-L-C model. The metric is given by all
self inductances of the vertices and the only mutual inductance
of the circuit is between the two external domains e; and €.
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Figure 7.4: Problem of two differential lines coupled
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Covariant and natural approaches

For determining the paths between two vertices we can use two
different approaches. The first one we call the covariant ap-
proach consists in computing the force induced in the target xy
depending on a flux in another vertex somewhere J™. The nat-
ural approach uses the inverse. It gives the flux induced in a
vertex depending on a force somewhere in another vertex. The
first method establishes:

Up = Ckmibm (712)
The second approach uses:
™ = Y™y, (7.13)

The first approach has the advantage to lead directly to the
invariant:
upz® = Cma™a” (7.14)

Both techniques should lead to the same result anyway. Imagine
a system defined by the simple hamiltonian:

zZ1 0
H= (7.15)
G z9

We have directly: us = Ga'. And also: z? = Y?u;.

But:
Y21 _ G
2122
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Writing

Ui
2% = up = 292 = G— = uy = Ga'
2122 21

the two expressions are equivalents.

Paths described by the hamiltonian

The matrix H can be considered as an hamiltonian because the
lagrangian operator ( is obtained making ( = £ — H, giving the
classical relation H = £ — (.

When we look at the hamiltonian H if we focus on the paths
to go from cs to e; for example, we find two paths: co—cy —e; or
directly co —e;. These paths can be seen on the graph figure 7.4.
The sum of all the possible paths leads to the whole distance
between the target and the source. Let’s consider our case with
the source in d; and the target on df. A first equation is given
with the relation between the induced force w1 and the emf ug:

uro = (C10,7Y " + C108Y %) ug

This relation can be obtained simply looking at the graph.

We accept that the coupling mutual inductance M acts only
in one direction. So: ug = —Mpz?.

Then u; can be linked with u4 to complete the whole transfer
function.

u, = —JZr (1’2 + :1:3) =—Zr (Y24 + Y34) Uy
Finally:
w9 = MpZr (Cro7Y ™ + CiosY®) (Y2 + Y ) uy  (7.16)
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We can always replace any force u by a nodes pair current y
that gives the same value. It is just necessary to locate this
current on the spaning tree corresponding to the branch where
the force is applied. We define: us = vyx*. With this technique,
it is possible to give the definition of the path from x* to ujg:

9104 = YMpZy (Clo7Y ™ + CrosY%) (Y21 + Y3 (7.17)

It remains to obtain the Y* terms. In that case we can compute:

A = (—=Ry (d1daRy — 0103ds — 0204d,))

B = 61 ((—03d2Rb) + 91d262 — 04 (91@4 — 9203))

C =01 (04d1 Ry — Oadico — 03 (0104 — 6263))

D= C1 (d1d202 — (93>2d2 — (94>2d1>

giving: A =e3 (A— B+ C+ D). A’ is similar to A where you
replace d by d’, ¢ by ¢ etc.
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We can now give the expressions of the Y:

V70 = 5 [(~didyRoZr) + (dydych — (03)°dy — (04)°dy) Zp + ...
o+ 0105d5 Z + 0104d) Z1]

V3 = L [(— (dydy Ry — 0103dh — 01604d7) Zr) + ..

ot iy T — (67)2dy Zr — (61)%d; Zr

Y2 = [(—93d2Rb) + 0, (d2c2 — (94)2) + 91936[2]

b

o

Y34 = Kl [—91 (d2Rb — 9394) — O3dacq1 + (92)293]

(7.18)
We can see that despite of the apparent simplicity of this
problem, the components of the cords and vertices are com-
pletely imbricated and it is already difficult to discern the influ-
ence of each component of the hamiltonian. Anyway, the fact
to understand this is also a result.

To analyse the result a method can consist in forcing to
zero some interactions (cords) and to explore the impact on the
result. This can help to detect the influence of variables, but
under the assumption that there are no combine effects.

But in all the products that intervene in the expression, some
of them leads to very little values. Practically, they don’t have
any influence due to the fact that they can be neglected in the
result. The products like 6,05 or RyZr etc. gives very weak
values. In general the products of interactions give very weak
values. This is not always true. For example when the cords are
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Branin’s ones, representing interactions of guided waves, this
assumption becomes false. But in a transformer, the square of
the mutual inductance gives very low values.

When we take a look on the graph 7.4, we can presume of
the importance of the retroactions between vertices. If this is
possible, it becomes many more simple to determine the path to
go from one vertex to another. Going from 4 to 1 can be made
through:

o 4-2-1;
o 4231
o 4-3-2-1;
o 4-3-1.

Four paths. Then there is only one path to go from 1 to 6
through the coupling —Mp. Then it remains to go from 6 to 10
using:

e 6-8-10;
e 6-7-10;
e 6-7-8-10;
e 6-8-7-10.

If we consider the path 4 — 2 — 1. We can write with the weak
coupling assumption:

uy = 7ZTI’2, U = 01%4
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but:
U2
==
C1
S0:
Zr Z
4 4,21 T
U = —7911‘ = g§4 ) = —791
C1 C1

For the path 4 — 3 — 2 — 1 we may find:

4321 _ ZrRy03
914 = -

C1C2
while:
(4,23,1) _ _ ZrRyb,
914 163
and:

4,3,1 Zr
o - 21,
C1

3

and the whole interaction is defined by:

gua = —%‘F {(91 +03) (1 + Rb)] (7.19)

C2

This relation must be completed by the metric. The self
operator of each vertex is increased with their self inductances:
c1 — c1+ Lip, co = co + Lap.

With these approximations we can understand easily the in-
fluence of the components that intervene in the interaction. To
cover the whole problem with the two lines, we just have to
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duplicate the previous interaction and to add the mutual induc-
tance to obtain:

grou = MpZrZr [(91 +03) (1 + Rbﬂ [(91 +63) <1 + f}’ﬂ

C1Cy [65) )
(7.20)
if we verify: Ry/co = R} /ch << 1, and Zp = Z}, ¢; = ¢} the
relation becomes

2
soa=p(Z) (@ a @4y @2

The mutual inductance depends on the distance between the
two lines. While the transfer impedance of the shielded cables
depends on the characteristics of the braids of the shielded ca-
bles. For decreasing the coupling path between the vertices 4
and 10, we have two solutions, knowing that we cannot chose
the electronic components ¢; and 6;, 6;.:

1. we can increase the distance in order to decrease the mu-
tual inductance;

2. we can decrease the transfer impedance value.

The first solution plays on the location of the source and
receiver, but doesn’t change anything in the components of the
system. Acting on this parameter we act on its prevention. We
can report the consequence of various strategies on a diagram
with two axes: one axe where we change locations (we try to
separate sources and victims) and one axe where we change pro-
tections. Often separation concerns the metric and protections
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prevention

¢

>

Increase distance

protection

Decrease ZT

Figure 7.5: Protection-prevention diagram

acts on the hamiltonian. This is all the more true that knowing
we can include Green’s functions in the metric.

Figure 7.5 represents this kind of diagram. When increasing
the protection we can accept to decrease the separation and vice
versa. Then for each couple of solutions (prevention, protection)
we can trace a curve giving the limit over which the system is
safe. All points higher than the curve gives solutions where the
system is not disturbed. For lower values, the system can be
disturbed. How to determine these couples?
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7.5.2 Repartition function and its complemen-
tary function

The previous limit is defined by the fact that the studied func-
tion is not disturbed by the source. But how to define accurately
this notion of disturbance? We take another example to illus-
trate the problem and see how uncertainties can be taken or not
into account like the influent elements.

The curve given figure 7.5 represents somewhere the funda-
tion of the EMC. It says for a system when its configurations can
lead to dysfunctionings. After What, playing on the locations of
some materials or changing filters, adding shielded cables per-
mit to make the points of working that are in the dangerous
zone of this diagram to go back in the safe one. It synthesizes
all the EMC job and its objectives.

But to be sure that the choices will lead to stable and safe
conception of a system, the engineer must enclose uncertainties
in the quantities he uses. As we will see, when these uncertain-
ties concern basic components like resistances, it is quite easy
to take them into account. But when they concern complicated
behaviors like diodes, it can be easier to take them into account
through some macromodels that include the variation of major
parameters involved in the EMC response of the electronic.

The new system we imagine is made of two antennas, a load
and a spark gap.

Figure 7.6 gives the graph of this system.

The manifold associated with this system is quite simple
to establish. The generator being matched on mesh 1, the first
vertex is 2R, where R, is the radiation resistance of the antenna.
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Figure 7.6: System studied

The receiver uses the same antenna, so: Hey = R, + Ry. The
spark gap is located near to the load to limit the voltage accross
it: H33 = Ry 4+ Zg. Zg is an impedance operator defined on
domain as seen previously. But in order to make this analysis
simplest we just define:

Zr =Di1Ry +DsR; (722)

if the voltage accross Ry, is low enough, the spark gap be-
haves like a high value resistance Ry and if the voltage accross
Ry is high enough, the spark gap behaves like a short circuit
R;.

The voltage accross the load Ry, is a connection to the EM
force induced on the receiver: V, = CJu,. This can be written:

V, = C9¢,pa"
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if we note A5 = CJ(yp we obtain:
V, = A, ga” (7.23)

To characterize the emitter we need to be able to define the
probability that the amplitude may be higher than a given value
V,S . Pg (.Aﬂ,ﬁxﬁ > V,?). To compare easily the level projected
by the source on the target with the target threshold we define
the complementary function of repartition for the source:

Pg (Aypa® < V) =1- Pg (Aypa® > VYD) (7.24)

The function P has the profile presented figure 7.7.

The falling part of the curve has a profile that depends on
the original density of probability that characterize the function.
Often we don’t known the density of probability of the emitted
amplitude depending on the level. The unknown is translated
in a density extremely spreaded. At the opposite a density like
Dirac’s function means a perfect known level of threshold. But
the reality is quite different. In general we do know only one
value as threshold. Without being able to make any more test,
we are obliged to deduced the repartition function from this
single value. The repartition function is in this case a step func-
tion. Is this really a difficulty? What we want to know is if the
projected level is equal or superior to the threshold level? In
any case the repartition function that are often approximated
by gaussian density has a maximum which is difficult to define.
Rather than using these classical approaches, we can use the
single known value and adding to it a typical dispersion for sim-
ilar technologies. What we want to determine is the distance d



7.5. STUDYING THE METRIC 307

Figure 7.7: Function of repartition

between both repartition functions as shown figure 7.8. With
all the uncertainties in a whole chain, the global distance that
will be used can accept the unknowledge on the density function
of the receiver.

If we are able to determine some couples of solutions prevention-
protection we can construct the diagram PP (prevention-protection).
With this diagram, the level of risk of the system is directly vis-
ible seeing the location of the point of functioning of the system
on this diagram. These couples of curves are often of same dis-
tance, because the engineers try to keep the margin and risk at
the same level also. Figure 7.9 illustrates this methodology.

The distance is given by the metric A,g. When we want
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Figure 7.9: Construction of the PP diagram
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to play on the physical distance between the emitter and the
receiver we will change the components of the metric side of the
lagrangian £ and move the prevention level. When we change
the electronic, we change the components of H and move the
protection level. As in general the source is not reachable, we
just can increase the distance to the source. So changing the
distance is often in relation with the emitter, while changing
the electronic is more in relation with the receiver adding filters
or shielded cables in its structure.

The distance d is determined by the modulus of the difference
between the voltage brought back through the metric and the
threshold of the function considered:

do = |Aapa” — Vi (7.25)

This distance is itself a covector, as the equation tells us. But on
the PP diagram we want to synthesis all the distance extracted
from the identified observables of a system. But each signal
V. is associated with functions more or less importants. So,
the risk for the system must take differently into account these
signals and their critical aspects. Starting from feared events
we define critical signals and less critical signals. The distance
must take into account these weightings to compute the number
that represents it globally. Finally for a couple of solutions in
protection and prevention, we can say that the system is not
failing if the distance d is respected and has for definition:

d=W*|Aup2” -V, (7.26)

To understand the difficulties associated with this kind of ex-
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ercise, we study our example. We try a contravariant approach.
The hamiltonian of the problem is:

2R, 0 0
H = -G R, + Ry —Ry, (7.27)
0 —Ry, Ry +7g
The source vector is given by: u; = —RyJ®, all the other com-

ponents are equal to zero. We look to the voltage on the output
load: Vi, = Ry J2%. The dispersion on the resistances is easy to
write:

Ra—>Ra+(5Ra RL—>RL+(5RL

Green’s function is defined by:

h r
G = =\/30GR,e” 7 (1 + Cosh)*

r

h is the effective height of the antenna, r the distance to the
antenna; 6 is the angle under which the antenna is seen by the
receiver.

What is the expression of 6G?

o <h+6h> /300G 5 00) (R 7 0RL)e—2+9% (1 1 Cos(0 + 66))°

r+ or

All the dispersions dx are positive or negative. For the first
term:

h+d6h\  (h+0h)(r—dr)  hr—hér+rsh
r+oér) r2 — or2 - 72
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As r >> h we obtain:
h+0h\ _h+dh
r+or)

r
For the root:
30(G + 6G)(Ra + 0Ra) =~ [G (Ra + +6Ra) + RadG]

We make the assumption that all the resistance have the same
dispersion: d¢ = R, = dRy,, and:

(g + R,)

GR. oc

V30 (GR, + (G + Ra)dc) = \/30GR,
Using a first order development, we obtain:
G+ R,
30GR, | 1 )
v/ 30G ( + %GR, c)
For the delay we have:

PR L P e <1 B Mp)
¢

For the radiation diagram:

Cos (0 + 66) =~ Cost (1 - 520>

The uncertainties on Green’s function is finally given by:
= V30GR, {—266 (1 + Cosh) Cosfe™ <P + .

+ (14 Cosh)? e—Erh (ggg;) S+ (1+ Cosh)® e~ <P (%)}
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It remains to determine d Zg to know d H. The domains used
in the equations 7.22 depend on the breakdown voltage that is
defined with some dispersion. We have:

QU)l =[1-1(%+arctg(V-V))]

Dy =L (Z +arctg(V - W)
So:

v

oD, 1 1
vV, T \1£(V_ V)2

which gives:

v 1 1
Dy=F— —+n——-—=196
T (mv—w) K
and so: . .
0Zp = 0D1Ry + 0Dy R,

This last element allows to define 6 H.
The equation Lqp3? = ug — Hapx® conducts to the dispersion
on the result:
b €

ox’ = o (5ua — 5Habxb) (7.29)

€ is the step time and x® the vector of the solution at the
next time for the initial conditions 2.

Studying the risk to disturb the system, we look at the value
of the induced flux x® coming from the emitter u,. We can de-

termine the maximum of the emitter given by u, + du,. This
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moves the curve of the source on the right, like on figure 7.9.
The risk is given by the distance W, |Xb — X2| where x© are the
thresholds. This distance becomes minimum if x? is increased of
the value x?. This value is given by the relation 7.29. You have
noted that we have not search for a dispersion on £7 This per-
mits to study the distance W, ’ Xt — XZ’ keeping the minimum
for a chosen value of the sample €. Once the point is obtained
on the axe of protection, tests can be made for various values
of L to reach the limit and define the couple (£, H) in the PP
diagram. Same operation can be made for other assumptions
on H.

We have seen that it is not so trivial to find the dispersions,
even for a very simple system as the one we use to illustrate this
exercise. More, in practice we often didn’t have the informations
on the dispersion values dz. We can obtain maximum of diver-
sion on data sheets for example, and use experiences and past
projects to give a value to the maxima. It remains, for a given
path between one emitter and one receiver g., or He, or ..., to
determine the conditions for which it is a maximum. This is not
also so simple because its maximum is not always obtained tak-
ing the maximum of all the dispersions. It always need to study
the function of the path, using each time it is possible the weak
coupling assumption that leads to more simple expressions.

Paths in low frequencies

Low frequencies mean that all the propagation functions of the
form e~ 7P can be reduced to 1 (7 is the delay).
We consider a network made of four meshes. Each mesh has
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output

Figure 7.10: Network of four meshes cross talked

two frontiers with its neighbors. The figure 7.10 represents this
illustration.

We see six impedance operators from a to h (a, b, ¢, d, f, g, h).
The operator of the first mesh is 2h + b + d. The operator of
the second mesh is 2h 4+ a + ¢; etc. We can already give the
hamiltonian for the diagonal element of this manifold:

[ 2h +b+d 0 0 0 i
0 2h+a+c 0 0
H:
0 0 2h+d+g 0
0 0 0 2h+c+ f

(7.30)

Now, just looking to the graph, we can complete H with
extra-diagonal elements. They are the shared branches between
meshes. From this principle we deduce the completed expression
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h -h
s _'\\ // T
\,_B_ J \ .D,./
> A
Figure 7.11: Graph on the vertices space
of H:
[ 2h+b+d —h —d 0 1
—h 2h+a+c 0 —c
H =
—d 0 2h+d+g —h
i 0 —c —h 2h+c+ f |
(7.31)

Using the similarity between shared branch and cord (see
paragraph on diakoptic), this topology can also be represented
by the graph of vertices and cords presented figure 7.11.

Operator A, B,C, D are the diagonal components of H (for
example A = 2h + b+ d). A source is located on mesh 1 on
load b and the output is observed on branch f of mesh 4. We
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wonder how the energy can go from the source b to the target f.
To understand easily this mechanism we can construct another
representation of the topology. It is equivalent to spread the
network which is a planar one (it has four faces plus the exterior:
its genus is 5). We can associate each vertices to a segment
of a circle, and each frontier which is a cord to a radius. A
little circle shows the location of the source and a little straight
line that indicates the receiver. The figure 7.12 shows this new
representation.

On this figure and under this representation, we easily un-
derstand that to go from A to D we have to cross the borders
—d and h. By the other way the transfer function is hc. All
the interactions of the network can be include in a single circle.
As the cords considered here are branches, the topology has five
faces. But finally, the number of faces is not so interesting to
understand how the system works. As there are four segments,
the dimension of the manifold is four. The drawn gives also
another information. If we want to isolate the source, we can
decrease the values of d and h. The system can be called cir-
cular and denoted S'/? as the interactions can be completely
projected on a circle (two circles making a sphere).

Each quarter of the circle is a vertex. But for the moment,
this representation is valid only in low frequencies. At least
inductances must be added to each vertices. This can include
self inductance of borders. As a consequence, this will decrease
the quality of the isolation. If we increase again the frequencies,
radiated mutual inductance will appear which can add a new
direct path from vertex A to vertex C. This new cord can be
seen as a new frontier between A and D (imagine that two loops
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Figure 7.12: Representation in a single circle
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input

Figure 7.13: Mutual interaction between A and D

in interaction exists at these extremities). Is it possible to add
this cord inside the circle?

The figure 7.13 shows this added coupling. As it is a frontier,
we may want to add a radius to the previous circle. But it is not
possible without making a new vertex incorporated between the
others, and no vertices are created using the mutual inductance
coupling.

The only solution is to add the new radius on a new half
circle with a circulation going from A to D. The figure 7.14
represents this mechanism. The system in this case is S3/4.

The mutual inductance doesn’t change the expression of H
(equation 7.31) but the metric part £ of the system which be-
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comes:

(7.32)

Seeing this new representation, it is easier to find solutions in or-
der to increase the isolation of a vertex. Clearly in our imagined
problem, decreasing the value of d and h is no more sufficient,
it is also necessary to suppress the M interaction. Now finding
the influence of each path is a question of computation, using
the distance definition given equation 7.26.
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A first conclusion on the systems analysis

To represent the interactions inside a system is a complicated
task. Starting from the real system, we describe it as a collec-
tion of subpart or sub-manifolds and by a process of direct sum
and adding of interactions, we construct the complete manifold
associated with the whole system. From this definition, we make
a projection of the lagrangian into a graph made of vertices and
edges as meshes and cords. In a second step we transform this
representation of the manifold in circles defining S systems or
manifolds. Then, solutions can be studied to decrease some paths
between emitters and receivers. The distance between them is
defined in volts, as demonstrated through the second geometriza-
tion process.

Increasing the frequencies and S” systems analysis

We continue to discuss with our first case. If the frequencies
increase, the extremities of each line will be separate and no
longer linked by a non propagative model of wire. Each line
will be represented by a branin. The dimension of the manifold
increases and include eight meshes. Between the extremities of
the line we have a cord and between lines, another cord defined
by Vabre’s relations®. But we don’t care here of Vabre’s formula.
The figure 7.15 shows the transformation between the graph and
its projection on a circle as we do previously.

3Alain Reineix, Olivier Maurice. Progrés récents dans la modélisation
CEM de cablages électriques de systémes complexes. CCT-CEM, Mar 2017,
Toulouse, France. hal-01495620
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Figure 7.15: High frequency projection on the circle

We have construct the circle starting from the major path
between the input and the output. This leads to the circle as it
is presented on the figure 7.15. But other paths exist, the paths
using the far-end cross talk between the lines. And if we trace
them, this gives the first drawn figure 7.16. We understand that
we cannot trace these interactions without crossing them if we
keep them either on the same circle, or even on a new half circle.
But using a new complete circle, it is possible to create paths
without any cutting the paths. A first circle is drawn taking into
account the interactions ¢2 and ¢4 and a second circle is drawn
taking into account the interactions c1 and ¢3. The figure 7.17
shows the first circle. The whole set of three circles describes
completely the system. Note that all half circles are completed
by some vertices in order to wear the total interactions from
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the source 1 to the target 8. Having three circles in final, the
system is S3/2. Two circles giving a sphere (S') and with one
circle more, this leads to S3/2.

The higher the order of S, the higher the difficulty to isolate
the target from the source. For finding a solution in order to
avoid disturbances on the function 8 coming from emissions of
1, it’s necessary to reduce the problem if possible. First op-
eration is to apply the ”weak coupling approximation”. Under
the "weak coupling approximation” (WCA) we accept the idea
that the reaction of the receiver of energy doesn’t impact the
behavior of the emitter. In other word we may say that the cou-
pling function has an impedance operator that is not changed
depending on the receiver. This is false when near field cou-
pling arrives in the process but globally true elsewhere. This is
a consequence of the diffusion process. Often the emitter com-
municates its energy to many paths, and the receivers make the
same. Of fact the part of energy that comes back to the emitter,
coming from one receiver is neglectable. In near field process,
both emitter and receiver become a unique object inside which
energy is exchanged. The diffusion in that case is out of pur-
pose and both emitter and receiver influence the whole system
realized starting from their common participation.

How is it possible to verify the WCA? For an emitter v and a
receiver J (natural written opposite to the covariant one) linked
through a coupling function y, if the coupling is a WCA one:

AJ(u)
AJ

J(u) = J(u)+e VJ = <e=f(y°) (7.33)
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Figure 7.16: Adding cords from far end cross talk

€ being a residual change in the current of the emitter.

It is important to understand that this doesn’t mean that a
current on the receiver J(u) cannot change the current of the
emitter J. Because, at the inverse, it can exist a WCA from
u seen as an emitter to J seen as a receiver. But it means
that the back energy resent to the emitter and coming from
itself is neglectable. This can be true even for non symmetrical
couplings.

If we have J = yu. If z is the impedance operator of J,
we have also v = J/z. Now we can write AJ(u) = y'v, so by
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Figure 7.17: Two circles more for other paths

replacement this gives J(u) = y'J/z and finally:

1
AJ(u) = ;y/yu

Our criterion becomes:

1
—yyu < e (7.34)
z

Note that the difficulty comes from the fact that the crite-
rion depends on the impedance operator of the receiver. A way
to measure this effect is to measure the impedance seen from
the input of the emitter. If the current is influenced by a poten-
tial receiver, the impedance will change also, because it means
that the generator see another operator on the input. And if
the impedance operator is modified by the proximity of another
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one that belongs to the receiver, we understand easily that this
modification depends on the impedance operator of the receiver.

There is a domain where this problem is clearly identified:
the antennas. As long as the environment doesn’t influence
an antenna, its radiation impedance remains unchanged. If an
object becomes to be too much near, the radiation impedance
changes and the new antenna is constitued by including both
the original antenna and the object.

Under the WCA we can triangularized our matrix H. In low
frequencies H becomes:

[ 2h+b+d 0 0 0
—h 2h4+a+c 0 0
H =
—d 0 2h+d+g 0
i 0 —c —h 2h+c+ f |
(7.35)
and the same for L:
L 0 0 0
L= 0 Lz 0 0 (7.36)

0 0 Lsz3 O
—Mp 0 0 L44

With the assumption of WCA, each path becomes easy to
establish. Starting from a current on A (covariant approach) on
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vertex B we can write:
ep = —hJA

passing through a first border. Now JZ = ep/(2h + a + ¢) and
ep = —cJB. So:

he gA
(2h+c+ f)2h+a+c)

JP =

This first transfer function ft associates with this first path is
defined by:

JD
ft = 20log (JA) (7.37)

It remains to compute the other paths... The transfer func-
tion results from the product of the border functions on the
numerator and the product of the impedance operator on the
denominator (with WCA and linear assumptions). Bode’s dia-
gram is easy to trace as solutions to reduce the impact of various
paths.

[First reduction process] A question may be: how to do
with strong interactions? There is only one possible response:
a set of branches leading to a network where strong
interactions exist must be considered as a single vertex.
The associate manifold is said to be unseparable. On the circle
projection, this can be include by making abstraction of the
detail inside a quarter. The attention must be focused on the
borders for which the WCA can be applied. This constitutes
the first reduction process.
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[Second reduction process| The second reduction process
consists in decreasing as far as possible the order of S. Our
previous system being S%/2, an ideal situation may be to reach
Si/4 (segregation principle)! To do that, it seems simplest
to begin by the paths of lower orders, i.e. where the number
of borders is the lower. There is a thin relation between the
number of borders and the neighborhood. This conducts to
define a neighborhood distance:

Definition:

The neighborhood distance d is the number of borders to cross
going from an emitter to a receiver.

The strategy used to decreased the coupling can be to in-
crease the geometrical distance: i.e. playing on L, or playing
on the filters and impedances defined in the operators of H.
We find the projections on the diagram 7.5 with displacements
along the prevention axis or the protection axis.

Let’s take an example. We consider a circuit including two
meshes separated by a capacitive filter. A part of this circuit is
coupled with a pigtail of a receiver equipped with a shielded ca-
ble. Another path is between the same part emitting of the first
circuit and the external domain of the receiver. Then through
the transfer impedance of the shield, it creates an EM force in
the internal domain. The vertex graph of the problem is pre-
sented figure 7.18 where we show voluntarily the detail of the
two meshes for the first circuit.

The representation of this graph into circles is given figure
7.19. The first reduction was applied, reducing the two meshes
of the first circuit into a single part of the circle. Two paths
are available to go from b to the internal domain D;. The order
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Figure 7.18: A S1/2 system

of the system is S'/2. The first neighborhood of the target is
the coupling through the pigtail . By suppressing the coupling
through the pigtail, we suppress one path and remains only the
coupling through the transfer impedance of the cable. The sys-
tem becomes S'/4, last dimension before S°. The neighborhood
distance is d = 2. The transfer function is given by:

1 Z
JDi /8 T Ja

- CpbDgD;

that shows clearly that decreasing Zr will increase the protec-
tion of JP:.
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{4

Figure 7.19: Circle representation

In this result, increasing Zp increase the protection of the
receiver. The other parameter is the coupling ccefficient 5 which
has the dimension of a mutual inductance. If the geometrical
distance between the emitter and the shielded cable increases,
this will decrease the EM force induced on the external domain,
and, as a consequence, decrease the level induced on the target.
For an identical level of protection, we can maintain the product
BZr constant, or near a given value. 3 is part of the metric £
while the transfer impedance function is part of the structure
H. We can construct a PP diagram (see figure 7.5) to trace the
limit curve of safety. Depending on the number of layers for
the shield and depending on the distance we obtain three states
that give the limit of the PP curve. Figure 7.20 illustrates the
process.
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Now if for some reason of system layout we need to reduce
the distance between the emitter and the receiver, this operation
can locate the point of working under the limit, like shown figure
7.21. In that case there are two solutions:

e looking for the nearest point on the limit, which will imply
a compromise on both distance and protection;

e to keep the distance desired and looking for the protection
involved by this change: here a three layers shielded cable.

prevention
5cm
2em SN 5 W
+ protection
1 layer 2 layers 3 layers
of shield of shield of shield

Figure 7.20: Limit curve in the PP diagram
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For analyzing the evolution of the risk of failure in a system
consists in following the trajectory of its working point in the PP
diagram. Each changing in this film accompanies the movement
of the system depending on the phases of its mission and the
evolution of its environment. The threshold Uy is the input data
from the data sheet giving the level of sensibility for the device.
It can be computed for out-band behavior using research works
and other sources of information. This value has a given uncer-
tainty and lack of knowledge. For this reason a margin must be
taken to decrease this value and to guarantee that the electronic
won’t be disturbed. Now, around this new threshold, the whole
uncertainty including those of the structure, components, loca-
tions, etc., should not reach the previous initial value obtained
from the data sheet. Figure 7.22 illustrates this mechanism.

To remain under the level fixed, gain in the protection can-
not go linearly from one value to another. We see that adding
a braid on a cable will give one step 20 dB at least of isola-
tion. That’s often the case whatever the constraints and this
shows the mechanism in a system conception and the limit in
an optimization process.

[What can be done when emitter and receiver are in
strong coupling interaction?] Same process must be fol-
lowed but the engineer should remember that under strong cou-
pling assumption, both emitter and receiver will be impacted
by any change in the coupling function.
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Figure 7.22: Uncertainty around the threshold

7.5.3 Margin management

Once the border determined, the cycle from the emission limits
defined to the immunity limits requirements can be made. For a
threshold V; of a component, the choice of architecture leads to a
maximum of emissions for all sources Mg. On this level we take
a margin to define the immunity limit I;, = Mg +margin. This
constraint generates a level across the component V;. Logically,
Vy = Vi + margin. If no disturbances is observed during the
test, it confirms that the margin is reached. The figure 7.23
explains the process.
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Figure 7.23: Margin process
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7.5.4 System life

During its life or its mission, a system changes in its character-
istics and can encountered more or less external emitters.

When the system evolves, the story can be drawn on a mu-
sical partition. At each step, the metric and the hamiltonian of
the system can change like the external sources radiating into
the direction of the system. But the relative location of the
system and of the sources can change also.

The source vector (using a nodes pair vector) evolves depend-
ing on the system movement or evolution. The components of
the vector source change depending on time, and the way they
are seen by the system is also changing with time. This changes
can be taken into account using a matrix that I have called a
gamma matrix.

Figure 7.24 shows how the system life can be seen compared
to a music sheet.

Once the system chains are conceived, the system can ap-
pear like a robot, able to make various actions in response to
commands. Depending on its ”autonomy”, this capacity goes
more or less far. For example we can imagine all the versions
we have between two robots, a first one being a classical car.
I use it to go from Paris to Rouen. It helps me to make this
travel with different secure functions, but I have to drive this
car anyway! And a second robot which ask me the destination,
and make alone all the rest to transport me to this destination.

Under this kind of system, what evolves principally during
the mission is the environment. In parallel to the previous mu-
sic sheet, we can add another one to see how the environment
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Figure 7.24: System life, mission and phases

evolves during the same mission. Each line takes in charge one
source that belongs to the environment. So the problem con-
sists in having a mathematical technique that changes the source
covector following its real changing in the mission. Note that
the synchronizations (C),) between the existence of a source in
the environment and the electronic state of the system obliges to
study the problem through a stochastic process. Each electronic
state as phase of mission can be identified with color in corre-
spondance with their critical role in the mission. The same for
the constraints that can be more or less dangerous. More, the
time duration of each event can be drawn on the music sheet.
But a difficulty is that for example, between the time duration
of a breaking phase for a vehicle and the duration of lightning
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field, the difference of scales is enormous. Figure 7.25 illustrates
this approach.
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Figure 7.25: System life and environment

The system must be cut in subparts to be studied. It is im-
possible for the human mind to encompass the whole system.
Doctors need to understand each subparts of a human body to
make a diagnostic answering to a list of symptoms. The system
is made of chains. One chain to distribute the energy. One chain
to distribute the intelligence (numeric chain and microproces-
sors). One chain to manage the perception. One chain to man-
age the actions (motors, etc.). And so on... Each chain is made
of signals exchanged between electronic equipments involved in
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this chain. Each equipment is made of electronic components.
All of this mechanisms are supported in a mechanical structure
or in various mechanical structures. Strategies of exoskeleton or
endoskeleton can be used. It’s the same for the conception of
the system. Two approaches can be followed: bottom-up and
up-down. Sometimes, both approaches are used. There are no
rules. In final, chains must be defined and incorporated in a
chosen structure. What we may say is that the more the sys-
tem incorporates electronic, the more the bottom-up approach
should be used. This because the electronic can adapt the struc-
ture to answer to various sollicitations, even mechanical ones.
In that case, the mechanical structure can be defined only once
the electronic functions are defined themselves.

In any cases, the objectives of the system is to make some
missions, to answer for requirements of the customer.

q

Each chain ¢ is associated with an impedance operator (.

Each of this operator is created using a direct sum of the op-
€

erators of the equipments (. Each operator of equipment is
constructed from the direct sum of the components operators:

€ (&

¢ = ®:(. But rather than speaking of operators, we should
speak of manifolds. And finally, the system S appears as a
direct sum of manifolds:

S =, [@e (@Cfﬂ (7.38)

c e q e
and ®.( = (, and {( = ®.(. But we known that these direct
sums must be completed by coupling operators, including the
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metric L.

This has a deep physical meaning. Constructing a system
supposes that you group the system in the same space, under
the same metric. If not, it becomes impossible to join its pieces
or to establish a dialog between its microprocessors. To con-
nect both metrics of the separated systems, the influence of
each metric must be transferred to the other. That’s the pur-
pose of the mutual inductance. Once more we may discuss of
the weak coupling assumption meaning that a system part is
weakly coupled to the other part of the system. This means
that the coupling acts only one way without back effect on the
emitter. But at the system level, this doesn’t mean that the
added part has no influence on the system. The assumption of
weak coupling can concern one physic, and not the whole system
mechanisms. For example, adding a microprocessor can change
the energy consumption at the margin but decide of the whole
system behavior.

7.5.5 Sources and gamma matrices

The sources of the environment can appear many times in differ-
ent locations, or be seen by various parts of the system because
of its movements, or again appear only one time in a particu-
lar moment. Knowing Markov’s processes, a similar matrix can
help to represent this kind of changing in the environment. We
just need to replace the source covector e by a modified source
covector ye depending of some rhythm that helps to follow the
system life.

When we need to study a system, a permanent problem ap-
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pears: is it possible to model the system in the frequency domain
or is it possible to model it only in the time domain? Why this
question? Because they are physical phenomenons that can be
easily modeled in the frequency domain, while others can be
easily modeled in the time domain.

Skin effect, modes in a cavity, radiations are some of the
physical phenomenons that are easier to model in the frequency
domain. At the opposite, non linear behaviors like diodes are
easier to model in the time domain. In fact, we can consider
two facts very importants in this problem:

1. non linear behaviors often depends on low frequency sig-
nals and polarisation signals;

2. the first difference between a periodic temporal form and a
single temporal form is that in the first case, the spectrum
is made of raies (the amplitude is also modified).

A graph in low frequencies decides of the state of the non
linear components. The high frequency components are mod-
ified depending on these states. The low frequency spectrum
is determined making the signal periodical even if this is not
the case in the real world. During the computation, a temporal
loop makes the non linearities changing and inside this temporal
loop, a frequency loop takes in charge the computation of the
high frequency signals. This idea uses two important results:

1. when a signal is called "little signal” it has laws defined
on only one domain;
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2. the signals that makes the polarization of the nonlinear
components evolves slowly in a way that allows to neglect
the majority of the capacitors and inductances of low val-
ues. This simplifies the circuit and the expression of its
impedance operator. This is always interesting in the tem-
poral domain.

In a first step we make the signal periodic: e(t +T) = e(t).
This allows to find accurately the low frequency spectrum. Each
part of e(t) can be retrieved making a moving average compu-
tation on the signal. If fj is the typical central frequency of
the high frequency part of the signal and f; its low frequency
envelop, if f, << f, the average of the signal on a multiple of
the duration 1/f}, tends to suppress the high frequency signal
without impacting the low frequency one.

Once the computation is made, the amplitude found on each
high frequency component decides of its amplitude in the tem-
poral sum. To obtain the time domain signal, it’s just necessary
to add these various sinusoidal components to the low frequency
envelop. This kind of strategy is not so easy to write. After hav-
ing verified that the high frequency signal cannot develop the
level responsible for the changes in the domains, we determine
two circuits:

1. the low frequency circuit solved in the time domain with
the influence of the non linear components. Its source is

q(t);

2. the high frequency circuit solved in the harmonic domain
of sources Ly(f).
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at each time step, we solve the low frequency circuit using time
domain finite difference or Newton’s method. For each of these
steps, we solve the whole frequency domain for the high fre-
quency circuit. The amplitude of the harmonics are memorized
then added to the complete solution:

s(t) = Cla(t) + Y Ln(f)Cos(2m ft)]
f

One advantage of this decomposition is to take into account
changes in the high frequency part, mostly if the high frequency
signal comes from a different source from the low frequency one.

We write the signal u(t) with the sum ¢(¢) + h(t) where ¢(t)
is the slowly varying signal with the spectrum L,(f) and h(t)
the high frequency signal with the spectrum Ly (f).

A symbol with a hat points out the spectrum of the signal
identified by the symbol (e(t) — é(f)).

If we are in small signal conditions, the change in this volt-
age or in the corresponding current should not influence the
impedance operator. The small signal condition can be written:

Veé,, 1% € Lp(f), aac;j =0 (7.39)
This can be said with the condition: I',, , = 0. Once more the
curvature plays a very important role. We see that as often,
working in a flat space simplifies enormously the analysis.

We imagine a signal defined by:

u(t) = aCos <2th> + ACos (2%{) — u(t) + b(t)

B 0
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We wonder how we may treat both signals high and low frequen-
cies which means to be able to identify them in a first step? We
make the assumption that the non linear behavior has a cutoff
frequency f. and period T.. We have Tg >> T, and Ty << T.
We want to compute a floating average defined by:

t+To
() (£) = Tio /t dtu(t) (7.40)

This leads to:

a [T t A [T t
u) (t) = — dtCos | 2mr— | + —/ dtCos (2#)
(w ®) Ty /t ( TB) To Jy To

We obtain:
2";7;% [Sz'n (2#%) — Sin (2#%)} +...
o+ 30 |Sin (2m 50 ) — Sin (274 )]
We look at the second term:

L =A [{Sm (27TTLO) Cos2r + Cos (277%0) Sm%} — Sin (27TTLO)}

2m

.=0

The first term gives:

T ;?7% [{Sm (27Tﬁ) Cos (277%) + Cos (277%) Sin (2%%)}

...—Sin (%ﬁ)}
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But: T
T—; =e—0
So: . .
ol 4 . 0
.= 2T — 27—
57T [C’os ( 7TT0> Sm( 7TTB>:|
and: T T
Sin (271'T;) — Qwﬁ
Finally:

(u) (t) = aCos <27rt) =o(t)
Tp
the high frequency and small signal b(t) has disappeared. The
envelop of the composite signal can be extracted for a known
cutoff frequency of non linear behavior.
The previous demonstration can be extended to any kind of
envelop, not only the sinusoidal ones. This can be shown just

defining;:
t
v(t) = gq agCos (27TTq)

with T, >> Tp, Vq.

In order to facilitate the distinction between both kind of
signal, it is sometimes interesting to use also both time and
Laplace’s operator in a same equation. The envelope is treated
using the time and the small signal component using Laplace’s
operator. This appears naturally in the program where inside
the frequency loop there are equations depending on time and
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also depending on the pulsation. The time part of the equation
changes the polarization and the impedance operator, while the
small signal part evolves depending on the impedance sets by
the envelope. The impedance changes because parameters like
voltages or currents set domains that determine the expression
of the impedaince operator. This can be somewhere written:
€a = Cab [’U(t)} s
We imagine a fixed polarisation source p(t) and a system
passing in front of this source. If the system has N inputs, the
source can illuminate various inputs of the system during time.
If the covector e at the origine is given by (for three inputs in
the system):
pa(t)
e= 0 (7.41)
0

If, after sometime, the movement of the system exposes the
second input to the source, the matrix v defined by:

00 0
y=|1 0 0 (7.42)
00 0

translates this process.

What is particularly interesting in this technique is that the
matrix v can have for components the probabilities that such a
source illuminates a given input of the system. More often, these
probabilities are bayesian probabilities. We write the probabil-
ity that the source takes a value, knowing that the configuration
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of the system is also a first one, etc.:

Yry =P (e(k) = 61| xk, ¢, .. )

The commands ej drive the behavior of the system and the
external commands depends on stochastic processes. A con-
nectivity make links between a set of sources determined by a
~v matrix that selects the concerned sources and the covector
source applied to the system. We start from a known set of
sources {e, }. We identify in this set the sources concern by the
system life in a given moment: ~ {e,}. Then a connectivity
creates the adequate source covector for the studied manifold:

up = Cpp {ea}

The use of gamma matrices can be very fun for modeling
of propagating waves. Let’s take an example. We imagine a
system with two vertices. The source vector is defined by:

U, = [ 601 } (7.43)

The propagation of the waves between these two vertices is de-
fined by the gamma matrix:

0 -G
a
) = [ o } (7.44)
G is a Green’s function. If we compute U, = 75U, this gives:

U, = { - gel } (7.45)
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Ua =737aUa gives:

U, = [ Gzel } (7.46)
Ua =757aVa Vo

Uy = [ _Cf,)gel } (7.47)
Ua = YaVaVaVaUa:

Un = [ Gzel } (7.48)

etc. This gamma matrix models the ping pong of a wave ex-
changed between the two vertices. If G = 1, it is an oscillator.
Let’s take another example. We consider a system of three
vertices linked by two channel of communication. The part of
energy transmitted on vertex 2 is given by the ccefficient yo1 =
1 + 012, where 015 is the reflexion coefficient at the border on
vertex 2. Another part of the energy is reflected to vertex 1,
etc. These ceefficients are weighted by the delays of propagation
between each vertex. Finally the gamma matrix is defined by:

0 0'12677—11) 0
v = | yare” P 0 o93e” 2P (7.49)
0 Ysoe 2P 0

7, are the delays of each channel.
Starting from the source vector:

Us= 10 (7.50)
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we obtain:
0
YaUa = | y21e™™P (7.51)
0
o12Y21e” 2P
YaYaUa = 0 (7.52)
Ysayzre” (T2 FTIP
etc.

The evolution of the source vector shows how the waves prop-
agates in the system for a source in vertex 1.

7.5.6 Time and frequencies

It is clear that the harmonic domain allows to compute easier
complicated phenomenon like the skin effect. Its big disadvan-
tage concerns the non linear behaviors. If we consider a trape-
zoidal form of rise and fall time ¢, and duration tp, its Laplace’s
transform is:

1—etsP 1 _ e tsPe—tDP
= — 7.53
(p) ( - — ) (7.53)

We can sometimes approximate a function u(t) as a sum of these
kind of signal:

u(t) =3 Aas(p)e P = o (t) (7.54)
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The amplitude of each signal v,, is given by the root mean square

value:
1
Alva) = | = / dtv? (7.55)
tD tp

But following Parseval’s formula, it is equivalent to write:
Ava) =[5 _C2+C3 (7.56)

If the domains of the non linearity depends on the amplitude of
the signal, we can compute the harmonic response across the non
linear component, then computing the rms value using 7.56 we
verify if the non linear component changes of domains or not.
If the decomposition of the original signal is sufficiently thin,
the error due to the delay in taking into account the domain
changing can be acceptable.

Ideally, we try to bring us closer of a music sheet. On a mu-
sic sheet, each moment is associated with a spectrum. But the
frequency of the lower note is many more higher than the fre-
quency of change in the spectrum. Wavelets are the theoretical
technique to treat of this approach. Another very interesting
representation is A (vq,t) and the corresponding time window
duration.
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7.6 'Trajectory, geodesics and curva-
tures

If we consider a very simple circuit made of two meshes. A first
mesh with a generator of self impedance Ry, source e and a load
R; and a second mesh similar to the first one but with a load
R5. Its impedance operator is:

Ry + Ry Ry
(= (7.57)
Ry Ro+ R

The system can be represented by two vertices linked with a
cord of value Ry. The current of each vertices is given by:
& 1

7= (Ro + R1)(Ro + Ry) — R2 2Ro — Ryle (7.58)

E = 1if k = 2 and reciprocally. If R; = 0, it is clear that
J' > J2. In that case, the majority of the current follows the
lower way in impedance. What about the power?

The power dissipated in each vertex is the current multiplied
by e. In that case it is obvious that the power follows the current.
This is logical because here, the power results in dissipations
only.

We imagine now a system made of four vertices numbered
from 1 to 4. We study the couplings between a source vertex:
1, and a receiver one: 4. To go from 1 to 4 we can go through
the vertex 2 or through the vertex 3. For the first way, the EM
force induced in 4 is e4 which is equal by definition to (43.J2. We
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can write also that J? = 3%%e,. e, can be ey itself, e; directly
or ez linked with e;. We write:

eq = Caa (y*ea + y*es +y*ler) (7.59)

If we make the assumption that there are no couplings be-
tween the vertices 2 and 3, we obtain:

(1= Ca2y®*) ea = Caoy®' C11J"

The reasoning seems simple, but is that correct? If the ver-
tices 2 and 3 have no self sources, they only modify the path of
coupling. If we synthesize the first path with an operator (4
and the second path with an operator p41, the system can be
represented by the operator:

C11 Cia + t14
= (7.60)
Ca1 + par Ca4

With this form we can easily compute the expressions of the
currents:

1 Caa — (€14 + p14) €1
Jt = X (7.61)
— (Ca1 + pa1) C11 0
with A = (11Cas — (Cra + p14) (Ca1 + pa1)-
Finally
JA = —Me (7.62)

A 1
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Our observable is something like aJ%, o being some impedance
that belongs to the fourth vertex. As the couplings are symmet-
ric, it is not so easy to obtain the different relations implied in
the path. For example, we may now replace e; by a function
of the first current. But in fact, as we are not under the WCA,
the previous system of equations tells us that:

Jl = %61

" (Car + pay) A
- + pq1
aJt =Vy=—a—2" —J!
! A Caq

our result becomes:

Vi

g — Y2 ala t+pa) (7.63)

J1 Caa

In this case we see that it’s possible to make the distinction
between the two paths of coupling:

1 2
gn =8 gy = %4 (7.64)

J' and J? being determined, the metrics \/ ga1J1J2 give the
normalized work of the interactions and the path preferred by
the energy to go from 1 to 4.

The previous method is always true, whatever the expression
of the system that has been chosen. It implies to compute the
current, then to compute the ratio of the targeted current by
the emitting current and to multiply the targeted current by the
impedance operator that leads to the force observable.
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In this complicated space, the geodesics are also complicated

and between the two paths \/g}qu J2 and \/gil J1J2 nothing
intuitive allows to know which path is the shortest, i.e. com-
municates the higher level of power to the vertex 4. We cannot
speak of curvature in this space if the two paths are not equals
but anyway leads to the same vertex. This because the space
remains flat. No Christoffel’s symbols are involved in its ex-
pression. It means that the distance does not depend on the
amplitude of the current, and indirectly, the distance does not
depend on the amplitude of the generator. If the coupling do not
leads to the same vertex, in that case we can speak of torsion.

The basic concept of these notions comes from the differ-
ence that can exist between the two paths of coupling between
two vertices, but each path going in one direction only. For ex-
ample if we have two loops coupled with two different mutual
interactions: Ms; # Mi5. The operator is:

21 —Miop
(= (7.65)
—Mo1p 29

We proceed as previously. The currents are:

1 29 Myop e

(7.66)
Myip z21 €

with A = Z129 — M12M21p2.
If B is a part of z5 that gives the observable, we can compute
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the path between the two loops from 1 to 2:

J2 Mle —+ 21 >
=g =p( 2L 7.67
90 = P (Mlgp ¥ 2 (7.67)
for the other path we find:
Jl M12p + 29
= (22 7.68
G2 =775 =7 ( Y (7.68)

g12 is the inverse of go1 if B = «, what seems to be logical.
Seen from the emitter, the reaction will depend on /g21912 =
V/B7y. As usual, the interaction depends on the cord, but not
only, it depends also of the impedance of each mesh involved in
the interaction. We see here clearly that the mutual inductance
plays a role in the interaction. If we remain in the same example
but with a first vertex of impedance R+ L1p and a second vertex
of impedance Ry + Lap. There is also the mutual inductance
coupling between the two vertices. This time we can define:

Ry O
H = (7.69)
0 Ry
and
Ly -M - N
L= (7.70)
-M—N Lo

and ( = H+ Lp. M and N are two paths of coupling between
the two vertices. Both currents are given by (for a single source
on the vertex 1):
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1| B2+ Lop (M + N)p el

J :Z

(M+N)p Ry+Lip 0

with A = (Rl + Llp)(RQ + Lgp) - (M + N)2p2.
We obtain:

J = %(Rg—l—Lgp)el JQZ%(M—i—N)pel
Now we can define V, = Ry.J? and

Vo J? (M+N)p

:7:R7:
P TR T R L

Now let’s compute goJ1':
R
gorJt = KQ (M + N) pe,
and go J'J?:

In final we obtain:

M+ N
s=\gnJtJ? = Z PV Raeq

(7.71)

(7.72)

(7.73)

(7.74)

Once more we can compare both paths: the path associated
with the coupling ccefficient M and the path associated with
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the coupling ceefficient N. We understand that the higher the
mutual inductance, the higher the energy transmitted to the
load Ry. The same conclusion can be made for the action s.
Depending on the criterion that is retained for the disturbed
state on a system, the observable in action s = /V2J2 or in
voltage Vo can be preferred. What may we found using the
second geometrization?

7.6.1 Second geometrization writing
We determine the basis vectors:
Ry 0
b, = by = (7.75)
0 Ry
They generate a metric:
G = (7.76)
0 R
The equation of the system is:

b,z being the jacobian. If @ is the transposed matrix of b,
we obtain:

Qge,u = Qﬁburjm + Qg‘c,uzpjr (778)
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but Qb = Gos.

RiL4 —Ry (M + N)
Koy = Qgﬂp,a: =
“Ry(M + N) RoLs
and
Rieq
Ta = Qgelt =
0

The equation T, = (Gpz + Koup) J leads to the matricial
equation:

Rieq R% + RiLip —R; (M + N)p J!

0 —~Ry(M +N)p  R2+ RoLop J?
And so, noting A’ = Ry Ry A:

J! 1 R% + RoLop Ry (M + N)p Rier

, | T A
J Ry(M + N)p R?+ RiLip 0
We see that we obtain exactly the same result as previously.
This confirm that H can be considered as a pseudo-metric but
L more than a metric, as suggested by Kron, should more be
considered as an inertia tensor. But that’s the whole, H and £
which describes completely the space. It is clear when we look
at our previous conclusion, the more the inertia, the more the
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transmitted energy. The inertia for the interaction is given by
Neumann’s formula:

dly - dl
M:ﬂ/ / e (7.79)
47'(' 1 J1s T12

7.6.2 Topological analysis

If two paths are available depending on M and N, it means that
to go from 1 to 2 we have two borders, and the system is S/2.
The ratio of the action of each path is simply M/N. What may
happen if the space is curved?

Inertia curvature

If L1, Ly, M, N are functions of J', J2, noting:

p(L1J") = LipJ* + Qup1pJ ' T (7.80)

with: or
Qijg = — 7.81
75 8J"F ( )

The other terms are:
p (L2J?) = LapJ? + Qa0 0pJ?J?,
P (MJl) = Mle + levlpjljl + QQLQPJQJl

The same for N. To do the difference between M and N, we
use ' for N. The operators H and L are now completed by an
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operator {):

1 ’ 2 ’ 1
Q11,17 (12,2 +92020) I + (2,1 + Q2 1) 7
Qur = ,
(921,1 + ﬂél,l) gt (921,2 + Ql21,2) g2 Q2,27
(7.82)

and the equation of the problem becomes:
€p = (HMI + ‘Cp,xp + Q;L:rp) J* (783)

This formulation is quite different from the one we use be-
fore. Be careful that the operator €2 involves product with the
currents. So the final expression is non linear and depends on
the product JoJ%.

The first equation of the problem is:
e = H11J1 + Lllle + ngpJ2 + Qll’ljlle + ...

R 91272J2p,]1 + Q/12)2J2pt]2 + ng’lleJQ + Q/lz’lleJZ
(7.84)
and the second equation is:

0 = HaoJ? 4+ LogpJ? + LoipJ' + Qo1 1 JpJt + ...

R Qél’lleJl + le)ngpjl + Qél’szle + 922’2J2pJ2
(7.85)
But as the inertia depends on the currents, it can be natural
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to create domains apply to a linear inertia K with for example:

Jt,J?
(921,1J1 + Q21,2<]2) pJt= D anlpJI

(7.86)
Jl
Qi1 pJt = D, K} pJ!
The operator ) becomes equal to:
Jl Jl’Jg J11J2
D, K14 D nKis+ 24 nK{g
Qpz =
JLJ? JhJ? J?
D .Ky+ D K} DK%,

(7.87)

With this technique we remain in a classical expression of
the tensorial equation writing :

ep = (Hyuz + [Lpz + Qual p) J*

But it appears anyway the term €2 which does not exist usually.
As no path reaches a vertex different from the two vertices in-
cluded in the set of the beginning, we consider that there are
no torsions. We can wonder what is the curvature of the space?
There is mathematical definitions, but we can accept a defini-
tion that gives us information, without knowing the definitions
that have been retains on mathematical criteria.

For us, the deformation of the space comes from the depen-
dance of the inductance to the current. A difference with a flat
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space that may speak to us, is the difference between the induc-
tance of the flat space with the inductance of the curved space.
This step is directly given by:

Qe
Ly
By making the comparison between this step and the devia-
tion 1+ tgf we obtain the expression of our curvature:

nx

Q
0 = arctg ( 7 ) (7.89)
ux

In the expression of Q0 7.87, we can make the distinction
between the two paths, and in fact we can define two operators
Q and Q. The first depends on D and the second on D’. Two
curvatures can be computed also and if the two paths are of
different lengths, we can compute the whole path coming from
the trajectory 1 to 2 by one path, then the trajectory to go from
1 to 2 by the other path. In that approach we create:

1+ ‘ (7.88)

roJt JtJ? b
DK} D K7
Quz = (7.90)
J,J? J?
D K3 D,K3,
and
[ I 1
DKy D K7
Q:w = (7.91)
Jt,J? J2?

D Ky DKL
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The difference between the two paths is given by:

J? J?
n2) - nt)
’ J*t D Jt D’

/
Ro121 = |g21 — g5
and in general:

= |921 - 951\

‘We note:

Rabcd - ‘gab - géd| (792)

The tensor Rgpeq is another expression of the curvature. In
geometry, this tensor is in relation with Riemann’s tensor.

Hamiltonian or Metric curvature

Under the second geometrization writing, the metric is associ-
ated with the operator H and the dissipation, G = H” H. The
resistances depend also of the currents. We can compute:

0Gyy 0
oJ=  9J*
If the resistances evolve like Ry (1+aJ') (a similar expression
for Rs), we have the basis vectors:

Ry (1+2aJ") 0
by = by = (7.93)
0 Ry (1+26J7)

<bx> by> = Fzz,y + Fyz,x

The Christoffel’s ceefficients that are not equal to zero are:

1= a(R1)2 (20& + 4a2J1) [0 = 6(R2)2 (25 + 4ﬁ2j2)
(7.94)
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Starting from Kron’s equation we have:
€o = Howa + Eompr

We have seen that multiplying each member by ) makes appear
the metric G, with T'= Qe, K = QL. In our new problem, the
H operator is the only one which changes:

Ry (14 aJb) 0
H =
0 Ry (14 BJ?)

The equation e, = H,;J* + L,.pJ* can be written, if b, is
the jacobian Jj«e:

ey = buad” — FupJ® + LxpJ” (7.95)
with:
—CYJlRl 0
F p—
0 —BJ?R,

If we multiply by Q = b7 with T, = Qhe, — QUL pJ", all
members, it gives:

T, = Ql;bua:t]x - Qng,wa
but Qb = G and

1
Q4 Fyuad® = Jloyad" "
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Finally: .
To = GoyJ® — ifgy@.Jsz (7.96)

If various paths are available, we can test each of them de-
pending on the flux J7 to see their extrema. We compute:

9 9 9

__90 ygr _ 1 0 gqygzr _ 1 9_ gz 7Y
so77 Loyzd?J LloyzgmJIYJ LloyzgmId™J

knowing that:
0

ﬁGam = Faw,'y )
9 T x
an’ =%
9 T 7Y T 7T z
ﬁJ JY = 6’YJ =J%or0
with 5
Joy = WTO'
we obtain:
" 1004y, . .
Joy = Fo’x,vJ + Go'y - iﬁjyt] - Fow,'yJ

which gives finally:

1 Oy z Ju e

9oy = Goy — 2 9.7 (797)
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Now we may be interested in looking for the difference |go — gy | =
Roycx- We have:

1006y

100y,
2 9J

JVJ" = Gy + = JUJ?

Royex = Goy 2 9Jx

Making the contraction with ¢ = x, which implies Ry ¢y = Roy
and extracting the £ part of T" we obtain:

1 61—‘7%1 a]-—‘g'y’z y JT _ aﬁow _ o x
B 2( G am)J T =G 050" )J
(7.98)

The second terme can be seen as the tensor of the differential in-
ertia 7. The derivative of I' leads to pure resistive impedance
operator R. So we can create a tensor which definition is:

Yooy = Oy TV 80 ] (7.99)

with these writings we obtain the remarkable equation:

1
Tory = (Rf,7 - zymR) (7.100)

In fact when we look to the difference between the various
paths, we make an operation similar to a rotational. The Rie-
mann’s tensor can be seen for me as a kind of rotational.

7.6.3 Paths of higher orders

As we have seen, the problem of higher order paths leads to
determine the expression of the whole path from one emitter
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to one receiver. The figure 7.26 shows a situation where two
paths of various types allow to reach the vertex 5, starting from
a parasitic emission in a vertex 1.

Figure 7.26: An EMC situation

The fact that the second path uses 2 vertices rather than
one like the first path doesn’t mean that this path is ”longer”
than the first. We cannot have ”a priori” on the properties of
each path and its contribution in the energy given to the final
target, here the vertex 5. The whole expression of the first path
can be obtained simply using our definition:

Js J5 J?

951 = Rss
As usually, Ry is a function of the impedance operator of the
vertex 5 that gives the voltage V5 observed as criterion for the
received energy of 5 coming from 1. Defining: f¥ = JY(J)~!
we have:

gs1 = Rss f2 f} (7.102)
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This is a general definition that can be used for any kind of
path:
Jop = Raolls f5 .. 5 (7.103)

The problem is finally to solve the various transfer functions f7,
from x to o.

Each possibility gives a path to reach 5 through 2: gézl) or
through 3 and 4: gé§’4), etc. The final structure is always a 2x2
matrix, but the extra-diagonal components can be complicated
functions involving all the g, (. 1 paths.

Any path gives an action (you have noticed that I call action

the root of a power, i.e. a potential). The energy is so given by:

w= /dt\/gnyyJ“” (7.104)
¢

In our previous case, this leads to:

w= \/ % (324 FIfA Ry J1I5 (7.105)

All the possible paths appear clearly and give us the order n
of the system of kind §™. The electromagnetic energy uses all
these paths to reach the vertex 5. But some of them are more
or less significant. If they are all undesired, it is very interesting
to evaluate their contribution, to suppress, in priority the more
influent paths. This can be sufficient to decrease the coupling
between 1 and 5 and get out the risk of disturbing vertex 5.
But it exists a difficulty in electromagnetism: one time a path
is modified to decrease its influence, we have to compute again
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all the system. After this modification perhaps another path
will behave differently and partly destroy the effort made to
separate the vertices 1 and 5. The behavior of the system is not
linear. Why? Because when we change a coupling path without
changing the impedance of the involved vertices, the energy has
no other choice to dissipate than using more other paths and
increasing the current in some vertices. Let’s take an example
to illustrate this problem.

We have seen that lines like waveguides in general or anten-
nas are perceived by an emitter through some back impedances
that translate the transmission of energy. In the case of the
antennas, this is the radiation resistance linked with the whole
energy radiated in the free space. In the case of lines, what is
its expression? We have already discussed of this notion, but it
is interesting to come back to it with a quite different approach.

If we look to the voltage anywhere in a line, at an abscisse
z, this voltage can be written:

V(z2) = Vie 9% 4 V,e7Ik(2L=2) (7.106)

The current has a similar expression, with the characteristic
impedance dividing the voltage:
Vi _. V. _.
J(z) = e ikz - Lemik(2l=2) (7.107)
Ze Ze
The incident wave V; defines the limit condition in z = L. We
can write this ccefficient in z:
V.e—ik(2L—2)

Vi oik(L—2
o(z) = T Ve Y © 27k(L==2) (7.108)
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in z = L, the reflexion ccefficient if defined by:

Vr W ZL ZL*Zc
l=—==-1=2-—— 1= = 7.109
D=y =y Z.+ 71, Zov 7, (109

We obtain with this definition, the voltage and current at any
abscisse z of the line:

V(z) = Viem 7% (1 + o(L)e27k(L=2))

(7.110)
J(z) = Zlie_jkz (1 — U(L)e_ij(L_Z))
and the backward impedance at any point z of the line:
1 L —2jk(L—2)
Zn(z) = L&) _ 4 [L+a(L)e ] (7.111)

J(z) ~ L= o(L)e ke

If we want to have a symmetric model of the line with a back-
ward impedance seen from the output of the line, due to its mis-
matching on the input, the reported EM force can be compute
from V (L), knowing V;, the voltage for the matched output line.
The model is a little more complicated than the one of Branin,
but makes appearing the very interesting concept of backward
impedance.

Now let’s imagine two vertices that are connected by two
different lines. From the first vertex, we can see these lines like
two backward impedances ZR; and ZRs. The two lines have
two characteristic impedances Z; and Zs. The first line reports
on the first vertex the impedance:

[1 + Jle’zjk(m]

ZRl = Zl [1 _ a'le—ij’(L)]
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and the second line reports on the same vertex the impedance:

L [1 4+ opem D]
ZRy = Z?m

and we have:

Zp+XRo—2Zy _ Zp+XRi—Z>

91 = Zi+XRotz1 927 ZLAXBi¥2s

X Ry and X Ry are the impedance reported by the line and seen
from their outputs. To simplify the analysis, we make the as-
sumption that the generator is matched (i.e. Zy = Z1 + Z2).
Then XR; = Z; and X Ry = Z5. We understand that any mod-
ification that we may realized on one of the lines, to decrease
the coupling through this line will affect the impedance seen
by the other line and as a consequence, will affect the response
of this other line. That’s the difficulty of the electromagnetic
compatibility, systems are in general not easily separable.

When solutions will be tested to try to reduce the coupling
between two vertices, we will often need the impedance oper-
ator of some discontinuity. The figure 7.27 shows this kind of
structure.

With this circuit we have:

Vi = (Z11 — Z12)it + Zyp(it — %) = Zyyit — Z10i®
and

Vo = Zyo(it — %) — (Zag — Z12)i* = Z19i* — Zogi®
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711-212 . ” 722-712

Figure 7.27: Discontinuity

7.6.4 Cavities

A cavity is a special environment that turns back at least par-
tially the radiation created inside of it. A cavity is first of all, a
short-circuited waveguide with discontinuities inside. We have
not studied so accurately this ambiance previously.

A cavity behaves like a line, but where the modes used by
the field to propagate are different. We imagine an electric field
depending on the axis x in a rectangular waveguide of directions
r X y = z. Maxwell’s equation tells us the relation between the
electric and the magnetic field:

—1 9B, = fj—kEMSin (w%) eIk = L _ Np = ,u:—n

- Jpw 0z Juw H,

Y

The modes Sin (nwy/W) of order n is the function ¢,,. If a,, are
the amplitude of each mode and a,, the amplitudes of modes
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created by discontinuities in the cavity, the electric field is:

N M
E= Zan (1+o(n)e 2*L) ¢, + Z A Ome23Fm L (7.112)
n N+1

the cavity being of length L and width W, height X.
If Y, = an/no and v represents the magnetic modes, the
magnetic field is:

M

N
H=> Y, (1-ocme %) g, + 3 Ve Fnl (7.113)
n N+1

The input impedance of the cavity is defined by:

V —1
Zp = J—Z :/da:Ew {/dyHy} (7.114)
x Y

If we consider that the added modes a,, and Y,, comes from
residual diffractions on small discontinuities and are negligible,

we have: )
(1+ o(n)e2knl)

O (1 = o(n)e—24kalL)

The characteristic impedance can be obtained from the wave
impedance (we have already seen that) using:

E, H, \ '
S e e} 11
= [ TN </ydy |Hy|> (7.116)

7y is the wave impedance of the mode n.

ZR(n) = (7.115)
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It the first wall of the cavity is equipped with a slot, the
equivalent schematic of this limit condition is the capacitor of
the slot, associated with its inductance, in parallel with the
resistances of the parts of the wall on each side of the slot. Once
the energy is transmitted to the input of the cavity, we can study
the propagation of the potentials (V,4), as the propagation of
the fields (F, H), it’s the same thing!

Now when the wave see an obstacle, it can be treated as a
discontinuity. Over the discontinuity, there is a new waveguide
(perhaps the same as before, perhaps not). The difference with
lines is that the impedances must be computed for each mode.

The generator coming from the slot can be synthesized using
Thévenin’s theorem, with the source hs;Eo,, hs height of the
slot and E; an external incident field in the x direction; and the
impedance:

— Rw

 R,Cip+1

R,, is the resistance of the wall and C the capacitor of the slot
supposed to be small compare to the wavelength. Following
Branin’s modeling, we know that the generator presented at
the input of the discontinuity is defined by:

Zs

X .
ey = <hSE1 -2 YH, + nnyYHy) e Ikn= (7.117)

itYH, = /_1y, and 7, X/Y = z,, the equation becomes:
ey = (hsEl + [zn — 2] By) e Iknz (7.118)

We call ﬁy the current potential, perpendicular to the cur-
rent, but having the same dimension.
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This defines the impedance z1; — z12 of the discontinuity.
To determine the impedance of the border, a technique uses
energies. There are two cases:

1. the half wavelength is larger than the dimensions of the
discontinuity;

2. the half wavelength is equal or smaller than the dimensions
of the discontinuity.

In the first case, we are in the same situation than for the slot:
the discontinuity can be modeled using lumped elements, capac-
itors, inductances and resistances. In the second case, we must
find the equivalent impedance of the discontinuity for each of its
modes. An available technique remains always the same: mak-
ing the equivalence between the energy stored in the volume of
the discontinuity for one assumption of mode and the expres-
sions Li2, CV?2, and for the dissipations Ri?. This determines
the impedance z3; of the discontinuity. If the first mode of the
discontinuity is higher than the first mode of the waveguide, we
should find for example a capacitor that acts as a filter for the
mode of the cavity and transmits a low part of its energy to the
volume behind it.

The whole technique can be applied to the wavefront defined
by the E, and E, polarizations. Each direction of propagation
should be studied also, to understand the cross coupling between
the various modes. If we have two Branin’s structures for each
surface of propagation, it leads to 6 branins in order to model
to whole cavity and its objects inside. It’s not so heavy and it
is the only way to model theoretically filled cavities.
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How to find the modes of a complicated discontinuity? If
we report twice the width of the T'F;, mode, the frequencies
generated by its Fourier’s transform is:

) Y . Y
Sin <n27r2y) = Sin (mry)
The modes can be found making the Fourier’s transform of the
geometrical profile of the discontinuity. Now from what dimen-
sions of discontinuities should they be regarded as obstacles
modifying modes? If the energy they stored is negligible com-
pared to the energy transported by the wave, we can consider
that they act more like porosities than like discontinuities in the
propagation of the waves. For example if the floor of the cavity
is equipped with a printed circuit board with its electronic com-
ponents. We wonder if the microprocessors can affect the filed
in the cavity. Locally, the height of the microprocessors up to
the ground plane is one millimeter. Its thickness is 2 millime-
ters. It acts like a capacitor for 1 millimeter height h,, and like
a resistance for 2 millimeters height h,.. The dimensions of the
microprocessor are 2 cm x 2 cm, a square of surface s,,. The
electrical power stored is:

VSm
VSm
Pove =2 / dy (hn o (1))
2 2 hm Jy—o

and the electrical power dissipated is:
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It remains to appreciate if these powers are negligible or not
compared to:

o= [ [ dudy-- (Buw) < Bywy)  (119)
yJa n
The study must be conducted for each mode, but it is possi-
ble to consider that at one frequency, only one major mode can
be taken into account. This mode is defined for example by
n = 2Z (7.120)
A
Be convinced that due to many uncertainties, these approxima-
tions remain acceptables to evaluate the energy transmitted to
one element in a filled cavity. The problem is anyway very dif-
ficult, and even the use of 3D solvers using meshing won’t give
more guarantees and trust in the results. In fact, both analytical
and numerical approaches are necessaries to trust the results.
The losses in the propagation can be evaluated computing
the losses in the metallic parts, and taking into account the skin
effect. We calculate for example the resistance r of losses using:

ri2 = /ydy [/Zdzi,/ﬂ;ua (Xii(y)f] (7.121)

and i = Voz/2n.

Others geometries can modify the modes, for example cou-
pling E, modes with E, ones. It can be a simple waveguide
rotating between two other waveguides connected to this tran-
sition. To model this kind of material, it is often interesting to
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use the chain matrix. Being able to write the relations between
the fields at the input and output of the structure under the
form:
E, dy  fa E,
= (7.122)
H2 j21 d% Hl
d, f,j are functions of the field.
we can after deduce the impedance matrix from this chain
matrix by:

E, d}  did? — for5** H?
= iz (7.123)
E, 1 d3 H!
with of course jio = (j2!)~!. Thanks to Maxwell’s equations,
the magnetomotive and electromotive forces makes the link be-
tween the fields and the potentials:

e=¢dc-E h=¢ dc-H (7.124)

and so, all the techniques developed for the potentials (Branin’s
models, chain matrices, etc.) can be applied to the fields, through
some geometrical integrals.

Evanescent and near fields

Near field or evanescent field interactions are modeled using
lumped elements: capacitors or inductances and mutual induc-
tances. There is no propagation of the field in these process
that’s why static representations are pertinents. For example,
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it is the simplest model to translate the transmission in a waveg-
uide under the cutoff frequency. An electronic system can be
seen in global as a set of networks of evanescent fields communi-
cating through cords and propagating fields. It is a continuous
exchange between the energy stored in the evanescent fields and
the energy dissipated in the resistances.

What is perhaps less evident is the problem of the near elec-
tric field. Forgetting the transverse part of the near field, we are
interested in the longitudinal part of the electric field. It can
be modeled using capacitors, but this implies to add a branch
and this increases the network dimension. Another solution is
to consider the loads +¢q stored somewhere in another capacitor
and to compute at the location we want the potential created

by these loads:
q

+y =+
v dmegr

(7.125)

r is the distance between the load and the location we consider.
Once we have the two potentials 1, we can compute the poten-
tial difference A across the capacitor C' there is in reception
between the two nodes where we compute the potentials. Across
this capacitor, the potential difference A creates a source of
current K given by:

K =pCAY (7.126)

This source must be added on the receiver, using nodes-pair
current sources. Note that it exists only if the emitter has ca-
pacitors in its schematic, and the same for the receiver. All the
other couplings are covered by the magnetic EM force.

The specificity of this coupling is that it comes from the
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integral of a current (the load ¢ = 1/pi) and creates a current.
It makes a link between a branch and a spanning tree. The term
zJ where J is the nodes pair source is replaced by something
like (z/p)i, i being computed elsewhere. The voltage developed
across the receiving branch is an unknown that can be solved
in a complete space resolution (see the chapter on Graphs for
that).

7.6.5 Path number reduction

When branches are in parallel, we can replace them by an unique
branch. For example, imagine a single generator (ej, Rp) that
power supplied two branches R; and 1/(Cp). We can define two
meshes associated with the following operator H:

Ro+ Ry Ry
H= (7.127)
Ry Ry + c%)

With A = (Ry + R1)(Ro + 1/(Cp)) — RZ, the solutions for J*!
and J2 the currents of the meshes are:

T =% (Ro+ &) er - Boey

J2 = —%61 —+ 7ROXR1 €1

So

(7.128)

1
J:J1+J2:el< mCp+ )

RlRon + Ro + R1
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But we may have considered an unique mesh with Ry in series
with the impedance made of the resistance R; in parallel with

the capacitor C":
Ry

RC T RCp+1
The current of the mesh is directly given by:

€1 RiCp+1 >
J=—— = 7.129
Ro+2rc <R1Ron TR+ R (7.129)

we obtain, of course, exactly the same result as equation 7.128.
A method to reduce the number of meshes is to benefit of
impedances that are in parallel, to replace them by an unique
one having for function, the function that results from this man-
agement in parallel.

It is clear that we won’t use this technique is we want to dis-
tinguish the importance of various path in parallel. But as we
have compacted series of vertices on a same path to reduce the
analysis to a 2x2 matrix, we can reduce known and functional
path in parallel to reduce also the dimensions of the matrix that
must be studied. The first action may be called ”series reduc-
tion” while the second action may be called ”parallel reduction”.

7.6.6 Stationary wave ratio and the mix of
quantum and dissipated fields

Starting from the potential along a line:

V() = Ve Ikz (1 + ae-m(L—Z)) (7.130)



7.6. TRAJECTORY, GEODESICS AND CURVATURES 381

we develop the expression, replacing o by its equation to find:
Vi — kL . .

V(z) = =——e 7" (2RoCos [—k(L — z)] + 2jnSin [-k(L — z)])

Ro+n

with

to obtain finally:

(Ro + jntg [—k(L — 2)]) ViCos [~k(L — z)] e /**
(7.131)

if k = w/c, that to say kL = 7 at the resonance frequency
L = \/2; the potential becomes:

V(z)

:Ro+77

2

~ R +77VZCOS (kz) (Ro + jntgkz) (7.132)

V(2)

For the current we obtain:

2 EC’os (kz) (jRotgkz +n) (7.133)

J =
2 Ro+nmn

If we make the product 1/2V(z)J*(z) using the relations
7.130 for V(z) and J(2), it gives:

1 V2 Y )
- * _ Vi ,—2jkz _ * —4jk(L—2)
2V(z)J (2) 2776 (1 oo*e ) (7.134)
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which at the resonance frequency A/2 and the abscissa z = L
gives:

%V(L)J*(L) V0 o) =W (1 o) =W, (7.135)

W; being the incident power. If we use our previous results on
V(z) and J(z) we can write the power as:

V-2
W, =2——_Cos*kz (R + jntgkz) (n — jRotgkz
W(Ro +1)7 (Ro + jntgkz) (n — jRotgkz)
(7.136)
This leads to
‘/12 S0 2 2 2
W, = ———— (1+ Cos2kz) [j(n° — R)tgkz + nRo(1 + tg°kz)]

~ n(Ro +1)?

if z =L and L = g\/2, then kL = gm and W, is equal to
W; given by:

Ro 9
e Vi
(Ro +n)?

If we replace o by its expression in 7.135 we find the same
result. And this result is also the same for Wy or Wr, /5. But
the power transmitted from the input of the waveguide to its
output has two components: a real one and an imaginary one.
The real one is:

WR _ 1+ Cos2kz
© (Ro+n)?

Wy = (7.137)

V? (Ro [1 + tg’kz]) (7.138)
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and the imaginary one is:

Wl — 1+ Cos2kz _ ,

R
R A (e ) LG

A remark is that if the waveguide is matched, there are no
imaginary energies. The imaginary term translates the part of
energy which is stored in the waveguide in standing waves. It
doesn’t generate Joule’s losses. We may define a ratio between
these two kinds of energies, without looking for the official def-
inition of the ”standing wave ratio”:

w2
Wi

7 — R
nRo

tgkz
[1+ tg%kz]

(2) = (7.140)

The ratio is zero on the input and output because at these
limit conditions, the energy must be dissipated in the loads but
also for the modes ¢ where kz = ¢mw/2. On the points where
the stationary wave is at its maxima, the electric and magnetic
fields behave like a TEM wave transmitting the energy through
a real flux. For the half modes where kz = gn/4 the stored
energy is a part of the real one with a ratio given by:

n° — Rj
2nRy

2=y -

Wi

This result says us that the field can exist under two kinds of
nature: a quantum one with modes defining how it is distributed
in the space, and a continuous and real one associated with the
losses. Somewhere the direction of the space can be identified
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through the continuous flux of energy that doesn’t depend on
modes. On these directions, it is possible that the field installes
itself following modes. That’s what is suggested by the second
geometrization. Under this formalism, the metric is first of all
linked with the resistances, i.e. the losses while the inductances
appear as inertia.

Let’s take an example. We consider the following hamilto-
nian:

Ry 0
H = (7.141)
1
0 R2 + @
It generates the basis:
Ry 0
b; = by = (7.142)
1
0 Rt o
and the metric
(R1)? 0
G = 9 (7.143)

1
0 (32 + C—ﬂ,)
and the sources

R1€1
T = (7.144)
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The space here has two independent directions that include the
losses, plus the memory associated with the capacitor Cs. How
to interpret this kind of axis? In fact if we write the relations
in the fundamental time domain, we have:

Ry 0
H= (7.145)
0 Re+ g [ dt()

When we look to the values of the current at each time step, we
can write:

€1 = RlJl
(7.146)
ea = RyJ? + & [, dtJ?(t)
but
1 1 [ dt
— [ dtJ*(t :—/ dtJ? + = J?
Cy /t ®) Ca Jo Cy
Now we can define:
el
E= (7.147)
er— & Jo " dtJ?
and
Ry O
H= (7.148)
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because dt/Cy — 0. In that case
G = (7.149)

and

Rye;
T=H"E = (7.150)
Ry (62 — %2 Ot_dt dtJ2)

The space remains driven by the losses and the capacitor trans-
lates the impact of a potential energy that changes with time:
the more the current increases, the more the source is decreased.
If we imagine a constant source (a step voltage) e; = e1/p that
gives power to a capacitor C through a resistance R;, we have
only one direction in that case: the value of the resistance R;.
At the beginning the current is at its maximum e; /R;. So across
the resistance where we can observe the projection of J on Ry
the instantaneous value is e;. The current is multiplied by dt/C
and retired from e;. Next value will be less, and so on... When
the time becomes far enough, the amplitude of by tends to zero.
1/C times the integral of the current over the time increases

with time and gives the voltage across the capacitor.
What is happening if the resistances are equal to zero? At
t = 0 the current value is e;/R;. If Ry = 0 the cwrent is
infinite. There are no physical solutions without losses. At least
the resistances exist on the limit conditions, like for antennas, to
give the relations between the radiated energy and the sources
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to create these radiations. After what, the energy transformed
in radiation can be identified by its imaginary property and can
be stored. But to reach this order and organization I must pay
for an equivalent disorder. The entropy is taken in charge during
the operations of loading the energy or when we want to extract
it through resistances and Joule’s effects.

The fluxes associated with kinetic energy and exchanges of
energies go through losses, even if they are very thin. These
losses can be seen as defining the basis vectors to go from points
to points, and these directions can be seen as the directions of
the space where we describe these exchanges. Inertia are trans-
lated by magnetic energies and memories in states are translated
by capacitors where the potential energy can be stored. The in-
ertia can be seen as a capacity to store movement, like in a
spring and translates accelerations. There’s no hazard if the
elasticity is similar to the inductance.

In a space without inductances (£ = 0), the next equation
gives the geodesic of the space (by definition the solutions with-
out acceleration).

Ty " — Gy J"J* =0 (7.151)

We have previously discussed that the quantum field was
firstly identified by stationary waves and absence of losses. In
fact losses are radiations at frequencies where the matter be-
haves like oscillators. When they are excited because of com-
pressions, interactions with free particles, etc., they radiate. The
more they are, the more the losses are. The macroscopic world
results in a change of scale applied on the atomic or molecular



388 CHAPTER 7. METRICS

scale. Starting from the wave function, the basic expression is:
¢ = Al ) (7.152)

Using the first quantum rule, i.e. E = hv, it becomes (with 7
the impulse):

W = Agexp <2 [Et — na:]) (7.153)
but

1 1
E:/dtP:fPstt:—QP
t p p

P being the power, and
P = Hypk"k® — pLapk k"

SO:

W = Agexp (pgh [Haph k" — pﬁabkakb]> (7.154)
H and L are operators at the atomic scale. They take in charge
the models of the oscillators and the coupling between them.
na corresponds to p~1L4pk*k?. These operators act on current
densities or moving particles. To do a measurement, we use the
operator:

h 9
j ke

H=p? =M= [Hphk® —pLapk®]y  (7.155)

With this operator, the measurement of a potential A can be
realized making:

A= / dvH - p* (7.156)
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Generally, 7.156 leads to macroscopic behaviors far from
their quantum bases. Sometimes, with particular organizations
of the matter (adequate periodicities, particular couplings, etc.)
some quantum behaviors can be directly exploited. We can
think in superconductivity for example. In these cases, the
measurement A makes appear these properties directly in its
function. But in any case, it is very difficult to write the com-
plete operator ¢ that includes all the phenomenons involved at
any energies.

Second geometrization on Branin

It is interesting to apply the technique of the second geometriza-
tion to Branin’s structure.

We start from a typical Branin’s impedance operator:

20+ 1 (2L —m)e™*
(= (7.157)
(20 =m) e zL +n

in this definition v = p/v + «, v being the energy speed and «
the losses in propagation. This impedance operator leads to the
next basis vectors:

zo+ 7 (z, —m)e ™
by = by = (7.158)
(20 —m)e7® ZL+n
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This gives the metric:

(z0 +m)* [1 4 o e™7] (2021 — %)™
G =
(2021 —7°)e™® (22 +m)? [1+o7e>]
(7.159)
with
Ols = zg;z Olc = zi;z (7.160)

while computing the sources T we find:

(z0 +m)er [1 + 0167277
T = (7.161)
(zr + n)ere " [1 4 oy.]

What is interesting in this formulation 7, = G, J" is that
the metric here involves clearly both limit conditions of the
waveguide and the Branin’s structure becomes symmetric.

The metric can be separate in two parts: the dissipative and
stationary part G° and a propagating kernel or Green’s function

(20 +m)? 0
Go = (7.162)
0 (zL +1n)?
(20 +m)%07 e (2020 —1*)e” "
K= (7.163)
(021, —1?)e™ " (21 +n)%cie 2"

Due to the delay operators involved in K, it reuses the past
values of the current in the time domain. So the system can be
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written

T, — K, =G, J" (7.164)

Once more the system is driven by its dissipations on both
meshes at each extremity of the waveguide, remembering that n
can even be a radiation resistance. If the line is matched, K = 0.
The space has two directions and is flat. These two directions
have the same basis vector component different from zero: 2n.
We may represent what is happening on this space. The values
of J! and J? are the curvilinear coordinates of the vector J.
We can visualize a third axis which can be the delay. If we use
for e; the function (p + a)~!, we obtain something that seems
like the diagram given figure 7.28%. The receiver see a changed
incident wave due to the losses of the medium described in a.

The action s given by /G, JVJ* is equal to

VO (D2 + G (22

Due to the distance between the two vertices, the action
involves both currents during a limited time. If the distance
may be longer than the time duration of the waveform, at any
moment, the action will depend only of one current, attached
with only one direction of the space.

In this system there is only one way to go from one vertex
to the other. The parasitic coupling (we imagine it is) depends
primarily on K and 7. As the second vertex has non self source,

4We note R(J1) the amplitude R of the basis vector following the curvi-
linear direction J?!
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R(J2)

delay

AN R@1)

Figure 7.28: R-R diagram versus time
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if we suppress the current J? it is equivalent to suppress one
direction of the space. We have two solutions:

e to suppress the second vertex, i.e. to make it far - it is the
prevention solution;

e to suppress the coupling increasing o or making k real, it
is a protection solution.

Often the prevention solution is hard to implement, because
we don’t chose the presence or not of materials. The second op-
tion is often used, for example using "honeycomb” with waveg-
uides of cutoff frequencies very high in comparison with the
higher frequency generated by the environment.

It is interesting to remember the exact expression of the
losses in propagation. Imagine two potentials U and V' no mat-
ter what they are. They respect the hamiltonian:

W =—(R+Lp)V

(7.165)
e =—(g+CpU
These two equations leads to the Helmholtz’s equation:
02U
92 (R+Lp)(g+Cp)U=0 (7.166)

Noting
7?2 = (a+jk)* = (R+ Lp) (g + Cp)
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we obtain the system of equations:

a? —k? = Rg — LCw?
(7.167)
2ak = (Lg+ RC)w

Replacing k by its expression that depends on a we find

o? = % {\/(Rg — LCw?)?2 + w?(Lg+ RC)? + Rg — LC’wQ}

K = 3 {V(Rg — LCw?? +w*(Lg + RO - Ry + LCw?}
(7.168)
Without losses, i.e. if R=0and g =0, a =0 and k = w/v

with v = \/LC_l.
Similar equations can be found for the free field, with the
equivalences

o R—p;
® g—o0;
o L — g
o (' —e

To go from potentials to fields is just a question of geomet-
rical functions.



Chapter 8

Group (M, +)

The matrix group provided with the addition operation is an
Abelian group. But to construct systems we need to make direct
addition between matrices. It remains possible to use the group
(M, +) using the technique

ifCap € M1, Xov € Mo, M = M; + My =

¢'=CD0Jgmyys X = [0laamy) © X (8.1)

W E M&w=C"+x

With these operations of ”pre-formatted” and with some
other points to define, we can consider that it is possible to
apply operations on our manifolds to construct systems know-
ing they belong to a group with the addition.

395
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That is to say that having a set of manifolds, we can make
a system with this set by additions, but after having prepared
these manifolds to this operation.

The construction of the system goes through three steps:

1. preparing its elements;
2. making their addition;
3. adding additional couplings.

It is similar to the construction of a mock-up. You prepare
the pieces. After you fit them together and you add glue. That’s
exactly what we want to do. But the operation is not as easy
as it might seem.

We must verify that the pieces are well done and in accor-
dance each others. We must verify also that they are compat-
ibles with the environment where they will work. These ver-
ifications are enclosed in the domains giving the intervals of
operating of each element.

8.1 Manifold gluing requirements

First requirements for manifolds is to be well defined, i.e. having
as many equations as many variables. The matrix corresponding
to the operators should be well dimensioned. For that, it must
be clear that the model is not the reality in a meaning that
it is better to suppress some very small values than to keep
them and take the risk to pollute its study. The correspondance
between the real object and its theoretical manifold must be
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homomorphic and not isomorphic. In a general approach, the
model should give same tendencies as the real object, but it
doesn’t pretend to behave like the real object. The problem is
to know if a brain is able to understand its own operation?

a
An impedance operator is in fact a couple of functions (C ,D

The first one (, gives a link between the dual space and the
natural one; it can be a metric, an hamiltonian, ¢, etc. The sec-

ond one f) is the domains associated with the operators. The
domains specify the intervals of belonging of the parameters
a: temperature, pressure, etc. A manifold that represents the
model of a real object should be bounded. Even in the case
where domains are not used, they should exist at least to detail
the intervals of validity of the model. The second requirement
is to determine the domains through gluing operations.

Often people think that a 3D code is exact and reproduces
exactly the reality. This does not make sense. The metric in
electromagnetism is not what we see. We have studied geodesics
and seen how they are complicated and far from any easy image
able to be perceived. The difficulty is not to extract the geo-
metrical forms of a system, but to embed the correct values in
conductivity, permeability, etc., and with their dependences in
frequency, saturations, ... A code that solves Maxwell’s equa-
tions using meshing is not better than an analytical determina-
tion by graph for this difficulty. The question that arrises is:
how to know if the model is correct to represent the real object?
The only way is to reframe the model by comparison with the
experiment. But an experiment is not a demonstration. So we
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have to determine in what conditions it should be conducted
and for what objectives?

8.1.1 Well dimensioned matrix

We take a simple example. A 7 filter structure has its border
with a very small impedance value and the other impedance have
high values. The impedances are from left to right: A, B,C. If
we take the option of this connectivity:

11
C=|10 (8.2)
0 1
it leads to the operator:
A+ B A
(= (8.3)
A A+C
but B << A, so the effective operator is:
A A
(=~ (8.4)
A A+C
which for a canonical source e, e] gives the fluxes:
1
J 1 Ce

N

J? 0
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(A = AC). Now if we take the connectivity:

1 0
c=|1 -1 (8.6)
0 1

with the source [e, 0], we obtain

A+B -B
(= (8.7)
-B B+C
and the fluxes
c

J! GBI B 4
= ~ (8.8)

B+A e

T (A+B)2(B-:LC)732 € c

If we compute the current in the second branch ¢ = C'J. In the
first case we have:

e
i =Jl = —
’ A
and in the first case:
= =S
! A C

Regardless of the approximations done, the results are com-
pletely different. You may say that if we calculate the exact
expressions, we will find the same result. And you’re right. But
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this is in contradiction with the willingness to reduce complex-
ity by suppressing low values. And this willingness is legitimate
because if you do some numerical applications, the approxima-
tions will be done without your control. For the first branch,
the exact result is:

. C+B
"TAC+AB+ BC
but
c+B 1
AC+AB+BC "~ A
The second choice was clearly the best one. We may give a rule:
Between various connectivities, the best one is the connec-

tivity that doesn’t lead to mix operators of low and high values.
After what all the connectivities are availables.

8.1.2 Domain for vertices and systems

a
Considering now the operators like couples (C ,D), how the

connectivities act on them?
While the addition acts on the operator functions, the in-
tersection acts on the domains. It is quite easy to understand

t
with a simple example. Imagine two resistances (Rll, D1> and

t t t
(Rgg7 Ql> defined in temperatures ¢ on the domains D; and Q1,

if we connect these resistances in the same vertex, the tempera-
ture that the vertex can support comes from the intersection of
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the two domains:
t t
DiNQ; (8.9)

but for a set of domains, the situation is more complicated.
Each intersection can lead to a new composition of laws on each
new domain defined through the intersections. And each resis-
tance must keep its particularity in the new cutting of the space.

t t
If the couples are <R11, Dr) and <R22, Qy>, Roo = CZ R,y will

t
be defined on the domain O, which definition is:

t

t t t
O./z=fz+y), & 0, =D, ® Qy, ® <N (8.10)

This relation means two things: first the index of O is a
function of the indices of D and Q. For example, z = 1 comes
fromx =1,y =1. z =2 corresponds to z = 1, y = 2, etc.

Secondly, the tensorial products of the domains leads to all
the domains that concern the resistance R,,. Each product is in
fact an intersection between the intervals of both D and Q. The
law associated with the resistance for each of these intersections
comes from the addition of each law of the original resistances.
For example:

t t t t t
O1=D121=D1 Ny

¢ ¢ ¢
Ry (O1> = Ry <D1) + Rao <Q1)

and
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The product of domains coming from a set of parameters is
also more complicated. If we have:

t m t m
Ry = DiDiR}] + DiDoRZ + ... (8.11)

and
t m t m
R22 = nglR%% + Ql QQR%% + ... (812)

A new set of domains is generated for each parameter ¢ (here
g=torqg=m):

q q q
O=D®Q (8.13)

and the number of possible functions for the resulting oper-
ator comes from the tensorial product of the resulting intervals
for each parameter:

Gij = (OZ ® é”y) ¢ (8.14)

When we see how it becomes difficult at a vertex scale, we
imagine how it is difficult at the system scale! Often we forget
these intervals of validities and uncertainties under the assump-
tions that we place ourselves in the conditions where they can
be forgotten. A better management when possible may be to
chose common domains before the assembling to simplify the
study, because in this case the expressions are invariants. The
addition coming from the connectivity acts identically on the
domains. If this is not the case, the reflexion impose by the pre-
vious equations obliges to be careful with the possibility there is
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in the assembling to connect components that are not in accor-
dance with the needs for the system. We clearly see here that
the system is more than the simple addition of its components.
It can be true only if these components are defined on the same
domains, which is of a small probability.

When we try to forget the domains, it is equivalent in fact
to work with a single one on common parameters. That’s near
always the case in temperature. We can have one component

t
with a restricted domain Q7 of working in temperature, the oth-
t

ers supporting larger intervals. In that case, O can be restricted
to the two domains of this component. We have:

t t

¢ ¢ ¢t
O1=D121 0=D1Q» (8.15)

Some particular components can be isolated following this
principle in order to avoid increasing the complexity of the sys-
tem in its theoretical analysis.

When we want to compute the system, all the definitions
of the elementary operators can be written before to make the
assembling and there is no need for a theoretical expression of
this assembling. Each component will evolve during the time
depending on its own definition in the transformation coming
from the connectivity.

8.1.3 Experiment versus models convergences

A model can be compared with the object it is supposed to
represent through some observables. We can try to calculate
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the quadratic approximation to evaluate the pertinence of the
model.

Let G be the metric of the system model. If we observe a
measured current v(p) versus the frequency p (Laplace’s opera-
tor), we try to minimize the function L defined by:

L= (vlp) - T'®)’ (8.16)

J1 here is supposed to be the current that corresponds to v.
So we calculate

L=3 (v(p)*+ (J'(p)* —2vJ!

but J! = y'®e,, so:

L= ()’ + @ e (p)> — 20y (p)er (p)

If the space is not inertial, y = G~! is purely dissipative and
does not depend on p. It remains

L=Y (w(p)*+ [y es(p))® — 2vy'"es(p)

We imagine for example that J' = y'le; 4+ y'2es, the previous
equation gives (we remember the variables that depend on p: v
and e,):

L= ZZ/Q + (yllel + y1262)2 —2v (yllel + yuez)
P
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To minimize L we look for

oL
— = 1
gy =" (8.17)

We obtain here a first equation
oL
7 =0= 2yt 2(61)2 + 2y'2 Zeleg = 221/61
0y P P P
and
oL
@ =0= 2y12 2(62)2 + Qyu Zeleg = 22 ves
P P P

Writing

2=, ()
€12 =), €162
v = Zp vey

e =>,(e2)?

Vg = Zp ves

the previous set of equations can be written:

=2 > 11 =
€1 €12 Yy 141

= (8.18)

- =2 12 —
€12 €5 Y Va
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We can compare the y'® values obtained from this system
of equations to the values determined through G—! and see if
the correspondance is correct, i.e. if the chosen metric seems
to answer to the problem. It is clear that in this exercise, the
sources e; are known. More complicated expressions of operators
y can be solved of course, even depending on p. The method
can also be used to find approximations of the metric ccefficients
when these coefficients cannot be obtained from the information
on the system (i.e. conductivity, etc.).

8.2 What’s M~! for 7?477?

We wanted to attach our manifold definition to the classical
group of matrices with the addition as internal operation. This
implies the existence of a neutral element, which is the zero ma-
trix. We can define the opposite matrix to the matrix associate
with any impedance operator  of any manifold M: —( which
must be the operator of M~1. But is this has sense?

The domains remain unchanged between ¢ and —(. If the
temperature of a resistance R belongs to [¢1, 2], the negative re-
sistance — R should respect the same intervals. But this negative
resistance has no physical meanings. It gives us two theoretical
advantages

1. having a group, we can construct the system regardless of
the order in which we take its elements;

2. if adding an element makes disappearing another, this can
be translated using some negative operator added to a
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positive one, the result giving 0.

For example is we have an electronic and making the sys-
tem, we plunge it into liquid helium. This will suppress the
resistances of the circuit. To translate this effect we just have
to add a matrix, where all the resistances are equal to those of
the circuit, but with a negative sign. It can be seen like the
symmetric of the metric of the circuit relatively to the neutral
element [0].

8.3 Multiscale concept

The multiscale problems are simply real problems! All in life
involves multiscale process. And multiscale is also the natural
process of the dual space. When we search for a form giving
a number starting from the component of a vector, we apply
an integration on one variable of the configuration space. Let’s
consider a simple resistance. We can write its formula like:

B 1

Rap = dx - —n 8.19
ap =[x (5.19)
At a lower scale, an elementary resistance is given by dx/(c5).
Finally, the operator that leads to the metric comes from the
n-form that integrates the phenomenons at a lower scale. Mul-
tiscale process is equivalent to go from one space to a higher one
using n-form scalar product and one definition of metric:

dx - R=f (/ dx) — eq = Rgai® (8.20)
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The scale relation is intrinsic to the n-form processus:

dxlde...dxn—>//.../dx1de...dxn (8.21)

This mechanism of integration can be transposed into the
direct summation technique. If we imagine a resonator of oper-
ator ¢ (it can be a single mesh with a LC model of an elementary
line). Now we create a set of N of these resonators. It is de-
scribed by @ ¢;. These resonators can be coupled, connecting
them each other (it makes a part of telegraph’s line or similar
lumped structure). Then we can power supplied this set by in-
jecting a nodes-pair source J on the first mesh (a resistance on
the first mesh) that goes out on the last mesh. The unknown
voltage V' developed across the all structure gives the operator
relation of the macrostructure. The NV meshes are linked with NV
currents K™ and due to the fact that J must be common to the
whole, the connectivity makes relations between the branches
of all meshes and the K™ and also the shared J.

We obtain an equation similar to:

0 Km
= [ (BL0G) gy + Ham  Xgm (8.22)
4 J

Itgm is the tensor of interactions appearing once the system be-
ginning to be constructed. Computing the K™ we can after
compute V. Then the operator © is obtained making;:
%
J

0= (8.23)
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The multiscale mechanism is somewhere completely defined
in this operator and in the n-form principle.

We have noticed that the tensor p adds the interactions be-
tween the primitive systems pointed out by the summation on
(;- We know that a way to make a system is to use a connectiv-
ity to manage the branches as desired. But cords can also give a
way to construct a system. A particular aspect of cords is that
they allow to make links between circuits coming from various
scales. Through cords we can study the interaction between an
antenna and a single photon coming from the deep space, a far
satellite. As cords wear mathematical operators, they can easily
report physical properties from one system in a first scale into
a second system at a second scale.

The interactions make part of the system. The p skeleton
has its own existence, once the system described. Somewhere
the system is constructed on the skeleton given by p. Due to this
behavior of completion, ( + ¢ = pu+ (. But a cord is immaterial
and can appear as it can disappear. This capability allows to
make evolving systems. And periodic changing can be modeled
using a complementary tensor for the interactions ', the system
being translated by successive and alterned of additions of p and
i'. As a matter of fact the tensors of interactions p constitute
a group.
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Chapter 9
Lightning

Lightning is probably the most important natural phenomenon
for electromagnetic compatibility. It is an extremely complex
mechanism of the nature to equilibrate the charges at the earth
level. Our purpose here is not to study this complexity, but just
to speak of some of the aspects attached to this phenomenon.

9.1 Lightning impact

As we said without looking in detail to the lightning process,
main effect of lightning is to apply a high level current on
structures. This current can act directly on these structures
or through diffusion or radiated magnetic field, influence other
part of a system. Using a lightning rode, the lightning current is

411
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directed to the ground. The ground return and building ground
impedances are very important element of the protections in-
stalled to avoid disturbances coming from lightning.

The nature of the ground and of its geological structure give
informations to determine the ground conductivity. Depending
on humidity, kind of earth, etc., the resistivity can vary from
10Q2/m to 10kQ2/m. The ground on a given location is often
very heterogeneous. The resistivity of the up layers change de-
pending on the weather, if the water is frozen for example. The
depth must be superior to 2 meters to be independent of these
effects. The conductivity of the ground is principally due to the
electrolytic effect. So, it depends firstly of humidity. We note
the ground resistance R¢. Figure 9.1 shows the curve R = f(T')
and figure 9.2 the curve R = f(h)?.

As we don’t want to model all the mechanisms involved in
the lightning spark gap, we only consider the source of current
coming from the lightning. The current source is a nodes-pair
source. In a space having N branches, once the meshes are
defined, if we have M meshes, the potential number of nodes-
pairs P is N — M. For modeling one lightning impact, only one
nodes-pair is usefull. This nodes-pair translates the circulation
of the lightning current on a part of the system structure. So,
it is implicitely defined by the impact location. All the other
sources can be neglected. This is equivalent to set the value of
connection of all the branches in relation with the other nodes-
pairs to zero. Let’s consider M meshes K', K2, ... and N nodes-

1These measurements was done on light earth in England in 1980
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Figure 9.1: Resistivity versus temperature
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pair J1, J2,.... If e is the source covector the manifold is:
eu = Cuvlyers K+ Cuplgep J° (9.1)

All the currents J? are known. If all the J? are equal to zero
except J#) the manifold can be reduced to:

Cp = Cl“’|ue]V[ K" + C/A(B)J('B) (9.2)

The existence of an unique nodes-pair source implies the topol-
ogy of the spanning tree. A part of this spanning tree is consid-
ered, the one including the known current source. This source
can be placed in the left member of the system of equation of
the manifold, and complete the source covector.

If a lightning rode is present on a building, its circuit includes
its own impedance, the impedance of the wire conducting the
current and the impedance of the earth connector. This source
circuit is connected to the rest of the building through various
mechanisms. It can be conducted connections or radiated con-
nections. In the first case, a mesh connects one branch of the
source circuit to the building circuit. In the second case, a cord
of principally magnetic field connects the source circuit to the
building circuit.

9.2 Radiated interaction

The conducted interaction is simple to treat. It is more inter-
esting here to discuss the radiated case.
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The spark gap can be seen as an infinite wire coming from
the sky. An approximation of the potential vector emitted by
this current is given by:

A — pioJ P /X dx 9.3)
Ar o (224 ¢2)'/?
which gives:
_ oD 2 2y1/2]X
A, = g Log [x + (2% +y?) }0 (9.4)
and: 12
J® Oy
A, = “04 Log | X (F +7) (9.5)
0 Y

Now if we look at the figure 9.3, we see the lightning rode
on the left of a building.

The current flowing in this circuit radiates a magnetic field
through a vector potential to the vertical part of the steel bars
of reinforced concrete. The electromagnetic force e; induced on
the left vertical part is given by:

J®) [+ (2 + 2 1/27
e = —pA,(a) = fp#04 Log ( ) (9.6)
T L Ya |
and on the right vertical part:
§G) [y (v 4 42) 2]
er = —pA,(b) = —pﬂ0 Log xt (x m i) (9.7)
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- Lightning rode

i3, 22 Steel bars of reinforced concrete

&L
-

vb

iK1 i2, K1

e
‘!

Figure 9.3: Lightning rode and the building

These two electromagnetic forces creates two cords. The first is
between the branch 1 and the branch 3 (note that i3 = J(9):

_ 1/27
el Ho X+ (* +v2)
= — = _—p2 T 9.8
A8 T3 T TP Ya (9:8)
The second is between branch 1 and 2:
_ 1/27
e o X+ (3 + )
= — =-—-p—1L 9.9
A2 T3 T TPy Yo (9.9)

In the branch space, the impedance matrix is:
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R, + va 212 213
z = 0 R, + L,p 0 (9.10)
0 0 Ra + Ry + 7y

Ry is the mast of the lightning rode impedance and Z;,. the
impedance of the lightning rode itself. L, is the self inductance
of the bars. The connectivity C' with the two currents (K LJ 2)
is:

10
cC=1]10 (9.11)
0 1
Making ¢ = CT2C we obtain:
2(Ry + Lyp) + 213 213
¢ = (9.12)
0 Ra+ Ry + 2y

while the source is given by e = CTu”". u is the source covector
in the branch space with all the elements equal to zero except
the unknown voltage across the lightning source V. The system
to solve is:

ep = (Cuv + Lwp) Q° (9.13)

Q" = (K*',J?). L, is the inductance of the loop made by the
steel bars.
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The magnetic field inside the building is given by:

0A u
B.=(-——2%_ 22, K" e/ 14
= (-G L) e (9.14)

¢ is the skin depth and € the depth of the steel bars. The current
K is of the form:
1 Z13J3

R+ Lp

At low frequencies, this current is near to zero. The diffracted
magnetic field is so also near to zero and the field inside the
building is equal to the external magnetic field. After what, the
current K increasing, the internal field decreases and the skin
effect makes the internal magnetic field equal to zero (Bode’s
diagram shows very well this mechanism).

The resistance R of the steel bars can be computed knowing
the steel bars depth and height, etc. and their permeability for
the skin effect. The previous considerations for the magnetic
field are those of a metallic plate without any holes. When
the frequency increases, the holes radiate a magnetic field that
makes the internal field of the building different to zero.

If we consider two wires of currents separate by a distance
D, the magnetic field at a distance y from these wires is given
by:

(9.15)

de = —Ho

dK [( i u, (9.16)

2
s %) +y2+$2

To obtain the complete field radiated by the holes, it remains
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to integrate the previous relation:

B. = Z/dez (9.17)

n is the number of steel bars. The assumption made in all
these computations is that the wavelength is superior to the di-
mensions of the building. If not, the current distribution on the
structure, as the magnetic field distribution must be considered.
And the electric field may be regarded also. But for lightning,
the spectrum is low enought to remain under our assumption in
general.

9.3 Circuits inside the building

Circuits of impedance (¢ being installed inside the building, two
phenomenons create EM force on these circuits:

1. diffusion through common mode impedance;
2. EM force induced by the field radiated inside the building.

The first manifold is added to the circuit definition: ( & (¢,
and the cords of the interactions between these two circuits
are added. The process is very similar to the process used for
shielded cables. The diffusion process makes a cord with the
form: R+ Lp. Both R and L including the skin effect and its
particular impedance. This approach can be followed whatever
the number of layers that are involved since the external to the
deepest internal layer.
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9.4 Impact location

For a length x of spark gap, the elementary work developed by
the lightning can be written under the second geometrization
process and with the metric G:

dw = qay /G, JHJY (9.18)

G is the metric normalized for the length (for example for a
resistance, R = (05)=1 and « some coefficient). If we accept
that the probability for a point on the structure to be touched
by a spark gap follows the equation:

P = =90 ) e/ Gun I1 Y (9.19)

With this expression, we understand that between two points,
the lower one can be touched by the spark gap, because if the
length is higher, for lower currents, the probability becomes sim-
ilar, especially since the law evolves depending on the square of
the current. Figure 9.4 illustrates this mechanism.

This is a very important consideration. It means that even
with a lightning rode, the protection against the lightning spark
gap is a probabilistic one. It is never sure that some points on
the structure won’t never be impacted by the lightning. This
law may says also that in the case of spark gap starting from
the ground, the probability to have higher currents is superior
because the charge density g will be in general lower. The re-
lation between the seed distance d and the current intensity [
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Figure 9.4: Lightning impact

can be estimated taking simply?:
d=1510"°r1 (9.20)

For negative current we use d = 107°1.

9.5 Risk for humans and animals

A difficult aspect of EMC is the risk for humans and animals.
If a person is inside the building or outside near the lightning
rode, she can be affected by the currents in the ground. The
interaction between the circuits is the process of diffusion (com-
mon mode impedance coupling). For a resistance per meter Rg

2From Haute tension, Aguet, lanoz, Romand polytechnic press, 1987
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of the ground, the potential developed across the alive is simply
R J?. But how this potential can act on the circuit of the alive?
Persons or animals are not metallic conductors. A suspension
of cells can be modeled using Fricke’s circuit. It is a resistance
re in parallel with a resistance r; in series with a capacitor C.
The resistance r. represents the conductivity of the medium at
the exterior of the cells. The capacitor C represents the mem-
branes of the cells and the resistance r; the conductivity of the
cytoplasm of the cells. This model can be applied for blood for
example. The Fricke’s circuit has for real part (rs = r; 4+ r.):

r

= Tr2ceg (L rinC?) (9.21)

2R

and the active power W dissipated in the tissues by the lightning
current of Fricke’s impedance (; is:

1
W= en | K2 (9.22)
K? is the current in the tissues:
ReaJ?
Ky~ =S (9.23)
Gt

The cord with the nodes-pair source is directly given by Rg. A
risk is determined is RgJ? goes over 30 volts or if W goes over
around 1 watt.
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Disturbed
Cyber-Physical
Systems

Let’s give us some definitions. A cyber-physical system (CPS)
is a set of systems. Each of these systems embeds at least a mi-
croprocessor and can make automatically some actions. They
exchange information between them through various communi-
cation networks. They are all made of:

1. an energy distribution network;

2. an actuators network;

423
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3. a bus network to share internal datas;
4. a network of sensors;

5. different nodes of digital signal processing and memories.

A CPS can interact with humans, with animals, with plants,
with space, with the Earth. It may use ”big datas”.

The story begins with automates. There was mechanical
systems, then with some electric or electronic parts, able to
reproduce gestures.

After the emerging of numeric and microprocessors, appear
robots. A robot can do gestures but has the capacity to de-
cide by itself some parameters in relation with these gestures,
see, with some mission. The microprocessors capacities grow-
ing enormously, cybernetic borns. Cybernetics was invented by
Robert Wiener, then was the purpose of deep Russian’s works.!.
In France, Robert Vallée was one of the researcher that write
deep thoughts on cybernetics.?

I want here to submit some thoughts on the thematic ”EMC
and CPS”, a problem of today and I think a real problem to
come with our future systems.

1Korchounov: ”Fondements mathématiques de la cybernétiques. MIR
edition, Moscou 1975.

2Robert VALLEE, ?Cognition et Systémes: essai d’épistémo-
praxéologie”. Interdisciplinaire editor, Lyon-Limonest, 1995. Founder of
the circle of cybernetic studies whose president was Louis de Broglie - 1950.
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10.1 Complexity

A CPS system interacts with the nature. The nature is a com-
plex system. So, CPS are complex systems. What does it
means? A complex system is a system that:

e has many interactions with outside as with inside;
e behaves for part following stochastic process;
e shows systemic properties.

A systemic property is the fact that the system presents
properties that comes from it own existence. If you suppress
one of its component, this property disappears. I often take for
example, Dali’s painting ” Le marché auz esclaves” (the slave
market). The painting being finished, bust of Voltaire appears.
But it was impossible before the painting was finished to guess
that this bust may appear. It’s remarkable and it is a systemic
behavior. CPS involving numbers of systems through communi-
cation networks can make proof of systemic behaviors. It can be
seen sometimes also like meta-heuristic approaches. The word
”complexity” is often used where ”complicated” may be more
pertinent. One deep difference is that stochastic behaviors are
intrinsic for complex systems and complicated systems don’t
have systemic properties. For modeling complex systems and
CPS we need to know how to model wire networks and to in-
corporate each sub-system of a CPS in a global set of reference
frames.
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10.2 Wire networks

Thirty years after, modeling wire networks remains one of the
biggest problem for EMC. It is really difficult to model hun-
dred of wires shared in hundred of harnesses without regular
management and well defined ways. I am convinced that there
is no sense to be rigorous with this problem. And as we have
seen, uncertainties in EMC are importants. The real objective
is to be able to predict the transport of parasitic waves versus
functional signals.

Each line is made of two conductors. Sometimes, a conduc-
tor is shared between some signals, sometimes each signal has
its own pair of wires. We can start modeling low frequency
networks to understand the mechanisms of coupling between
signals and how the signals are identified.

10.2.1 Signal families

We have list four networks in a CPS. Whatever the CPS, these
networks always exist more or less. To each kind of network, is
attached a kind of signal. For EMC, an interaction matrix helps
to manage the various disturbances that each kind of signal can
create in its neighbors.

e Power network should not be noisy because it distributes
this noise to all the equipments of the system. For this
reason we try to isolate it from noises. Intrinsically, it is
not a susceptible network;
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e actuators network creates noise: noises from the command
law of motors, noises in the machine activation, etc. It is
not by itself susceptible;

e buses are robust networks. They emit noises due to their
short rise time signals or high frequency modulations and
are medium susceptible to external noises. As they are in
charge of the sharing of information, it is of major target
to keep them safe. Another important information is that
Buses are also distributed in all the system;

e microprocessors today are big sources of noises. It must
be known that a modern microprocessors can call pulse
of currents of 1 ns of time duration and 100 ampere peak
of amplitude. It would be very difficult to create such a
generator with classical techniques! It is important also
not to disturb microprocessors for the same reasons than
the buses;

e Sensors are very susceptibles and use low level signals.
It is also a priority to keep their integrity to avoid false
measurements to be used by the system. They are not
sources of noises.

From power networks to sensor networks, some mixings should
be avoid to guarantee the good working of the whole system,
independently of the noises coming from its environment.



428CHAPTER 10. DISTURBED CYBER-PHYSICAL SYSTEMS

10.2.2 Low frequencies modeling for wire net-
work

Under the low frequency assumption, a link using wires is a
single mesh. Both loads of input and output, added to the
impedances of the wires and the inductance or capacitance of
the line make this mesh. This structure is a single Telegraph’s
cell. The output load encloses the line capacitor. For example
if Ry is the generator impedance, L the line inductance, C the
capacitance and Ry, the load we obtain the mesh:

Ry

Ro+Lp+ ——F——
ot p+RLCp+1

(10.1)

There are as many meshes as there are links. When they
share the same harness or the same background conductor, cou-
plings are added between these meshes. There are four kinds of
couplings:

1. mutual couplings;
capacitive couplings;

transfer impedance couplings;

Ll

common mode impedance couplings.

The energy can be transported using common mode or dif-
ferential mode. But the differential mode can always be written
depending on two common modes.

In a first step we must draw the various ways that are fol-
lowed by the signals, and to identify what are their neighbors
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in these ways. Some signals use two wires, some others three
wires or two wires and a shield. The engineer must establish the
list of these signals and identify where they are located in the
system structure. When various signals share the same path,
he must compute the couplings between these signals. After
what he just have to add cords to report these couplings. It is
important to understand that in this method we start from the
separate links. We look after to their management without tak-
ing care of some modifications of their properties coming from
their grouping. So the method is not a rigorous one (if any
exists!). Remember that if the electrical properties of the line
may be significantly modified, the functional use may alert on
this modification. Let’s take an example. We consider three
links: a first link with a simple wire using the common ground
for return, a second link which is a twisted pair and a third link
which is a shielded cable with one wire.

Single wire The inductance can be calculated knowing its
diameter ¢ and length x and the height h of the wire over the
ground plane. We have:

4h Z.
Z. = 60Log () , L=—zx
o} v
The capacitance is obtained making:

T
v,

v is the speed in the line. For a dielectric of permittivity €, it
is equal to ¢, /e, . If Ry and (1 are the source impedance and
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load, the impedance operator for the corresponding mesh of this
link is
Q1

Q1Cp+1

Twisted pair The approach is similar. For a twisted pair,
the characteristic impedance between the two wires is:

Z.=120Log (g)

D is the distance between the wire and d their diameters. This
characteristic impedance will be weakly modified by the instal-
lation of the twisted pair over the ground plane. This because in
general the distance D is smaller than the height. This kind of
line is often used for low speed bus and their match is verified,
being a confirmation of our assumption. The corresponding dif-
ferential mode inductance is Ld. The common mode impedance
characteristic, inductance and capacitance of the twisted pair
line can be computed using the same formulas as for the single
wire, taking ¢ = 2d rather than ¢ for diameter. It generates a
common mode inductance Le and capacitance Ce (Le includes
the skin effect inductance). The twisted pair is modeled by 3
meshes. 2 meshes represent the common mode of each wire over
the ground plane. They are coupled by the differential mode in-
ductance of the twisted pair. When we make the models, we
should take care of the relative values of the capacitors com-
pared to the loads. The capacitors of the line are given by:

Csw:R1+Lp+

1 Z.A

G~ 2ne (10.2)
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which by assumption is high (the low frequency assumption im-
plies A >> z). Each time the capacitor impedance is very high
compare to a load in parallel, we may forget it in the model.
The figure 10.1 shows the management of a twisted pair for its
modeling. Rg is the ground resistance in common impedance
coupling (it includes its skin effect). Lf the inductance of each
wire and M the mutual inductance between the common mode
and the differential mode.

Common ground node

Figure 10.1: Twisted pair model

If Zd, and Zds are the differential mode loads, Rf the re-
sistance of the wires (including the skin effect), supposed to be
small compare to 1/(Cp), the twisted pair is modeled by the
impedance operator:

Zdy + Zdy + Ldp + 2Rf —Mp — Lfp — Rf Zd,y Zdo
—Mp — Lfp — Rf Rf + Rg + 25 + Lep s o
Stp = zdy - Zd1 + 2 0
Zdy Clcp 0 Zd2 + Cch

(10.3)
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Note that we have supposed here that the common mode impedances
are equal, and purely capacitives. In reality, they are deter-
mined by the electronics connected to each extremity of the
twisted pair line and often are not equal. One will present a low
impedance to the ground while the other often presents a higher
impedance to the ground. But each case is a particular case.

Another choice can be made for the twisted pair (or any pair
of wires in general). Rather than taking one common mode and
one differential mode for the meshes, we keep the extremities but
we take the two common modes for the two first meshes (we need
4 meshes anyway: M=B-N+R=8-5+1=4). The advantage of
this option is to make clearly in evidence the importance of the
common impedance coupling, often forgotten. The impedance
operator in this case becomes:

Rf+ %5 + Lep + Rg —Rg — Mp 5P oo
—Rg— M Rf+ ~2— + Lep+ R 1 1
-9 r - Cep P -9 Cep Cep
Ct,p =
1 1 2
Cep Cep Zdy + Cep 0
1 1 1 2
Cep Cep Cep Zd2 + Fep

(10.4)
Each time we will need a model for a twisted pair, we will recall
this operator.
Shielded cable The characteristic impedance of the link
using a shielded cable is

Z. = 60Log (32)
1

dy is the shield diameter and d; the wire diameter. The com-
mon mode characteristic impedance between the shield and the
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ground plane is the characteristic impedance of a wire of di-
ameter dy located at the height h’ over a ground plane. The
equation is the same as for the single wire with these datas. So
a shielded link with one wire inside is a system of two meshes.
The coupling between the external domain and the internal one
is well defined by a function named transfer function of the
shield. Often noticed ZT. The model for a shielded one wire
link is finally:

Rg+ Lep + 2Rcc -ZT

(s1=
—ZT Rf + Lip+ Zdy + 5728

(10.5)

Li is the inductance between the wire and the shield, Ci the
capacitor and Rf the wire resistance. As previously Zd, are the
loads. Rg is the ground resistance, Le the inductance between
the shield and the ground and Rcc the impedance of the short-
circuits of the shield with the ground. If the shield has more
than one wire inside, the simplest way is similar to the twisted
pair: to consider each wire as a particular line over the shield
and a particular common mode for the internal domain. Then
considering the meshes made with the differential loads and the

coupling between the common modes of each wire inside the
shield.
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Constructing the harness

Once each model for each link is determined, first step is to
realize the direct addition of all the links enclosed in the harness:

@Cacy = (@SUJCSU)) ® (@tpCtp) 2 (@SnCSn) (106)

It remains to add the coupling between these links. Always in
the spirit to simplify the model in order to keep its essential
parts, we consider the coupling between the common modes.
Mutual coupling are computed using Neumann’s formula and
capacitive couplings are computed using Poisson’s formula. Re-
member that the electrostatic forces induced by the time vari-
ation of the voltage on the culprit line can be reported using
nodes pair sources. If v is the coupling capacitor,

J? = Yo1pV1

This nodes pair source is added on the branch of the spanning
tree, at each extremity of the victim line.

We may wonder if the variation of height along the line path
could impact significantly the results? In fact, by considering
constant height on all the harness path we can be sure of com-
puting the maximum coupling taking the maximum height. Our
computation will give the majorant result and covers various
cases. The point on which we should be careful is the assump-
tion of ratio between z and .

Coupling with external fields

If u is the curvilinear abscissa of the harness, h the direction
of its height and B an external field, the coupling between the
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harness common mode and the external magnetic field is given
by:

&= / du- (h x B) (10.7)

The EM force e is reported on the meshes of the common modes
of the harness. The coupling with the electric field, often neg-
ligible, is obtain adding a node pair source on the extremity,
which value if given by:

h=Je :pz/Za/duh~E (10.8)

These sources (é, l_z) are added to all the common mode lines
of the harness coupled with the external field. Splices connecting
various harnesses are represented by a border: the branch shared
between the harnesses.

10.2.3 High frequencies modeling for wire net-
work

The modeling of harnesses in high frequencies follows the same
method as for low frequencies. The only difference is in the
models of the lines, which reproduces the high frequencies be-
havior of the lines. We have seen to do that Branin’s model.
This model remains the best in the time domain simulation.
For theory and Laplace’s formulation the model using backward
impedance can be more interesting. It is a model very stable,
and that reproduces with the minimum of effort the resonances
on mismatched lines.
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We have already seen the impedance presented at the input
of the line of length r for a load Zp:

Zr + nthyr
Zp = _ 10.9
E=1 (7] + Zﬂh’yr) ( )

7 is the characteristic impedance of the line.
For a source impedance Zj, similar input impedance can be
seen from the output of the line:

Zo + nthyr
Zg = _— 10.10
5= (77 + Zothyr ( )

We know the expression of the transmitted voltage at the
output, coming from a functional source e; on the input:

V(r)=(1+0o)e " (774:72() e; (10.11)

If the model of the line incorporates the impedance Zg and
Zg, a generators e, must be added on the output to reproduce
the same current of same transmitted voltage. It leads to:

Zr Zs
Vir)= =21 ¢ =e = (1425 v 10.12
(r) 7ot Zse =e ( + ZT) (r) ( )

Finally a link becomes two meshes with two generators de-
fined by:

Zo+ ZE 0

o~
Il

0 Zr+Zs (10.13)

_ 2n(Zr+Zs) —r .
e= [ 1 [7@&&%%} e }62
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Each link before to be enclosed in a harness is a set of two
meshes with previous definitions ({,e).

The same strategy is used than for low frequencies. Dif-
ferential mode is obtained from coupled common modes. The
coupling is more complicated to calculate because we must take
into account the delays on each coupling on each location of the
target line.

Two wires line We have now to obtain the expression of
coupled lines in high frequencies. This was done by Vabre.
Vabre defines two ccefficients:

o= wic
(10.14)

M

K: oL

C and L are the common inductances and capacitances of the
coupled lines, M the mutual inductance and  the coupling ca-
pacitor. Having a current i! on the source line, we can compute
the transmitted voltage on the receiving line in near end cross-
talk (V;7) and far end cross-talk (V) with:

Ve(0) = (14 0C) a2EDrppe—ipi1
(10.15)
Vi(r) = (1+07) a1 — 7257 pit

G _ Zo—n D _ Zr—n

9= Zotn 7 T Zrt

v is the wave speed in the victim line. As previously, knowing
the transmitted voltage we can compute the EM force that must
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be reported as extrinsic sources on the victim line:

en = Vi(0) (1+42)

(10.16)
ef = Vf(r) (1 + %)
which leads to two coupling impedance operators:
= [ ) 0yt
(10.17)

er=[(1+2) (1+0P) ol [1 - e 2i7) )

Shielded cables

For shielded cables we can neglect in general the transfer
admittance. So just exist the magnetic and resistive couplings.
The resistive coupling only concerns the low frequencies. For
the high frequencies the situation is the same if we consider the
previous ones with @ = 0. In that assumption, a(K — 1)/2
is replaced by M/(2L) and o(K + 1)/4 by M/(4L). M is the
transfer impedance high frequency part often represented by an
inductance of small value (typically 1 to 10 pH).

10.2.4 Coupling with external fields

Principles remain always the same but once more, we have to
take into account the delays. The reported EM forces are de-
termined in three phases:
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1. integrating the coupling to obtain the incident wave on
the extremities of the line;

2. to compute the transmitted voltage including Zg and Zg;

3. to compute the EM force reported to obtain the same
transmitted voltage across the loads.

Let’s consider for example an incident magnetic field B; on
a line. Locally, the EM force can be given by:

de(z) = —pdx - h x B; (10.18)

h is the height of the line and z its direction. This coupling
reported on the left, at the input of the line:

eq = — /pdx -h x Bje P (10.19)
T
while on the output, it gives:
ep = /pdx hx Bje 5P (10.20)

L being the length of the line. Having eg and ep we calculate

V) = (14 0% ec
(10.21)
Vi(r) (1+aP)ep

and finally e,, and e as previously. This can be made for all the
links of the same harness where the coupling with the external
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field is nearly the same for all the common mode lines. Note that
if there are differential modes, the coupling with the external
field must be compute for this mode also, in high frequencies
but also in low frequencies. To do that, the first configuration
considered in the twisted pair model is perhaps simpler to use.

10.2.5 Low frequencies versus high frequen-
cies limit

In low frequencies, the inductance includes the magnetic energy

of the free space, Ly and the magnetic energy stored in the

metallic part L,,. This part disappears while the frequency

increases: this is the imaginary part of the skin effect. For a

metallic part of length x and depth d, it is given by (v is the
frequency):

Lo = (10.22)

x
N
At the contrary, the resistance of a conductor increases with the
frequencies:
1 x
R(v) = Ry + ——/mvuc 10.23
() = Ro+ 5 7o (10.23)
r is here the radius of the conductor.

The limit of the low frequency is when we reach the first
resonance of the system, under the condition that it is reachable
by the model which has been constructed. But even if the model
cannot reverberate, we can study the system until this value. We
know that for this value, the result is not correct, but it gives
a simple and clear limit for the low frequency domain. The
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high frequency domain begins also from this limit. The fact to
have a common domain allows to verify the robustness of the
analysis. On the border, the results should be similar using the
two models in high and low frequencies.

The first resonance is given by L = A/4 for lines or L = A\/2

for waveguides, vVLC' - for oscillators, etc. It is in general quite
easy to evaluate its value. In more complicated cases, we must
remember that the first resonance is also the first eigenvalue of
the system. They can be obtained using:

’pL*I - Va] - w2[’ —0 (10.24)

L is the inertia tensor, H the hamiltonian, G' the metric re-
duced to the dissipation, and I the identity matrix. Solving the
characteristic equation we obtain the eigenvalues and the first
of them should be the first resonance frequency of the system
studied.

10.3 Another approach for lines

Lines networks can be modeled using many various techniques.
We have evocated the use of backward impedance. If we imag-
ine a network of many lines (they can represent a network of
information, a network of energy distribution, etc.), a first step
consists in representing each line as a separate element of in-
formation transport. This line (of length x) has two or three
conductors. The signal is transported through this line with a
given characteristic impedance 7.. If the source excites one ex-
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tremity, from this extremity, the other extremity of the line is
seen through the backward impedance Z; defined by:

Zr + ncthyx
Zy =mn. | 2 10.25
P <nC+ZTth7x ( )

On the other extremity, the generator must be transmitted. The
voltage across the load Zp is:

Vr = (1 + G‘) Uy (1026)

If the second extremity is represented by the backward impedance
seen from the output:

Zy + ncth7x>
7l =n, | ——F——= 10.27
b= (Uc + Zothvyzx ( )

To obtain Vi the reported voltage e; must be:

Zr
I S = (1 i 10.2
elZT—‘er; Vr=(14+o0)u (10.28)
but
€p 0
S = 7 Zo+ Zy) K 10.29
nZO+770 nZ0+770( 0 b) ( )
Finally,
e1 (Zr + Z}) (Zo + Z)
=n.(1+ 10.30
o= o) (10:30)
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In the matched case, e; = 2n.K°. Finally, the metric associated
with one line under this approach is:

Zo + Zy 0

(= (et 2) Zob2) (10.31)
+
7)c(1+0)% Zr + Z4

Each line is modeled by this way. It remains after to add
the couplings between the lines. Two kinds of coupling must be
computed: a first coming from the near magnetic field coupling
and a second coming from the near electrical field coupling.

10.3.1 Magnetic coupling

The principle is always the same. But at high frequencies, Neu-
mann’s relation has to be completed by the delays that the field
takes to go from the source to the target. For an element of
current on the line 1 of curvilinear coordinates x, the radiated
potential vector is:

A, = He
4’/TR12

At the level of the line 2, this potential vector creates the EM
force:

dxe Ik (10.32)

deg = —phdx’ -V x A, (10.33)

This EM force propagates on the second line and arrives at its
extremity with the value:

Sege " (10.34)
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The distance R1s is optimized in order to minimize the duration:
/
w (x + x,) + kR (10.35)
v

In empty space, Ris is a straight line. The whole mutual induc-
tance is obtained making the integration

]. r_!
Mp=2 =~ // Sese™ ' (10.36)
21 11 Jz Jar

i1 comes from both wires of the first line. The rotational of
the potential vector is computed between the two wires of the
second line.

10.3.2 Electric coupling

The scalar potential ¥ at the level of the second line is created
by the charges accumulated on the first line. Always taking into
account both wires:

dx i1 —[jkRiz+~a]
f= — [ ——— g z 10.37
1][}276 Cp (47 60R12) © ( )

The elementary voltage developed on the second line is obtained
through
0Vo = Atpogre™ "

The current source dg locally induced is then given by:

g = C'dx'psVsa (10.38)
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and the whole coupling ¢ is defined by:

1 ’_ !
to=2 =~ // Sge= '™ (10.39)
11 11 Jg Jar

Through this approach we define a nodes-pair current source
driven by the mesh current of the culprit line.

10.3.3 General approach

The need for EMC is to determine risks. Accurate represen-
tation of the lines is in general useless, because the difference
between the real distribution of the wires and their idealized
representation is wide. In fact a simplified representation has
made its proof. It consists in modeling first each line using
10.31 impedance operator. These definitions depend on the
lines only and not of the couplings between the lines. It is
obsviously an approximation, the couplings changing the char-
acteristic impedance of the lines. If (; is the impedance operator
of the line 4, the whole network of the uncoupled lines is given
by h = @;(;.

Once the lines are modeled, we have to add the couplings.
Depending on the neighborhood of the lines, we compute the
mutual inductance couplings and the ¢¢ couplings. These func-
tions are added as extra-diagonal elements of the global impedance
operator h of our problem. In a first run, to determine the EMC
risk, it is in general sufficient to consider the lines running in a
common harness.

The functional signals of each line is considered as source
for the covector e, and nodes-pair source g are also added on
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the spanning trees of the lines extremities. In final we solve the
equation

€u = h/u/ |: Ig( :| (1040)

10.3.4 Waveguides and cavities

The backward impedance is also a good model for waveguides
and cavities. If we know the equivalent circuit of the boundaries,
we can calculate the backward impedance Z,. at the level of the
emitter. Then, from the imaginary part of Z,. we can compute
the overvoltage coefficient @), knowing the losses R:

3(Zr)
R

Q= (10.41)
If zg is the self impedance of the emitter e, the voltage developed
in the cavity of height Z is Z,/(Z, + zp)e, and the maximum
amplitude of the field in the cavity can be approximated by:

Zy e
Ey=Q (ZT n ZO) 7 (10.42)

for modes developed in the polarisation Z following standing
waves in the plan z,y. The receiver, a slot, integrate the field on
its height h at its location: uw = h(x,y).Eof(z,y), f(z,y) being
the modal distribution of the field.

Knowing the maximum value of the field in the cavity can
be sufficient to conclude on the EMC risk. If the susceptibility
threshold of the electronics existing in the volume of the cavity
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is known in field, it can be compared with this value, without
looking in detail on the receiver location. If the level of field in
that case is higher, then we can take a look on the impact of
the location.

If the emitter is not centered in the cavity, the backward
impedance must be computed for each direction of waveguide
propagation. Typically for a rectangular cavity, four backward
impedances are computed on the emitter.

The advantage of this formalism is to translate simply the
resonator equivalent to the cavity. If the limit condition is a
short circuit, the backward impedance gives an inductance Lw
at low frequencies. With the resistance of the generator, it leads
to an overvoltage coefficient equal to Lw/R. If four axes are rep-
resented, the principle is the same, but four admittances are in
parallel and must be added to contribute to the final impedance
presented to the emitter.

10.4 Equipments

Once we know how to model the harnesses, we have to connect
them to the equipments. An equipment is a behavioral kernel
surrounded by interfaces that makes the links with the external
world. Some parts of the kernel can also be affected by external
fields through equivalent antennas. It is impossible to model
a complete equipment. And this has perhaps no sense. What
is important is to be able to model the signals that go in or
go out the equipment and how undesired signals can change its
working. Usually, it is interesting to separate the analysis of
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the equipment in two parts: the conducted interactions and the
radiated interactions.

10.4.1 Conducted interactions

Signals transported by the previously studied harnesses comes
into the equipment. They first transit through an interface stage
that we can call ” Passive Description Network”3. It is a network
of passive components like inductances, capacitors, that trans-
lates the transmission of the signal through the layers of connec-
tors and wires to the printed circuit board etc. After what the
signals goes in an electronic component whose input impedance
is known. The model can stop here and the whole component
can then be modeled with all the chain that makes the process-
ing of the signal in an unique behavioral function. If a parasitic
signal comes from one of the wire used by the equipment, this
behavioral part must give the answer that the equipment may
give in response to this parasitic sollicitation. It’s a little bit
more complicated if the signal is over the working frequency
band of the equipment. In that case, non linear components
transform the out-band signal in in-band one. This is a non
linear operator applied to the fast signal and which transposed
it in the working frequency of the equipment. All these details
are driven by the electronic schematic of the equipment and re-
sult in impedances and cords for ¢ that gives the whole transfer
function of the equipment, even in disturbed state. Let’s take

31 reuse here the naming submit by the ICEM model for the emissions
of the microprocessors - see UTE standards for details
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a look to the structure of (. A series of input impedance and
networks take in charge the interfaces. For example we have
impedances like Lp + R/(RCp + 1). L is the lead inductance
and C' the input capacitor with R the input impedance of some
operational amplifier. This input stage generates a voltage Ri
that is processed by all an electronic behind the interface. This
electronic executes a function f. applied to Ri and gives on an-
other output of impedance Rp this EM force in series with an
output inductance Lo. The equivalent schematic of the transfer
function between access 1 and 2 is shown figure 10.2. The cord
f-R takes in charge the behavioral model.

fR

Port 1 RIRCp+1) | |7 ‘H RO Port 2

Figure 10.2: Equipment model
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The impedance operator of such a device is:

(= (10.43)
f-R() Ro + Lop

10.4.2 Radiated interactions

The radiated interactions proceed following the same principle.
An antenna that reproduces the equipment reception of the ex-
ternal field transmits some noise to the input output of the de-
vice. These antennas integrating slots, internal couplings, etc.,
have their own gain and radiation diagram. They are finally
represented by one or more meshes including their properties
and having cords with the access of the device. By these cords,
it translates the impact of the external field on the internal
working of the equipment. For example on the previous model,
we could easily add a mesh like a dipole, which current acts
through a function k(E) on the output of the equipment. The
impedance operator of such a device is:

Ry+Lap+ 0 0
(= 0 Lp+ ey 0 (10.44)
k(E) f-R() Ro + Lop

The equivalent antenna of the slot of the equipment is modeled
here by an oscillator (Rg, La, Cy).
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10.4.3 Equipments as filled cavities

An equipment is often a metallic box with printed circuit boards
inside. These printed circuit boards have plenty of electronic
components soldered on their coppers. All these components
appear like disturbances on the flat surface of the printed cir-
cuit board. How act these disturbances on the cavity modes?
How the printed circuit board (PCB) changes the modes? An-
swering to these questions gives response to a complete category
of problems where electromagnetic fields are enclosed in volumes
that include other parts.

Major principles

We have seen that the fields in a cavity behave like in a short-
circuited waveguide. They are a little different from the free
space but not so much. The major difference comes from the
fact that they exist under modes defined by the geometry of the
cavity. A first consequence of this is that the field propagates
depending on the dispersion ccefficient & and not with the speed
of light.

Each component on the PCB receives the field and diffracts
it in various ways. We will look at this process and wonder
how it influences the transmission of energy from outside the
equipment to some particular component inside the equipment.

Major principles are:

e diffraction depends on the ratio between the component
dimension and the wavelength;
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e the PCB modifies the modes in particular it creates a TEM
mode with a low cutoff frequency.

Various methodologies use ABCD matrix or scattering S ma-
trix, then ABCD to Z conversion or S to Z conversion.

Component influence on the interior field

All the components fixed on the PCB behaves like small anten-
nas. If their heights are very small, they store or dissipate a
little par of the field energy. We have to study this first behav-
ior. If they are high enough, they can diffract the field. This is
a second behavior we have to study.

Porosity. If we consider a PCB inside a cavity, its length being
in the direction x, the width of the cavity in the direction y and
the height of the cavity in the direction z is Z, we take a look
to a particular resistance soldered on the PCB, and making a
little loop with the ground plane of the PCB with its track. The
resistance value is very much higher than the losses in the track.
A modal wave of magnetic field By go through the cavity. If the
length z of the resistance is smaller than the wavelength we can
consider the field constant all over the resistance. The EM force
induced in the loop is:

e = —zhpBy (10.45)
and the power dissipated in the resistance is:

1,2 h2p2 B(Q)

_ pi2
P=Ri*=R iz

(10.46)
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The power associated with the wave before the resistance is:

Py = C2T]BgZ/ydy {Sm (mr%)r - 025;3772 (10.47)
1 being the wave impedance.
Finally:
B2 = CQLZPO (10.48)
and 2,2 2 2
dP = 2%@; (10.49)

replacing R by o~ 1z/s. This gives:

d?P = Z%dx (10.50)
which leads to:
P = Pye (10.51)
and: 2,2 N0
a=—-2wh 258 (10.52)

with N components we may have:

_ 2 2 No
a=—2Nw” (h) =7 (s) (10.53)
This leads to small values of losses. Figure 10.3 shows the
typical curve obtained for one component. Except at very high
frequencies, near 1 GHz, the losses are weak. But considering
the number of components on a real PCB, we obtain anyway
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losses of around 1 for 1000 components at 100 MHz. It means
that 1/3 of the level is lost for a cavity of 10 cm at 1 GHz.
Clearly, the what I call the porosity of the PCB inside the cav-
ity decreases the quality factor of the cavity in hyper frequen-
cies. But we mustn’t forget that this behavior is in average.
Particular cases can exist giving very different results.

1072
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Figure 10.3: « curve for one component

To confirm or not this tendency, it can be quite easy. Using
one input of a microprocessor that has been characterized before
for its response in high frequencies, we can use it as a field sensor.
This can be done also using the same process with the power
supply lines. Measuring the level induced on these lines, we can
evaluate the field level inside the cavity, and then the quality
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factor. This measurement can be made with the equipment
in power off. In general we can consider that the functional
state doesn’t change the components behavior in front of high
frequency field illumination. This is not always true: first when
these components work at the same frequencies or when their
impedances in hyper frequency change radically when they are
powered. In general that’s not the case.

Diffraction and high height components. General prin-
ciple says that an antenna receiving energy through an inci-
dent field is then traveled by currents. These currents radiate
diffracted fields in the free space. These diffracted field come
in opposition with the incident field. Another rule is that Na-
ture tries also to increase its entropy. If she cannot benefit of a
high level of freedom inside the matter, she will try to increase
the radiation to the environment. The skin effect is a transla-
tion of this behavior. A high component inside the equipment,
up to the PCB receives the field of the modal wave inside the
equipment cavity. It behaves like a small antenna.

A small antenna like a component of small length compared
to the wavelength, is a capacitor. Basic reasoning consider a
cone. For an original radius r at the height y on the base of the
cone, the capacitor with the ground under the cone is:

2rr(y)dy

dC =
C €0 ye

(10.54)

0 is the angle of the cone, i.e. arctan(Y/R) if Y is the height of
the cone and R its maximum radius. Increasing the height, all



456 CHAPTER 10. DISTURBED CYBER-PHYSICAL SYSTEMS

the capacitors are in parallel and:

C= /dC: /GOM (10.55)
y y yo

if r(y) = ay + ro and the minimum height is yo, we obtain:

C = eioy) {oz (Y — o) + roln (Yﬂ (10.56)

arctan (ﬁ Yo

o =dr/dy = tan (0)".

Knowing the capacitor equivalent to the small antenna, the
circuit realized when the field illuminates this antenna is a sim-
ple RC circuit. The resistance comes from the losses in the ca-
pacitor conductors and from the part of radiated energy. For an
incident field Ay (we use the potential vector which is powerful
for this kind of problem). The current induced in the antenna

1S:
. —pY Ay Cp
- = v (2 )A 10.57

! R+ & p <R0p+1> 0 ( )

This current radiates a diffracted field A :

C
Ay = —poGp?Y? (ch+1> Ay (10.58)

G is a Green’s function associated with the field attenuation and
propagation with the distance. This diffracted field is added to

the incident field Ay with various phases depending on the direc-
tion. If we take a look to the electric transverse field —pAg, the
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diffracted field depends on a function that evolves with f and de-
pends on a function that evolves with (14 f)~!. Bode’s diagram
associated with the diffracted field shows a field that increases
up to wo = (2rRC)* then becomes constant in frequencies. As
we are below the first resonance of the currents associated with
the field on the components, R is principally due to the resis-
tive part of the component and the total field is decreased by
the field diffracted by the component. But this impact plays a
role principally at the component layer level. Up to the com-
ponent, the diffracted field changes of direction and amplitude
with Cos (8), 8 being the angle between the PCB and the ver-
tical axe associated with the component height. So, without
considering the near field interactions and until the frequency
is low enough compared to the A/4 criterion associated with
the component heights, it seems that the disturbance created
by the high components acts at the layer level enclosed between
the PCB and the height of these components. As C' ~ some pF'
and R =~ somemf), wy is around 100 THz! So, the diffracted
field increases with the frequency (A/4 criterion reaches around
15 GHz).

What does it mean?

It means that under the major energy stored in the modes of
the empty cavity, some higher modes are created at the compo-
nent level coming from the field diffracted by these components
and associated with the typical distance between them. Until
this distance is far from \/2, the stored energy in these modes
will be neglected. Up to this frequency, this stored energy must
be withdrawn from the stored energy of the major mode in the
cavity. This appears like an added losses for this majority mode.
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But a paradox is that the distance between the component is
many more small than the PCB dimensions (in general). A res-
onance will appear between the components at very high modes
for the cavity. For these frequencies, the losses inside the cavity
are very high (we have seen the order of values coming just from
the resistances on the PCB). The problem changes of scale and
what becomes interesting is the direct interactions between the
sources of transmitted field inside the equipment and the struc-

tures at the component level that may be excited by this direct
field.

10.4.4 Low frequency TEM mode coming from
the PCB presence

An important influence of the PCB is that it creates a conductor
inside the cavity. The cavity cannot be longer considered as an
empty one with a low cutoff frequency associated with the first
trans-electrical (TE) mode. It behaves more like a waveguide
with a conductor inside, like a coaxial line for example. It means
that low frequency TEM mode exists. The limit conditions are
determined by the connexions between the PCB and the metal-
lic box of the equipment. It creates also lower first TE modes,
associated with the whole distance that the field can follow be-
tween the PCB and the box. For example for a coaxial line of
radius r, the first TE mode is given by the relation:

% =27 (10.59)

Except for this particularity, the approach is exactly the
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same as for empty cavities, the problem being to determine the
dispersion k and the characteristic impedance 7. After what,
many models are available to compute the interactions and the
field inside the equipment.

10.4.5 Hyper frequency behavior

Due to the losses in the walls and in the PCB, the field ambiance
in the equipment can be seen as a pseudo-free field ambiance
when the frequency reaches the component scale. In that case
we have said that direct interactions must be considered to com-
pute the energy transmission from outside the equipment to the
components of the equipment. Direct flows of electromagnetic
energy between elements can be quite easily translated using
scattering matrix and S parameters. A way to represent these
paths of energy exchanges is to use graphs of fluxes. Looking at
figure 10.4, we can see S parameters relations and normalized
loads like G5 or G,. Following the rules of use for these graphs,
each node is a point of convergence for the waves a,, b,, and
the branches are the loads or the S parameters. The waves have
for dimensions squares of powers.

To find transfer functions like for example the ratio between
the incident wave by and the wave on node 2 by, we apply Ma-
son’s rules. To start, we search the ways between bs; and by:
C,. Here we recognize a first way C; = S1; and a second way
Co = 521G S12.

Then we look for loops L! of first order. A loop of first
order is a succession of branches starting from one node and
coming back to the same node. Here we have for first order
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100pSZ GCSH, GLSQQ and SglGLSuGs.

Then we look for second order loops L?, it means products
of first order loops but that have not common branches. Here
we have only one second order loop: S11GsS22Gr..

Then same research is made for loops of order n: L™, with
the same definition: product of n loops of first order that have
no common branches. Here we don’t have loops of third order
or higher orders.

S21

S12

Figure 10.4: Fluxes graph

Mason’s rule says that the transfer function T = by /by is
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given by:

b _ O (1—ZL%+2L%—ZL%+...>+CQ(1—2L%+2L%—2L%+...)+...

bs 1-YLl 4+ L2 -yL3 4. ..

(10.60)

Ly is a loop of order n that has no relations with the way q.
For example here ) L% = (G, S22. In our case, applying Mason’s
rule we obtain:

B S11 (1 = S2G ) + S12G S0
1= (S11Gs + S22Gr + S21GsS12GL) + S11GS22G1,
(10.61)
But this result should be easily obtained using our formal-
ism. Replacing branches by cords, and making the relations:

T

e a1 — node;
e by — nodey
e as — nodes
e by — nodey

We normalize all the meshes impedance to 1 {2 defining the
metric:

1 G 0 0

(= (10.62)
So1 0 1 Sa
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The source covector is:
e=[b 0 0 0] (10.63)
The transfer function 75 is defined by:

b 21
T2 = b—l = ybel = y21 (10.64)

Using any tool able to make formal computation we find imme-
diately y?' = T, = T. When the graph is complicated or too
much abstract Mason’s rule becomes difficult to apply. In that
case, our technique can be powerful.

For a normalized impedance zy; on port j, the waves are
defined by:

_ _eitzoif
a; = Stz
! 2(205+25;)
(10.65)
i
b — €;—Zg;t
’ 2(205+25;)

Knowing the correspondence between S parameters matrix
and impedance matrix Z:
1+5
7 =—— 10.66
1o (10.66)
Once the transfer function is obtained using the scattering
matrix, we can change it in the impedance expression using the
previous relations.
Our problem in EMC is to identify the possibility that a
direct interaction occurs between some openers in the equipment
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box and a target component on the PCB. In hyper frequency, the
risk can be evaluated using field paths and fluxes graph. Once
the transfer function is written, we can change it in Kron’s form
to include it in a larger problem involving various objects at the
system level.

10.5 How to study the whole system?

A system can be imagined starting from the customer needs.
Once the missions well understood, it is possible to construct a
set of equipments that grouped, will make the missions. Once
these equipments listed, it remains to link them using the pre-
vious networks.

For a known kind of system, Future evolutions consist in
changing some elements inside the system without starting from
zero. Often, the conception is limited to the revision of some
parts of the system. We consider here the case where we start
from zero.

If O is a set of objectives written by a customer, O is a set of
function of the space-time and of materials making movements,
communications, transformations. Knowing O and its elements
Oy, we must define for each Oy, the couples Commands - Actions
they imply. If we are able to define these couples, we can imag-
ine that more or less, we can define equipments that reproduces
these requirements. So we male a correspondence between each
O and a set of manifolds able to answer to the requirements
(they are abstract models of these parts of missions). To illus-
trate this we imagine a system able to manage a part of the
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lights in a group of buildings, using the energy of the Sun. To
reach its mission the system must:

e O;: receive the energy of the Sun, has actuators that
switch on the light and the light itself;

e Oy: understand the needs in lights;
e Oj3: control the lights activation;

In a first step we create the subsystems able to cover the missions
Ok.

The first one is a resistance that transforms the sun light in
electricity to charge a capacitor. Its impedance operator is a
simple RC circuit, one port is the sun light and the output is
the voltage across the capacitor. It works for given intervals of
temperature, light, etc. To the first mesh we add a second one to
communicate the status of charge to the central unit that will
manage the system. It is a simple mesh with a measurement
of the current in the capacitor, and a message sends to the
central unit through an antenna which is an oscillator. A third
mesh is added which is the light control and the light itself is
a fourth mesh. The manifold is Mj, for ¢ devices and is the
correspondence for Oy.

A second system detects the light near various buildings to
decide is it is necessary to switch on some lights. It is a first mesh
that measure the presence of light in the environment and a
second mesh that sends the need for lights to the system decision
organ (central processing unit: CPU). There are as many of
these systems as it is needed light detections: O — May,. It is
an autonomous system for energy.
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O3 is the CPU. It receives the messages coming from O;
and Oy, commands coming from a panel that interacts with the
users and send commands to the lights and the panel. It is
made of a CPU, receives messages and send others. So it is
made of two antennas, a screen and a keyboard which is a set of
buttons sending words to the CPU. It needs power, as O;. The
corresponding manifold is Msj.

10.5.1 Constructing the system

First action means to complete the source vectors, including
external ressources for power supplies, etc. This completes the
definitions of our manifolds. Then we realize the addition of the
various manifolds involved in the whole system M:

M= M+ Moy + Ms (10.67)
q n

The addition includes the operation of increasing the dimension
of each manifold and realizing the direct summation through a
simple addition (remember that thanks to this technique, the
order doesn’t change the result, contrary to the classical direct
summation). These additions imply also the operations made
on the intervals with intersections (see Domains for vertices and
systems).

Next action consists in adding the networks of communica-
tion (in this example, because there is not networks here for
controls, energy, this last network being embedded through the
sources. The modeling strategy may have been different). Cord
functions is added in the extra-diagonal terms of the matrix ¢
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of M to translate communications through antennas. At this
level, M is near to model the real system in a quite large sense.
It lacks the interaction with the users.

That’s the next action. It means sending to the panel some
command to display some words (W?®). These words are the
choice of the CPU player. Depending on his needs, the user
can make choices ¢, in response to these sollicitations. For each
couple (¢, W?) we define a bayesian probability associates with
the gain wY the user win choosing the command ¢, in response
to the sollicitation W*. The function h,, applied to W¥ is in-
terpreted by the CPU through the synthesis )Y send to it in
order to provoke next communication to activate some actua-
tors. These last cords are the more complex ones and end the
definition of the theoretical system. To detail each of its mech-
anism the engineer is obliged to go deeper in all the definitions,
but the structure defined symbolically helps him to manage his
work as system engineer. More, the formalism allows him to
develop the details remaining inside it. Having defined the net-
works, he can after describe various signals involved and study
their transport using harnesses. The computation of the cou-
pling functions will help him to decide wether or not shields are
necessaries or what may be the best architecture for his system.

Here we have imagine the method of construction for a fixed
system. The CPU can exchange with a cloud in order to make
better prediction of the need of light, taking into account stormy
weather, etc. This is already a CPS system for sure and its de-
velopment can reach today capacities that wasn’t at least imag-
inable yesterday.
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10.5.2 System communication network

The elements of our imagined system are connected through an-
tennas. There is no wire network. The communication between
antennas, under the far field assumption is quite easy to model.
The impedance operator is:

V 30ROG 7d/cp
—€

Ca1=h 7

d is the distance between the antennas, the first of gain G and
the second of effective height h. It is always possible to separate
the tensor that takes in charge the coupling between the anten-
nas from the other operators. Let G being this tensor (similar to
a Green’s function). If we forget the power supply of the CPU
and the actuators, the weak side of this system is its communi-
cation network. There are various kinds of possible attacks:

1. natural ones, like lightning;

2. artificial ones like in-band noises using same frequency of
work (the available frequencies for civil applications are
not so many).

External sources can be represented by external vertices.
The transmission to the NV antennas of communication is com-
puted by another tensor B where all the cords are located on
the same column going from the source to each antenna.

With low frequencies natural noises like lightning, two kinds
of aggressions can occur. The first one is a direct lightning
strike on one of the antennas. In that case that’s not B which
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is concerned but a specific circuit where an equivalent circuit of
lightning is directly connected to an antenna. This is a classical
job for any engineer in EMC. The objective here is to avoid the
destruction of the electronic of the antenna.

If a lightning strike arises far from the antennas (but not so
far!), all the antennas will be exposed to the lightning magnetic
field. The disturbance has a short time duration, around 300
to 400 ps. But it can affect the electronics of the antennas:
destroying them if the EM force is to high and provoke spark
gap or over voltage on components; saturating the antenna and
blocking for this duration the emission or reception of signals.

A first observation can be made. If the network is con-
structed point to point, i.e. that there are only one link between
each antenna and the CPU, in that case the loose of one sensor
is easily find, one communication being broken with the CPU
(we make the assumption that the CPU is not disturbed). In
this architecture, { has a particular structure, all its terms are
located on the first column and each first element of all the rows.
For example for 3 elements we have:

CPU G2 Gi3
Cab=| Ga1  Sensory 0 (10.68)
Gs1 0 Sensors

This architecture has a weak point: if the CPU is disturbed,
all the system is affected. The figure 10.5 shows this kind of
architecture where it appears clearly that all the cords go or
start from the CPU.
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Figure 10.5: Star architecture

Note that regardless of the numbers associated with the ver-
tices, the G structure indicates also clearly that all the cords
converges to the CPU. Another example of such a tensor may
be (a is any G;;):

0 0 a 0 O
0 0 a s s
Gaw=1|a a 0 a a (10.69)
0 0 a 0O
00 a 0O

We identify a ”cross” of ”a” on the row and column associ-
ated with the impedance of the CPU C.

We can generalize this finding. If in a structure of impedance
operator, the cords follow the figure of a cross around a particu-
lar impedance, it means that an interaction exists between this
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element and all the other. This can be the testimony of a weak-
ness in the system.

Another choice for the architecture may be to use antennas
as relays to have a better coverage of the domain, even if the
CPU is not directly in front of some sensors. This flexibility is
translated by a network where cycles appear, like in the figure
10.6.

Sensi3 /
o
Seriborl

{ r )
.
car

[
o
Sensor2

Figure 10.6: Circular architecture

This management has for impedance operator:

gab = (1070)

oo O
o OQ
o O O
Q@ O OO
Q@ O OO

o
o
o

The matrix of G is diagonal. If one sensor is lost, the whole



10.5. HOW TO STUDY THE WHOLE SYSTEM? 471

network is affected. The same weakness versus the CPU as in
the ”star” architecture is observed.

Another possibility is to distribute the CPU through many
little ones added in the electronics of the sensors. The architec-
ture can be meshed as shown figure 10.7.

‘¢ /'(“—-—ii__&_ﬁ»{/ &
nodel AN
noded

Figure 10.7: Meshed architecture

The impedance operator for this network architecture is (b
for the interactions):

Gap = (10.71)

o o O
oo O o
O o o
o oo o

the matrix is filled. This kind of system is very robust
against electromagnetic aggressions. As the signal processing
is distribute all over the network, some nodes can be lost with-
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out blocking the network working. But its conception is harder
than for the others organization and its cost can be higher.

The robustness of each architecture can be tested by replac-
ing some components of G by 0. On the star architecture 10.69,
if one sensor loses its antenna, the rest of the network can be
functional. You can confirm that taking Gzo = Go3 = 0 for
example let the CPU communicating with the other sensors.
While if the emitter of the CPU is touched, all G becomes equal
to zero. For the circular architecture 10.70, the loss of one ver-
tex, for example the second one, destroys half of the network.
The impact of one loss of an antenna can be evaluated in this
architecture using WCA. We have under this assumption for the
vertex 3:

G32

e =GgJ” = =Gy J'
Co2

If G3s is forced to zero to translate the loss of the antenna
3, the communication between the vertices 1 and 3 is lost. But
also with all vertices which have in its communication function
the operator Gss.

In the meshing architecture, the lost of one antenna has for
impact only the functions associated with this antenna. Making
one element, for example Go; = 0, the rest of the network works
as if it has been reduced to this residual part.

10.6 CPS in spaces

We want to add in our considerations on systems, the dynamic of
these systems. To do that we create a global cartesian referential
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attached to the coordinates z® = z',22,23. A mobile follows

a curvilinear trajectory. Its speed on this trajectory u® can be
developed on the basis of the speeds in the cartesian space:

u® =u’ (v', 0% 0%) = ASv® (10.72)

When this speed changes, we have to project these changes in
the common space:
du” = iAc ve = AS v, 9y dx—av

dr dr ¢ *dr  0x° dr

The figure 10.8 illustrates in two dimensions the mechanism.
We see at each point p, = (xl,mz) that the trajectory follows
a vector u¢ whose transformation from the vector v® changes
with time 7.

Finally we obtain:

o (10.73)

C
‘Z; +TC 070 (10.74)
The Christoffel’s ceefficients here come from the time derivative
of the transformation matrix of the basis vectors and not from
their direct derivatives. There are of another kind. And we will
see that we will retrieve the first kind we have seen.

Knowing v¢ we can define a force f;, using Newton’s law and
an inertia m by:

V=

C

fo=mpen = mbc% + mbcfgygvava (10.75)
but mbcl"g’g =I'ba,s and
d Cc o, O
Jo = mpe——u" + Tha, o0 (10.76)

dr
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Figure 10.8: Curvilinear dynamic
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If the matrix A doesn’t depend on x%, we can integrate both
member to obtain:

/dtfb = mpeu’ = s2 = /dtfbub = mpeuu’ (10.77)
t t

giving

s = Vmpcucub

5§ = \/mbcubuc + /dtI‘baﬂgv“qub
t

The geodesic of the space are given by the equation 10.75
with no acceleration, i.e. no force:
du® du®

mbc? + mchz)avﬂva =0 dr

if not:

+ T4 ,v7v* =0 (10.78)

10.7 CPS group behavior

A group of systems moving in a common space can be described
by the union of the vector J* giving the current in all the elec-
tronics and the vector u® giving all the speeds of the mobiles.
Temperature, pressure, etc., are taken in charge by using do-
mains. The sources are composed of the EM forces e, and the
mechanical forces fz. The mechanical forces can come from
motors that give the mobilities. The decisions to move can be
taken by humans or processors.

The coupling between the moving systems comes from two
kinds of techniques:



476CHAPTER 10. DISTURBED CYBER-PHYSICAL SYSTEMS

1. coupling by communications in a CPS where a group of
mobiles is guided by a central unit or a distributed unit;

2. coupling by game theory cords where actions from a mo-
bile influence the decision of a pilot that decides of the
direction to take with his mobile. This is extended to the
whole group.

The system can be modeled with a general covector €, and a
general vector n”. The inertia £ exists for both electronics and
mechanics. For mechanics, inductances are replaced by the iner-
tia mass my.. Losses R exist in both electronics and mechanics
as storage of potential energy. As we have seen previously the
metric is associated first with the losses. These losses can take
various forms: frictions, dissipations, radiations, etc. But in
mechanics, frictions are proportional to the speed —Rp,v7. We
obtain exactly the same structure than for electronics. And as
the frictions are proportional to the speed, it is logical through
a second geometrization to find them defining the metric.

We consider a projectile. It see the gravitational force of the
Earth f,; and the force coming from the wind, proportional to
its speed. The general aspect of the system of equations that
describes the system is:

d
w—V
To ¥ Mou gy
K is the tensor of frictions. Looking for J = 9f,/0V"™, this
equation can also be written

v = Ky, V" (10.79)

T, = GV (10.80)
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with
_ d
Eu = (% {jgw} ! <fg + mgudtvu>

and

G={J}'J

The vectors V" includes the three directions of the projectile,
but also the speed of the wind.

10.8 Fake datas from EM attack

We start accepting the existence of a space with IV directions
defined in a metric v/G. At any moment, the state of any mobile
that belongs to a set A can be projected on these axis as an
image of its activity both electrical and mechanical. We can
draw on a space (R, K) the activity of communication which
uses the radiation resistance R, and a factor of movement K.
This can be made for a set A of N4 mobiles. At each moment,
a vector of activity u” attached with one mobile can be defined
by

utt = (10.81)

The curvilinear coordinates ¢ associated with the radiated com-
munication and v associated with the speed of the mobile. This
speed can be projected on a cartesian and common space w®
and the current ¢ can be projected on mesh currents associated
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with magnetic moments in the three directions of the cartesian
space. So:
vk = Akw®
(10.82)
i9=ALJ"
If the cartesian space is associated with the generalized vec-
tor c:
Jﬂ?
= (10.83)
wac
having six dimensions, three for the moments* and three for the
speeds. The previous relations can be written:

ut = A2e” (10.84)

We suppose that the information i influences the speed v. i.e.
that it exists a function y such as a coupling between ¢ and v is
defined by —yi. Knowing that, the impedance operator may be
inferred from the invariant:

s = gpoulu = Ryi® — xiv + Kv? (10.85)

which suggests the pseudo-metric (for one mobile and pseudo
because g is not extracted form a riemanian space):

R, 0
9= (10.86)
—X K

4] have submitted the use of the moment space first time in ” Compati-
bilité électromagnétique des systémes complexes”. Lavoisier editor, 2007.
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For a source covector f, the generalized equation adding the
inertia is:

d
fo— ch%uA = gpau? (10.87)

By replacement we obtain:

Jo — ﬁbA (A ") = gpaliic" (10.88)
but
% (AA ") = Aﬁd 4T em
and so:
Jo — CbAAnd " = Loalp, " = grahjc”

now we multiply all the members by Ag:

d
AL fy — AgchA;‘%cn — ALy AT e = Al gpahic”

which gives:

dc™ A
fo = Llan—g = Qaalipc™e" = giuc" (10.89)
As we are in that case interested by the radio communica-
tion, each current ¢ has a correspondence with three currents
JT, JY, J? of ™. What is the advantage of this representation?
Having the speeds versus time, we know the locations of the
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moments associated with the mesh currents at any time and
of course their intensities. A consequence is that the distri-
bution of power D, in emission in one direction (for example
gheJ = J*) associated with the distribution of speeds D, of the
same moments in each direction gives the whole activity of the
network. The distribution of speeds shows how the ”gaz” of mo-
biles moves and if their movements are stochastic or organized.
The distribution of radio activity shows with which rhythm the
informations are exchanged and if some particular mobiles take
in majority the role of emitters or not. But there is another im-
portant information included in this equation: the Christoffel’s
symbols. They say if the location of the mobiles respectively to
the cartesian space axes are constant or not. In other words if
the mobiles turn more or less in a distribution D;.
The definitions of each distribution are:

Dy = (P, (g /"))
D, = (v,{c")) (10.90)

Dy = (6,(T4,))

The necessary averages to describe the distribution are com-
puted on a given time duration:

T
*T 1 T *T
(Goa T Ty = 55 Y oo (0,6 T (1)
t=0

knowing these distributions it becomes possible to elaborate
a strategy to attack massively the network. If the distributions
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are Dirac’s functions, it means that by radiating at the moment
when the vertices are weakly emitting, the attacker can hope
to spread fake information, it’s a first possibility. This can be
done because the attacker can look at the variation of the dis-
tribution versus time. But to reach effectively the receivers, the
attacker takes care of the speeds and angles of the vertices. To
transmitt as best as possible energy to the receiver, the attacker
should aligned its moment with the moments of the receivers.
Another strategy may be to generate emissions synchronously
with the higher levels of emission of the group. This allows
the attacker to blur the communications. The various strategies
can be constructed by making distributions linked with those
of the group. The first strategy we discuss uses Dp, etc. But
as a central point of the success of the strategy is based on the
alignment of the antennas, the object I'2  plays a major role in
these determinations.

The CPS can use the same distributions to prevent attacks.
The strategies for the CPS may be to avoid any predictable
suite of configurations to exist. A first rule can be to change the
sources of emission and angles following a law that changes reg-
ularly but without a regular pattern. The less the distribution
presents recognizable patterns, the less the attacker can find a
strategy to blur communications or pretending being a member
of the group, communicating fake information.

The clear advantage of working in the cartesian space is to
synthesize the behavior of the whole group and to allow the
study of the distributions. We have two options. A first option
consists in the consideration of a common curvilinear space S
on which we make slip a local cartesian space S. From loca-
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tion to location, the transformation of S to S explains how the
curvilinear space evolves, as it is impossible to embrasse it glob-
ally. Another option is to make S sliding in front of a standard
cartesian space S. That’s what we do here. The figure 10.9
illustrates the two mechanisms.

Figure 10.9: Two kinds of slipings

Note that the geodesics followed by the system are defined
without sources, forcing the acceleration to zero which leads to:

Gonc" + Qqal' i c™c" =0 (10.91)

For a flat space, this is reduced to gj,,c" = 0. One more time
we find a purely resistive network which doesn’t depend on the
current values. Let us illustrate our reflections by a two-fold
example.
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The natural space is the vector:

~

1
2
u” = 1 (10.92)
2

=
~

(ST

We associate with this vector the hamiltonian

011 0 0 0
0 0929 0 0

H = 10.93
—X31 0 Kz O ( )
0 —xa2 0 Ky
and the sources:
fo=le 0 f3 fi] (10.94)

Each impedance is linked with a vertex (we have already made
the transformation from the branch space to the mesh one). The
inertia is:

Lll *MlQ O O
—Msy Lo 0 0
0 0 mss 0

0 0 0 maq

L= (10.95)

We project each current on a basis of three currents in the
x,y, z directions of one standard cartesian space. We connect
it and J*,JY,J?, and i with Q%,QY,Q?. We make similar
correspondences between v' — w®, w¥, w? and vZ — n®,nY,n>.
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These relations define the matrix A that transforms S in S for
a defined value of time. It means that rather than one value of
i' we have three values of J%, JY, J?, with i' = A}CJ’“, etc. And
the values of these three currents change with time at the same
rythm than ', etc. Exactly the same reasoning is conducted for
speeds.

If the two mobiles keep their speed and moment during all
the time: for example (J*, Q*, w®, n¥). If we look to the distri-
bution D,, it presents two Dirac’s functions for the values w®
and nY. The same for the distribution Dp depending on J*
and @Q*. With these informations it becomes easy to reach the
targets and to try to disturb them. It will be the same for any
regular profiles of the distributions, revealing periodic positions
of the mobiles.

10.9 Entropy

In any system there is a part of cinetic power L, a part of the
power is the radiated power G and internal power which is the
stored power H. The system benefit of external sources eJ = w.
We can write:

d
w—LW%J“J" =HuwJ"'J + /G T (10.96)
The heat @ corresponds to the radiated part of the power.
The heat is a process of exchange of energy between two bodys or
more. The heat transfer is easily identified through the radiation
resistances or any resistances.
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A system can receive heat, i.e. radiation from another sys-
tem. This radiation can be more or less efficient depending
on the radiation efficiency of the system. Antennas that are
the more efficient systems for radiating, works with established
modes. Their number of states are quite easy to numbered, it
corresponds to the eigenvalues of the system. This number can
be high but in any case is less than the number of degree of free-
dom of the free radiated field. Equation 10.96 can be written:

w—Lp=H+Q=H+VG (10.97)

which is similar to the thermodynamic equation. The quantity
Q is associated with the radiated field and with the thermal
field. The invariance of the power whatever the representation,

leads to Parseval’s relation. The average radiated power < P >
is defined by

<P>= &/ dtid(t) (10.98)
T Jo

(R, is the radiation resistance). If we develop the signal using
Fourier’s serie:

Zo(t) = ’200 + g()lCOS (wot) + %1051.71 (UJQt) + ... (1099)
(wo = 27 /7). By replacing 10.99 into 10.98 we obtain:

w1l 1.
<P>=R, {z‘%o + 52’81 + 52’%0 +.. } (10.100)
or in general:
1 N
<P>=R, |id)+ 5 ;zi] (10.101)
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which gives:

i2 (10.102)

for the unique radiated part (the thermal part is included in the
continuous component that generates infrared radiation associ-
ated with Joule’s effect). We can choice a signal ig(¢) without
any continuous component. For a rectangular signal, each com-
ponent can be defined depending on the thermal theory of noise
with:

1
kETSf = iRaifL (10.103)

For the N components this gives NkTdf. To reach the expres-
sion of an energy we integrate versus time our relation to obtain:

/ dtQ = / NKT§f6t = NET (10.104)
t t

Creating a quantity S called entropy, defined by:
/dtQ =S8T (10.105)
t

this leads to: S = Nk. The entropy value says how many states
the system has. But as N can be enormous, it was chosen to
use the logarithm of this number rather than N directly. So:

S = kin () (10.106)

with N = In ().
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Once entropy was created, it gives one of the major law of
physics: when various bodies interact, the total entropy of the
system tends to be maximum.

When there is transformation in entropy, this transformation
cannot be reversed. When an antenna radiates in the direction
of a second antenna, the part of radiation lost in the universe
cannot be recuperated. So even if the second antenna radiates
the energy it have received from the first antenna, it cannot give
it all the energy that the first antenna has radiated. It’s again
worst with thermal radiation.

If a resonator is excited outside its resonance frequency, the
current in the resonator is given by:

w
= (10.107)
Lp + Cp + R
The temperature increasing 6 is given by the electrical power
dissipated in the resistance:

RJ? = 041,60 (10.108)

The energy stored in magnetic field 1/2L.JJ* is not equal to the
energy stored in the electric field 1/2CVV™.

Now if the source is set at the resonant frequency, the current
becomes equal to e/R and is maximum. As a consequence, the
dissipation is maximum also. In that case the magnetic energy
stored is equal to the electric energy stored. The number of state
is drastically reduced: it’s the first eigenvalue of the circuit.
It means that S decreases and by the fact T" must increase:
that’s the case. The number of degree of freedom of free field is
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enormous, while that when it is organized in modes, it is very
reduced. And increasing the temperature means to increase the
consumption of current in the resistance. This consumption is
taken in charge by the increasing of the modal field. Exchanges
arise between the source and the modal field, then between the
modal field and the thermal field. As a cavity can be seen like
a set of resonators, this reasoning can be applied to cavities.
The entropy of the universe is increased by this thermal field
radiation and respects the thermodynamic law which says that
the global entropy must be at the maximum. As said Feynman,
the gain in organization inside is compensated by the disorder
created at the exterior.

When we think of our cyber physical system, when it ex-
changes information it decreases the entropy by organizing the
electromagnetic space with a controlled field. As the culprit
wants to disturb this exchange of information, he tries to in-
crease the entropy. The unique solution for the victim consists
in isolating its system, i.e. to make a cavity where he can cre-
ate various organization of the field through modes giving only
disordered field outside. Major problem comes from the lim-
ited volume that a cavity can enclose. But this reasoning shows
how entropy can be interpreted in electromagnetic compatibil-
ity. Shields allow to protect organized fields from outside dis-
turbances which objective is to create disorder.

Finally we write:

s 1 d
R ST By [ 10.1
o T{w L, dtJ J } (10.109)
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Now we have also the relation®:

1_05
T OFE
and so:
ds d oS
o _ Bl /73 (70 G
7 {w ﬁ’“’dtJ J }8E 0 (10.110)

If we make the assumption that:
S = Spe*ttE (10.111)

which means that the entropy increases with time and with
the energy. Replacing in 10.110, this leads to:

a:'y{w—ﬁ,wjtJ“J”} (10.112)

As long as a source gives energy to the system, the entropy
must increase. This increasing comes from the part of dissipa-
tion of the system that radiates in the universe, power supplied
by the current given by the source. Now if the source disap-
pears, the entropy decreases if only stored energy remains as
in this case, the number of state is drastically reduced. The
relation can be generalized by:

a:'y{w— (‘C’“’jt +7—[W) J"J”} (10.113)

5See Berkeley’s course on statistical physics, page 145 and next
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and the metric G appears clearly to be the operator that
enclosed the radiations and dissipations, i.e. the entropy. The
magnetic and kinetic energies - in other word the inertia - are
the reactions that limit the increasing of entropy.

So, we may have think that movement increases the entropy.
But that’s not so simple. The movement increases the distance
between the systems and so decreases their interactions. But
movements increase the number of states, and so the entropy.
In fact, total entropy tries to be maximum, but systems in-
crease their organizations, paying for that by increasing their
radiations into the universe. Somewhere in another far system,
these radiations gives energy under sources form, which creates
organization...

The cyber physical systems, the world and the elec-
tromagnetic compatibility are entropically linked.

10.10 Systemic

The xTAN® formalism I present in this book can be a good base
for system modeling. Robert Vallée was one of the great scientist
that has tried to submit models for the systems. His major
book Cognition and System - essai on epistemo-prazeology gives
innovative tracks for this objective. In memory of his work, I
present here some thoughts that have made the material of an

article for Res-Systemica’.

Sextended tensorial analysis of networks
"The journal of the AFSCET French association of systemic:
www.afscet.asso.fr
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10.10.1 Dynamical systems

Dynamical systems not only imply variables of position, load,
etc., but also their time derivatives. A dynamical system is char-
acterized by a second order differential equation, or an integro-
differential equation. The time delays exist through the time
derivative of the variables that calls for the past values of the
variables. This appears clearly in a bloc-diagram drawn by
Vallée in [16]. This bloc-diagram is given figure 10.10.

Figure 10.10: Bloc diagram

The equation associated with this bloc-diagram is:

%x =Ax+ B.u
(10.114)
y=Cax+ D.u

where A, B, C, D are matrices and x, y, u are vectors. This kind
of system is classically used in automatic. We see on this fig-
ure that, while we use the time derivative in the equation, an
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integration appears on the bloc-diagram. This comes the vari-
ous possibilities that exist to define the space configuration of
the problem. The general approach starts from an equation, for
example:

d’*z dx

m—s +k— —mgx =0 10.115

az T ar ™ ( )
(the exact meaning of each variable here has no importance).
We can define a new variable:

dx
= 10.116
v=— ( )
to obtain a system of two coupled equations:
mgr = kv + m%v
(10.117)

%x =

Looking to the bloc-diagram 10.10, we see that the past of the
system evolution is implied through the loop using the operator
A. This operator sends the current value of x to a summation
implying the next value of x. This operation doesn’t appear in
the system of equation 10.117 that has the advantage of using
only first order time derivative. This form being obtained from
the relation 10.116 we may call it "hamiltonian”. But we can
define two transformations:

AP
L =0

(10.118)
mgx = [ drmg = f
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The problem equations becomes:

miv +kv=f (10.119)
dt

The difference may seem harmless but is in fact very impor-
tant. The force f coming from an external influence g appears
clearly here. It results from a form applied to the space and
may be called ”lagrangian”.

Looking back to the system 10.114, we understand that lo-
cating the time derivative as member on the left, it gives an easy
way to solve the system using finite difference in time domain. It
is a classical organization for automaticians. The environment
variable u is not separated from the other variables in this writ-
ing. Let’s write this system locating the environment variables
on the left:

Bau= %x —Ax
(10.120)
Du=-Cuzx+y

This new system can be represented by a graph shown figure
10.11. This graph is very different from the bloc-diagram. Nodes
becomes circles taking in charge various objects, including the
sources B.u, D.u and operators p — A, 1, while a cord takes in
charge the operator —C'. The bloc of the bloc-diagram becomes
cords in this new representation. The first representation leads
to the matrices:

%x A B T
= (10.121)
Y C D u
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x & B.u y&D.u

Figure 10.11: System 10.114 graph

The second representation leads to the matrices:

B.u p—A 0 x
= (10.122)
D.u -C 1 y

We can call the first representation " ABCD” while the sec-
ond one can be called a ”lagrangian” representation.

Having defined the bases of a dynamical system, we can won-
der now how we can control them, observe them and identify
them as cybernetic systems (these cybernetic systems are at the
origine of the cyber-physical systems).
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10.10.2 Controllable and observable cybernetic
systems

Neither Vallée nor Wiener uses bio-chemical equations in their
descriptions of systems. These equations seems like:

A+e—24 (10.123)

where A is a given substance and e some energy. We have
seen that xTAN allows to model biological systems like bac-
teria. Anyway, Vallée definition of systems seems to me a very
good one. I recall this definition here:

A system will be called cybernetic if it is possible to distin-
guish in this system an observation chain, followed by a decision
chain. It must be clear that the observation chain allows the
system to perceive itself and its environment and some acting
organs modify the system and the environment. What a beau-
tiful definition in fact! It contains all the material to define a
cybernetic system, even if it appears short. The observation
chain includes all the mechanisms of the perception, of the at-
tention, and the understanding of the signals received through
the sensors. The decision chain encloses all the thoughts used to
choice one action rather than another, then to command actions
in response to the sollicitations of the environment. For the ob-
servation, Vallée used the concept of ”epistemological territory”.
We note the signals coming from the environment u,,. The state
variables of the system are noticed x?. In the lagrangian for-
malism, we clearly separate the exogenous sources u, from the
endogenous states 7. In automatic, both variables are consid-
ered together. We will see that by separating them we can reach
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an deeper understanding of the processus. Vallée suggests the
creation of an operator for the observation that transforms the
value observed in a understood value. The system 10.122 can
be written:

Vo = Caot’ (10.124)

v, gives the exogenous excitations coming from the environ-
ment, z7 are all the state variables of the system, including
the inputs, outputs and the hidden ones. The operator ¢ links
the excitations of the system wu, to its responses and actions
z?. We have already seen in the classical writing 10.121 that
v; = B, vy = Dwu. B and D are operators that give sens
for the system to the variables coming from the environment.
These operators can act on the passed values of u and v; can
be a development on u like Biu*. But how may we take into
account the hidden influences of the environment. The ABCD
writing is not adequate for this, as it doesn’t make the difference
between all the state variables. With the xTAN approach we
can define domains. This means to develop the operator ¢ on

functions D with:
Y D=1 (10.125)

To each hidden parameter of the environment ¢ is associated a
q
partition function D;. We can so write:

g1 Qg2

o 1. , kL x 12...
Cao =D1Dy ... L+ DDy 2+ (10.126)

We know that the whole system of equations 10.124 and the
associated interval definitions can be seen as a manifold. Having
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defined the observability, it remains to define the controllabil-
ity and the decision process. We have here one of the key of
the epistemo-praxeological loop (EPL). In automatic is often
defined the optimal approach as the best approach of systems
to reach their objectives. To control the systems there are some
automatic feedback like the operator A in 10.10. Similarly, sys-
tem 10.122 can be written:

V1 Ly 0 x —-A 0 T
V2 0 Lo Y -C 1 Y
(10.1

where L;; is a tensor that takes in charge an automatic opposi-
tion to the impulse applied to v,. Here appears all the advan-
tage to separate the environment variables v, ¢ from the state
variables 7. Because if in general we can influence the state
variables %, we cannot influence the environment variables v, ¢.
Even if the system can influence its environment, it is not by
the same mechanisms.

10.10.3 Coming to a decision

For Vallée, both environment and states are enclosed in a sin-
gle vector €. He named this vector a ”pragmatic chain”. In
our lagrangian approach they are separated. The observation
operator acts on u, to generate the usable observations wv:
Vo = Hfiuk. The command comes from the observed value
through another operator §: ¢ [0 (¢)]. This new operator changes
the observation in an appropriate command. It is clear that
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various observations can lead to the same command. There is
a kind of integration between the observation and the action.
For example, if your hand is on a hot plate, you will retire your
hand without asking if the temperature is 80° or 120°! The
xTAN formalism will give us other possibilities to describe the
decision process.

The decision comes from a game. Knowing vy, ve, ..., v,
the action of the environment named “nature” in the game,
the possible responses of the system are y1, yo, ..., yo.. Actions

come from translated perceptions v, = 6 (u,). The reactions are
visible states of the system ¥, € z. For each action-reaction
(v, Yz) we can define the system earning. i.e. a positive or
negative consequence for the system in comparison with the ob-
jective it wants to reach. We note GY the payoff matrix of the
game which contains the earnings for all action-reaction couples.
The choices of the system in response to the environment sol-
licitations are bayesian probabilities. We can associate to each
response of the system a probability of occurence given by:

P()o [Ya| vas -] (10.128)

Then we can establish the hope of earning E, for the system
gamer for each of its choices y:

B, =GyPY)v [Yu| Ve - - ] (10.129)

Between all these hopes of earning, the system will come to
the decision k through an operator x given by:

kY = x"E, (10.130)
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this reaction k£ being associated with a command v through a
pragmatic operator ¢ for which:

vg = (auwk"™ (10.131)

When we compare the two expression under the ”ABCD” for-
malism ¢ [0 (¢)] and under the lagrangian formalism

Cﬂw waGZP(y)U

it suggests to consider the observation operator 6 applied to the
function € = f (vq, y?) as the bayesian probability

PY)o Yol vas -]

The operator 4 is associated with the product (g, x"¥ G . This
identification seems to be legitimate. It makes in front of the
couples € the decisions k" through the operation waGzP(y)v [€]
which Vallée named ”command P”8. The fact that the environ-
ment and the action are linked in a common bayesian probability
confirms Vallée’s proposal. But they keep to different nature in
the xTAN formalism, contrary to the ABCD formalism. We will
see that it leads to a larger description of the process that exists
between perception and decision.

10.10.4 EPL

The system state can finally be identified through a vector V in
a co-space (Uq, Car®”, Cawk®). The inverse of (,, is called by

8” Cognition and System”, page 87
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Vallée "effection operator” and noticed A;. But this operator
that acts on the past and current states must create after the
chronicle ¥ of the system evolution. This operator corresponds
to the difference between commands and actions. It sends back
the state covector V to the state z. But the component of V
linked with z is Ca,. That’s why A, = (Caw)” . By writing
NOW: Ue = Uq, Ug = (o’ and ug = (4uwk™, we arrive to the
representation given figure 10.12 and submitted by Vallée in
[16].

Vallée has well understood the importance of the link be-
tween environment and states. We have seen the earning of the
system. But the nature plays also, and its earning is the influ-
ence of the system on the environment. Vallée has added an
operator A, in a second step to take into account this feedback.
We can define an environment decision h* and follow the same
reasonings as for the system. It makes the projection of € on u,
as shown figure 10.12. Vallée’s invention is synthesized in the
covector V. This covector is a complete image of the system
state, including its interactions with the environment and its
decisions in response to these sollicitations. Perhaps a mathe-
matical image but a reliable image of what is a system. And
xTAN formalism gives all the material to go from the system
to the whole universe without asking how to proceed. It gives
the cord based on game theory, essential piece of Vallée’s EPL.
All the complex concepts of a real system, perception, action,
decision are included in V under the EPL representation. It re-
mains always difficult to define what is a system, what systemic
covers. Rather than giving long sentences often meaningless,
Vallée mathematical concepts give here a self consistant defini-



10.10. SYSTEMIC 501

S e XGEP(y)o [€]

Figure 10.12: EPL draw
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tion and xTAN formalism provides the mathematical objects to

clearly write the equations. We have confirm that a system is a

manifold, but a new kind of manifolds enclosing probabilities. A

new field to continue the research on systems and mathematics.
This is my conclusion.
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