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1. Introduction

The manufacturing of fibre-reinforced structural composites is
influenced by the variability of the constituent materials (i.e. fi-
brous media and organic matrix). Processing methods involving
significant resin flow through the fibre reinforcement, for example
the Liquid Composite Moulding techniques, are strongly affected
by variability in the reinforcement structure. For a given fibrous
reinforcement, local variations in fibre content and orientation ex-
ist [6] and will lead to variation in permeability and through-thick-
ness compaction response. Significant in-plane variability has been
shown to exist within a single reinforcement layer, and the influ-
ence of this variability can possibly be modified as multiple-layer
preforms are assembled [1–5,8,10,13]. A new field of research
has emerged with respect to modeling the variability of composite
manufacturing, especially during the injection stage [11,15,17,21].
Stochastic simulation can help quantifying the robustness of a pro-
cess, which is of major importance for high series production such
as in the automotive industry.

In a deterministic numerical formulation, the resin injection
stage is modeled coupling Darcy’s law with the conservation of
mass. The inputs for such models are the resin viscosity, the fibrous
medium permeability tensor, the domain geometry and initial and
boundary conditions. The input being unique will lead to a unique
(deterministic) solution. However, when stochastic manufacturing
simulations are performed, the inputs must represent some extent
of variability in the process and/or materials. For instance in the
case of Resin Transfer Molding (RTM) one can agree that the mold
geometry is not too variable whereas the permeability can be
highly dispersed from preform to preform and even within the pre-
form itself. Therefore when stochastic simulation is of concern, the
input cannot be a unique value, but has to be a field (in space and/
or in time). The new challenge is to propose techniques that can
provide the field of the variable parameters required in the sto-
chastic simulations. For example, a previous study coupling optical
techniques with numerical flow simulation have been proposed
[9].

This paper focuses on measuring the in-plane permeability field
of single- or multi-layers of fibrous reinforcement. The technique
has been developed around the measurement of the areal weight
field of each layers coupled to central injection of the samples. It
is an alternative to the statistical technique based on image analy-
sis of dry fabrics and permeability models proposed in [22]. Re-
corded injection pressure and flow front data are utilized with a
finite element/level set based inverse method, which solves for
the unknown in-plane permeability field.

It is worth mentioning that both porosity and permeability are
parameters that depend on the volume where averaging is per-
formed. The results in [22] have shown that, for the material of
interest in this study, a 95% confidence on porosity and permeabil-
ity values is attained for respectively 10 and 350 mm square-sam-
ple size. Here because of the discretization, which will be modified



along the study, the porosity and permeability fields presented are
apparent values. For the sake of simplicity, the adjective apparent
will not be used in the following when referring to either porosity
or permeability.

First, the setups for areal weight field measurement and central
injection flow fronts are briefly described. Then, the methodology
based on an inverse method is detailed. Finally results of perme-
ability fields are given. The sensitivity of the results with respect
to the number of stacked layers and numerical discretization is
discussed.
Fig. 1. Experimental injection setup [20]. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

Fig. 2. Raw image taken through the bottom glass platen during the central
injection of a chopped strand mat (CSM) material after 54 s of injection. The fibrous
CSM appears in light gray, the circle (in intermediate gray) is the top platen and the
darkest area is the impregnated material.
2. Experimental setups for field-measurements

2.1. Materials

The fibrous material is an E-glass chopped strand mat (CSM)
whose reference is M705450 (Owens Corning). It has an average
areal weight of 457 (+/-24) g/m2 measured on 37 samples. The fi-
brous material has been statistically studied for average and local
porosity and permeability fields in a former study [22]. The min-
eral oil used in the central injection has a viscosity of 0.21 Pa s at
room temperature. Because of possible temperature variation from
one test to another, the temperature was recorded for each injec-
tion, then the viscosity was interpolated from a viscosity measure-
ment database. Also one injection lasted around 1 min, therefore
the risk of significant temperature change during the injection is
negligible.

Since CSM are made of thin tows, the local unsaturation in-
duced by the dual-scale porosity is very limited; there is no need
to develop a multi-scale FE model to solve for fluid flow to get
the intrinsic (also referred as effective or saturated) permeability
[16]. Then the permeability field identified through the proposed
technique is assumed to be a mapping of Darcian permeabilities.
For woven or fibrous materials that would consist of large tows
(therefore presenting a double scale porosity), another model
including that feature should be used.

2.2. Areal weight measurements

An apparatus consisting of a light-box and digital SLR camera is
used to capture high-resolution images of the reinforcement layers
[6]. By characterizing the relationship between intensity of the
transmitted light through the reinforcement and the correspond-
ing areal weight, image analysis techniques have been developed
and are capable of translating the surface images into maps detail-
ing areal weight spatially. Optical distortions such as vignetting
and barrelling have been compensated for within these analyses.
Also the effect of non-homogenous back lighting has been elimi-
nated. Readers can refer to the work carried out by Gan et al. for
the details of the technique [6].

2.3. Injection and flow front measurements

Central injections at constant pressure (0.1 MPa, 1 bar) are real-
ized within a cavity consisting of a bottom glass platen and top
cylindrical aluminum platen. The mineral oil is used as a model
Newtonian fluid. The 25 cm � 25cm fibrous reinforcement preform
is positioned in the mold cavity. The plies have been punched with
a 15 mm-diameter hole to create a circular injection inlet at the
centre of the sample. In order to avoid risks of variability of the
holes’ diameters and ensure a clean cut, the latter are very effi-
ciently and reproductively punched with a hydraulic press.

The injection setup is mounted in an Instron universal testing
machine (Fig. 1). The cavity thickness is set from the total areal
weight of the single or stacked plies to achieve a target fibre
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volume fraction Vf of 38%. A CCD camera records the flow front pro-
gression with time through the transparent glass platen (Fig. 2).
The digital images are processed so as to extract flow front profiles
(Fig. 3 (bottom). The flow front profiles can also be plotted in radial
coordinates (r, h (where x = rcosh and y = r sinh) to better visualize
front distortions and variability with respect to space and time
(Fig. 3 (top left)) [14]. As expected at constant injection pressure,
the flow front slows down with respect to time (the fronts are
not equidistant for a given time step). In order to even better visu-
alize the extent of distortion without being penalized by that ef-
fect, the fronts can also be plotted in a (r2, h space that forces the
injection fronts to be more equidistant (Fig. 3 (top right)). In other
words, in the (r2, h space, a slowdown or rise of the flow front speed
due to local permeability change can be more easily observed inde-
pendently from the inevitable slowdown induced by the central
injection at constant inlet pressure.

3. Data processing methodology

3.1. Fibre volume fraction

With a cavity thickness t in which the reinforcement is applied,
areal weight fields obtained from the image analysis mentioned
earlier are converted to fibre volume fraction fields using:



Fig. 3. Superposition of fabric porosity (background) and experimental flow front
positions at various times (dashed lines). One set of results obtained from one
experiment are plotted in (x, y) coordinates (bottom), in radial (r, h coordinates (top
left) and in (r2, h coordinates (top right).
Vf ¼
PN

i¼1Ai
w

tqf
¼ 1� / ð1Þ

where Ai
w is the reinforcement areal weight of the ith ply, N is the

number of plies in the considered stack, / the porosity and qf is
the density of the glass fibres. From the corresponding volume frac-
tion fields, it was observed that the data varied by up to +/-10% as a
function of (x, y) location, having no structured or predictable distri-
bution spatially (Fig. 4). These intrinsic variations in fibre volume
fraction are a result of the differences in the local fibre architecture
introduced during reinforcement manufacturing.

3.2. From flow fronts to permeability field

As shown in the previous section, the fibre volume fraction (or
porosity) of the fibrous sample is not constant in space. As a con-
sequence of this variability, the permeability of fabrics will also
Fig. 4. Example of flow front positions (black broken lines) extracted from
experimental injections and porosity (greyscale background) obtained from light-
box analysis in (x, y) coordinates for 1 ply.
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be a function of space. In this section, an original method is pro-
posed to identify the permeability field of fabrics using an inverse
method.

First numerical flow fronts have to be calculated numerically.
Because flow fronts are moving boundaries driven by fluid flow
dynamics, the numerical method combines the finite element
(FEM) and the level set methods. The level set method is used in
a variety of applications (chemical or fluid simulations
[7,12,18,21]). The goal of this method is to track a moving bound-
ary within a simulated two-phase flow without re-meshing the do-
main where the FEM is used. The flow front C is defined as:

CðtÞ ¼ fx 2 R2 : wðx; tÞ ¼ 0g ð2Þ

with

wðx; tÞ ¼ �min kx� xCk ð3Þ

where w is the level set function. The level set function is the
signed distance function: it is the distance between a point and
the front. In the case of porous medium flow simulations (de-
scribed by Darcy’s law), the two moving phases are the injected
resin and the air expulsed ahead of the front. The level set func-
tion is negative within the resin domain, equal to zero at the flow
front location and positive outside the resin domain (i.e. in the air
domain) (Fig. 5). This method has already been used previously for
LCM simulations [18,21].The evolution of the flow front position is
then described by the following evolution equation, which is given
in [19].

@wðx; tÞ
@t

þ vðx; tÞ � rwðx; tÞ ¼ 0 ð4Þ
Fig. 5. Level set representations. (a): Superposition of finite element mesh
(background), and level set function which delimits the flow front position C
(solid line). (b): Level set function w. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)



Fig. 6. Sketch of the optimization procedure.

Fig. 7. Superposition of experimental (broken lines) and numerical (solid lines) flow fronts in the (x, y) or (r, h coordinates. (a): Optimization based on 2 fronts (Error 4.1%) for
the optimization based on Eq. (8) plotted in (x, y) coordinates. (b): Optimization based on 2 fronts (Error 4.1%) for the optimization based on Eq. (8) plotted in (r, h)
coordinates. (c): Optimization based on a 12 � 12 grid and 3 fronts (Error 1.51%). (d): Optimization based on a 24 � 24 grid and 5 fronts (Error 0.68%).
where v(x, t) is the interstitial (observable) fluid velocity field
(computed in all domains: air and resin). That function has to be
reconstructed to avoid self-degradation. That reconstruction is real-
ized calculating the true shortest distance of each element from the
flow front position (w(x, t) = 0).

The velocity field is computed by solving the following set of
equations (conservation of mass, Darcy’s velocity definition and
Darcy’s law):
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r � ð/ðxÞvðx; tÞÞ ¼ 0

vðx; tÞ ¼ uðx;tÞ
/ðxÞ

uðx; tÞ ¼ � KðxÞ
l rpðx; tÞ

8>><
>>:

ð5Þ

where p(x, t) is the pressure field, u(x, t) is the Darcy’s velocity field,
K(x) is the permeability field, l is the viscosity (close to 0.21 Pa s
when x is in the resin domain and l = lair = alresin when x is in



Table 1
Inverse method residual error when various grid sizes and number of fronts are
considered in the optimization.

Number of
fronts

Grid
size

Error E (Eq. (6))
(%)

Influence of grid size 3 12 � 12 1.51
3 20 � 20 1.44
5 20 � 20 0.79
5 24 � 24 0.68

Influence of number of
fronts

3 20 � 20 1.44
4 20 � 20 1.09
5 20 � 20 0.79

Table 2
Error evolution with respect to number of plies constituting the preform.

Number of plies Number of fronts Grid size Error E (Eq. (6)) (%)

1 4 20 � 20 1.09
2 4 20 � 20 0.58
4 4 20 � 20 0.91
8 4 20 � 20 0.58
the air domain) and /(x) is the porosity field. Great care should be
taken in order to verify the convergence of the results with respect
to the viscosity ratio a that can lead to numerical issues when that
coefficient is chosen below 10�4.

In order to identify the permeability field K(x), the domain is
discretised on a n � n grid. The basic concept of the inverse method
is to use a minimum of flow front information in order to find the
permeability field K(x) which allows numerical and experimental
flow fronts to match. The methodology is illustrated in Fig. 6. For
a given flow front #f, the permeability field is looked for in the
newly impregnated elements (between the flow fronts #f � 1
Fig. 8. Superposition of experimental flow fronts (broken lines) and porosity (backgrou
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and #f), minimizing the error E (Eq. (6)) between numerical and
experimental flow fronts. A Matlab code has been written and uses
the predefined function fmincon).

Eð#fÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR 2p
0 ðrnumðhÞ � rexpðhÞÞ2dhR 2p

0 rexpðhÞ2dh

vuut ð6Þ

where rnum and rexp are respectively the numerical and experimen-
tal flow front radial positions. The number of intermediate flow
fronts used in the inverse method will be studied (ranging from 3
to 5 fronts).

In order to estimate an overall error over the entire sample
domain, another cumulative error is calculated:

Erð#fÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR tf
0

R 2p
0 ðrnumðt; hÞ � rexpðt; hÞÞ2dhdtR tf

0

R 2p
0 ðrexpðt; hÞÞ2dhdt

vuut ð7Þ

where tf is the final injection time. That error is used as an estima-
tion of the overall ‘‘quality’’ of the optimizations realized over the
entire sample.

The sought n � n permeability field can be a large matrix. First,
in order to limit the number of degrees of freedom, the permeabil-
ity field is calculated from the porosity field (Fig. 4). It is estab-
lished that, at the first order, the permeability is directly linked
to the porosity (or fibre volume fraction). In Zhang et al. [22] it
has been shown that the Kozeny–Carman relationship cannot fit
the local fluctuations of the chopped strand mat reinforcement
whose fibrous clustering is quite relevant. Because the Kozeny–
Carman relationship has only one adjustable parameter (the
Kozeny constant), in this study, the choice is made to use a perme-
ability law containing two coefficients. Therefore, at first, the
calculation of the permeability field is performed with an estima-
tor based on a power law:
nd) plotted in the (x, y) coordinates. (a): 1 ply. (b): 2 plies. (c): 4 plies. (d): 8 plies.



Fig. 9. Superposition of experimental flow fronts (broken lines) and permeabilities (background) plotted in the (r, h coordinates. (a): 1 ply. (b): 2 plies. (c): 4 plies. (d): 8 plies.

Fig. 10. Superposition of experimental flow fronts (broken lines) and permeabilities (background) plotted in the (r2, h coordinates. (a): 1 ply. (b): 2 plies. (c): 4 plies. (d): 8
plies.
KðxÞ ¼ A½/ðxÞ�B ð8Þ

This choice also has an advantage of looking for only two scalar
parameters (A, B) for the whole permeability field extraction that
would minimize Eq. (6).
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In a second study and in order to increase the accuracy of the
technique, the entire permeability field is looked for individually,
i.e., n � n independent values are sought. Because of the size of un-
knowns to be found, in order to speed up the minimization of Eq.
(6), the optimum (A, B) values obtained previously will be used



Fig. 11. Superposition of experimental flow fronts (broken lines) and permeability variation fields (in %) plotted in the (r2, h coordinates. (a): 1 ply. (b): 2 plies. (c): 4 plies. (d):
8 plies.
as a first guess. To achieve this goal, the optimization will be done
again with the fmincon function in Matlab.

In order to limit the calculation time while maintaining some
extent of accuracy, the optimization can be performed based on a
certain number of experimental flow fronts and on coarser/finer
grids. The following sections will analyze the effect of those two
parameters comparing the errors given by Eq. (7). Also the evolu-
tion of the permeability variability with respect to the amount of
plies stacked in the preform will be studied.

4. Results and discussion

4.1. Influence of number of degrees of freedoms

Fig. 7 shows that permeability fields can be found. However,
depending on the number of degrees of freedom (2 (i.e., A and B
in Eq. (8)) in Fig. 7a and b and n � n in Fig. 7c and d) the experi-
mental and simulated flow fronts clearly match differently. The
use of a first order estimator for permeability (i.e., Vf) is not suffi-
cient (Fig. 7a and b). This has been shown in a previous study based
on a similar fibrous mat that used an optical device and image
analysis [22]. It has been shown that local permeability is affected
by clustering and relative position of Vf heterogeneities. That is
why more degrees of freedom are required for a better flow front
match. The remaining of the article will focus on the n � n
optimization.

4.2. Influence of the discretization grid and number of flow fronts

First, the calculations to estimate the influence of both discret-
ization grid and number of flow fronts are performed and dis-
cussed on samples of 1 ply of mat. As shown in Table 1, the
permeability identification using an inverse method is realized
with various numbers of fronts and grid sizes. The error (cumula-
tive difference of experimental and simulated flow fronts (Eq.
7

(7))) decreases when the number of flow fronts and/or grid size in-
creases. Fig. 7(c and d) shows the corresponding experimental and
numerical flow fronts plotted for permeability field calculated
using respectively a 12 � 12 mesh grid along with 3 flow fronts
and a 24 � 24 mesh grid along with 5 flow fronts. As expected, it
clearly emphasizes that the numerical flow front matches increas-
ingly well when finer grids along with more flow fronts are used in
the procedure. Above 1% of error, the flow fronts visually do not
match well, it is important to ensure an error below 1% for an
acceptable match.

4.3. Influence of the number of plies in a stack

Once the grid size has been set, the methodology has been used
on stack consisting of multiple layers (2, 4 and 8). The choice of
plies to be stacked has been done randomly. Fig. 8(a–d) shows
the experimental results in terms of flow front positions and poros-
ity fields. As expected, it can be seen that increasing the number of
plies decreases the flow front distortions and the porosity varia-
tions within the preform.This effect can also be seen in Table 2.
The permeabilities are calculated following the procedure detailed
in this article and are displayed in Figs. 9 and 10. They show that
the homogeneity of the permeability field increases with the num-
ber of plies.

Finally, a comparison of deviation between the 2 degrees of
freedom method and the n � n optimization is depicted in
Fig. 11. It shows the permeability variation (Knum � Kpower)/Knum,
where Kpower is the local permeability solution from the power-
law relationship and Knum is the local permeability obtained with
the n � n degrees of freedom method. Fig. 11 shows again that lo-
cal permeability is not only controlled by the fibre volume fraction
since a substantial deviation exists. All variation scales are similar
in Fig. 11 and show that with 8 layers of CSM the permeability field
is more homogeneous (it exhibits less dark and light regions). It
also shows that the power law relationship can give a better



estimation of local permeability when the number of plies
increases.
5. Conclusion

An inverse identification method of in-plane permeability fields
based on optical measurement of areal weight fields (consequently
fibre volume fraction and porosity) and central injection flow front
measurements has been detailed. The results shown in this article
are related to a glass fibre chopped strand mat. The permeability
field extraction is realized by inverse method minimizing the error
of numerical and experimental flow front positions. Two optimiza-
tions with different amounts of degrees of freedom have been
checked. The results show that a permeability description based
on fibre volume fraction is not sufficient. A technique with more
degrees of freedom has finally been chosen. The influence of the
grid size has been evaluated and the variability for various stacks
has been examined. The variability, as expected, decreases when
more plies are layered. Moreover, two other results can be
emphasized:

� with a limited number of fronts, e.g. 3 or 5, a permeability field
of dimension 24 � 24 can be precisely extracted;
� also the level of error given by the technique has to be carefully

checked. It is shown that slightly reducing the global error from
1.7% down to 0.7% has a tremendous effect on the flow front
position match.

The extension of this work to an anisotropic media is
straightforward as long as the fibrous media can be used in
the light-box device for areal weight measurement. For non-
transparent media (such as carbon) the use of another optical
technique should be considered to reconstruct the microstruc-
ture (e.g., in [9]). The major advantage of the present technique
is relatively fast acquisition of statistical data on reinforcement
variability, which can be later utilized in stochastic based pro-
cess simulations [21].
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